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Adaptive Decomposition of Noise Sources in Digital Recording Systems With Media Noise

Steven Van Beneden, Jamal Riani, and Jan W. M. Bergmans

Eindhoven University of Technology, 5600 MB Eindhoven, The Netherlands

In digital recording systems, the total amount of data-dependent media noise increases considerably as recording densities increase. A proper noise characterization is crucial for the design of receivers for high-density storage systems. This characterization involves the selection of a proper noise model and subsequently the accurate estimation of the parameters of the selected model. The estimation algorithm proposed in this paper jointly estimates the parameters of both media and additive noise with a high accuracy. The proposed algorithm makes use of the data dependency of the media noise to distinguish between the different noise sources. The algorithm is simple and as a result can be implemented in recording systems, with only a limited amount of complexity, as an easy “add-on” to read-channel ICs. From the simulation results and the analytical derivation of the estimation algorithm, we can clearly indicate which data patterns yield near-optimal estimation performance. These patterns are the ideal test patterns in experimental systems. We propose and discuss test patterns for magnetic and optical storage systems.

Index Terms—Adaptation, characterization, digital recording, media noise.

I. INTRODUCTION

In many recording applications, the noise present in the readback signal can be modeled as a combination of media noise and electronics noise (here referred to as additive noise). Media noise is typically associated with the write process whereas additive noise is associated with the read process [1]. Because the write process is determined by the input data, media noise is strongly data-dependent. It is well known that the presence of data-dependent noise significantly deteriorates the error-rate performance of partial-response maximum-likelihood (PRML) data detection [2]–[5]. Various codes and detectors have been proposed to improve the performance based on specific media-noise models [3], [6], [7]. In an actual system, the performance improvement is only guaranteed if the noise is characterized properly. A proper characterization involves the selection of a model with a proper structure. Furthermore, it involves an accurate estimation of the model parameters based on experimental readback signals. Ideally, the models must be computationally efficient and therefore simple parametric models are commonly used. Parametric models with one and more parameters have been proposed for magnetic systems [8]–[11] and for optical systems [12], [13]. These models are based on the physical nature of the media noise. Hence, the knowledge of the parameter values provides important information for the development and evaluation of recording media as well as detectors for next-generation disk drives. All these parametric models can be considered to be special cases of the signal-dependent autoregressive (AR) channel model [14], [15]. In this model, the media noise is the output of an AR system driven by white noise and whose parameters are signal-dependent. The signal-dependent AR model can be transformed by using complex matrix operations into the parametric models that relate well with the physical nature of the media noise [16]. In this paper, parametric models will be used for two reasons: only a few parameters have to be estimated (which results in a limited overall complexity), and the parameter values immediately reveal insightful information about physical properties of the recording channel. In practice, it is highly desirable to be able to characterize the media noise parameters simultaneously with those of the additive noise, i.e., to decompose the noise components of the replay signals into media and additive noise components.

In general, the estimation of parameter values is based on fitting the selected models to readback signals. In experimental systems, one has the freedom to design test patterns and the ability to base the estimation of the parameters on different reads and writes of the test patterns. As a result, a lot of different readback signals are available to base the characterization on, and there is a large flexibility in the design of a characterization procedure. Many existing characterization procedures make use of this flexibility by tailoring the procedure to the specific experimental recording application. For example, to achieve a proper decomposition of the noise sources, the write noise is extracted from the readback signals by appropriately averaging over many reads and writes of a periodic pattern [1]. The topic of this paper is the design of a highly general characterization procedure which is applicable to real-time systems. In real-time and experimental systems, the constraints are very different. The large flexibility available in experimental systems (multiple reads and writes of predefined test patterns) is in great contrast with the single read of a priori unknown patterns available in real-time systems. Hence, in real-time systems much less flexibility is available to design a proper decomposition procedure. Moreover, computational complexity weighs more heavily. In this paper, a decomposition procedure is proposed...
that operates on a single read of an arbitrary pattern and is able to properly decompose the noise sources present in real-time recording systems. The procedure is able to jointly estimate the parameter values of media and additive noise sources by exploiting the data-dependent nature of the media noise. It is computationally simple and very suitable for incorporation as an “add-on” to existing read-channel integrated circuits (ICs).

In any characterization procedure, estimation of the parameter values can be based on spectral or on temporal techniques or on a combination of both [17]. The first class of techniques, often used in experimental environments, involves measuring noise-amplitude spectra for specific test patterns (for magnetic applications, dc and block wave patterns are commonly used) [17], [18]. An advantage of these techniques is the fact that synchronization is not needed. As a result, the analog readback signal can be used as input of a spectrum analyzer and little or no additional signal processing is needed. Furthermore, parameter estimates are obtained by fitting the model to approximate the measured noise spectra. Fitting techniques are often based on the minimization of a suitable criterion or on exhaustive search algorithms, both resulting in a high estimation accuracy [19]. Spectral techniques often rely on highly oversampled readback signals obtained around isolated bit transitions or pairs of transitions [8], [10].

In modern read channels, the analog readback signals are sampled and synchronized to the baud-rate. As a result, it is convenient to base the characterization on the equalized, synchronized, detector-input signal [1], [20]. The second class of estimation techniques (temporal techniques) can use this synchronized signal. In these techniques, the noise correlation matrix is measured based on the synchronized signal and subsequently key portions of this matrix are used to estimate different noise parameters [21], [22]. Temporal techniques are sometimes used in experimental environments where equalized, synchronized signals are available because measuring and fitting the noise correlation matrix are operations with little complexity and still a high estimation accuracy is achieved. In principle, temporal techniques can be applied in real-time environments.

The decomposition procedure proposed in this paper is based on such a temporal technique. More precisely, accurate parameter estimation is achieved based on the open-loop estimation of the ensemble variances of noise samples as a function of the data pattern under consideration. The estimates of the parameter values are obtained by solving a matrix equation with the estimated ensemble variances as input. As opposed to the solution for periodic data patterns presented in [22], it is applicable to arbitrary patterns and therefore it is very well suited for real-time systems. Moreover, our solution is also applicable to experimental systems and we will see that the estimation accuracy is similar to the one achieved by spectral techniques.

The complexity required to calculate the open-loop solution is quite significant and as a consequence it is a disadvantage of the open-loop estimation technique. Hence, a simplification is desired for implementation in real-time environments. A closed-loop version of the procedure provides such a simplification. This closed-loop procedure results in an adaptation algorithm which estimates parameter values on a sample-by-sample basis and requires only a very limited amount of complexity.

Besides this limited complexity, another advantage of the adaptation algorithm is the ability to track variations of media noise parameters. This tracking ability provides information about time-varying artifacts in the recording system and hence gives insight in possible improvements in the recording media and/or read channel.

The adaptation algorithm can be utilized to characterize various types of media noise. In this paper, a model for pit size variations in optical recording systems is used to illustrate the design of the algorithm. In optical recording systems, media noise is due to imperfections in the optical layer of the optical medium, e.g., variations in the dimensions of the pits [23], [24]. This media noise passes through the read-out by the optical spots. Hence, we can say that this media noise originates at the channel input. For example, in CD-RW systems binary input symbols are stored as pits (the laser current is switched on such that a phase change is realized in the recording layer) or lands (no current); only the pits are affected by media noise and not the lands. As a consequence, for such systems media noise can be modeled as noisy pits and noise-free lands. Hence, the media noise is data-dependent. In this paper, we will assume that the media noise samples originate from a white Gaussian stochastic process and that the additive noise samples originate from a correlated Gaussian stochastic process. Exploiting the data-dependency of the media noise, the adaptation algorithm decomposes the different noise sources and provides an estimate of the different parameters, i.e., it performs a joint estimation of the parameters of the media noise and of the additive noise. The analysis and results for this simple optical media noise model can be found in Section II. Because the adaptation algorithm is based on the data-dependency of the media noise and not on any assumption about the media-noise correlation, the algorithm can be extended to cover also correlated media noise.

In Section III, an analysis similar to the one presented in Section II is given for the characterization of media noise in magnetic recording systems. In magnetic recording, position jitter is considered to be the dominant media noise effect [25], yet also other types of media noise arise at high densities, like nonlinear transition shifts and width-variations [26]. All these types of media noise sources are data-dependent and as a result the proposed decomposition procedure can also be applied to magnetic recording channels. A theoretical analysis and simulation results are provided to demonstrate the decomposition capabilities and the estimation accuracy of the proposed adaptation algorithm in magnetic recording applications. Based on the simulation results and the analytical derivation of the adaptation algorithms, one can clearly indicate which data patterns yield near-optimal estimation performance. As a result, these patterns are the ideal test patterns to use in experimental environments. In Section IV, the design of these test patterns for magnetic and optical systems is discussed. Conclusions are provided in Section V.

II. MEDIA NOISE IN OPTICAL RECORDING

A system model of an equalized, synchronized optical recording channel is shown in Fig. 1. The bits $a_k \in \{0, 1\}$ are inputs of the channel, where $k$ represents the discrete time index, $k = 1, \ldots, K$ ($K$ is the total number of transmitted bits), and $a_k = 0$ for $k \notin [1, K]$. These bits are distorted
by multiplicative noise to produce the channel input signal \( x_k = a_k (1 + u_k) \), where \( \{u_k\} \) is a sequence of white Gaussian noise samples with zero mean and standard deviation \( \sigma_u \). As a result, the sequence \( \{a_k u_k\} \) represents the data-dependent media noise: pits \( (a_k = 1) \) are noisy while lands \( (a_k = 0) \) are non-noisy. This is a reasonable first-order approximation of media noise in read-write optical media [24]. In this paper, this specific type of data-dependency is used to illustrate the characterization of two noise sources, but the estimation technique can be applied to other data-dependencies of the noise sources. In the remainder of the paper, the following notation will be used: \( u = \{u_k\}_k \) for \( k = 1, \ldots, K \). The distorted input signal \( x_k \) is used as input of the channel with impulse response (IR) \( h = [h_0, h_1, h_2, \ldots, h_L] \), where \( L \) defines the memory span of the channel. Finally a stationary additive noise component \( v_k \) is present at the output of the channel. This component represents the electronics noise in the recording system and is characterized by the autocorrelation function

\[
R_v(n) = E[v_k v_{k-n}] \tag{1}
\]

for \( n = 0, \ldots, N \), where \( N \) defines the memory length of the additive noise process. Summarizing, the channel output \( y_k \) can be expressed as

\[
y_k = (h \ast a)_k + (h \ast a u)_k + v_k = \sum_j h_j a_{k-j} + \sum_j h_j a_{k-j} u_{k-j} + v_k \tag{2}
\]

where “\( \ast \)” denotes linear convolution. The first component is the channel output due to the input bits \( a_k \), and the second component represents the noise at the channel output due to the media noise \( a_k u_k \). The characterization of the noise sources present in this system model concerns the joint estimation of the standard deviation \( \sigma_u \), or equivalently the variance \( \sigma_u^2 \) of \( u_k \), and the correlation function \( R_v(n) \) of \( v_k \) (Section II-A). A key assumption in the estimation is the knowledge of the model output \( y_k \), the channel IR \( h \), and the bits \( a_k \). In a practical system, this knowledge is present at the receiver side: the detector input is readily available, an identification scheme is able to accurately estimate the channel IR. Finally, also the bits are known: either as a specific preamble pattern which used to acquire parameter values in acquisition mode of operation (referred to as data-aided, DA, mode) or as the outputs of a bit detector in tracking mode of operation (referred to as decision-directed, DD, mode). Generally, the bit detector provides fairly accurate bit decisions. However, occasional bit decision errors will affect the overall estimation accuracy. In Section II-C3, we will show that even for a significant bit error rate (BER), up to \( 10^{-2} \), the estimation accuracy is just slightly influenced.

A. Data-Dependent Media Noise Characterization

In this section, an algorithm is derived to estimate the parameters \( \sigma_u^2 \) and \( R_v(n) \) based on the observed signal \( y_k \) and the knowledge of the transmitted data \( a_k \). To distinguish between the two noise sources \( u_k \) and \( v_k \), we have to make use of the data-dependent nature of the media noise. An obvious way to distinguish is to first transmit a long sequence of zero bits followed by random data. In the first part, at the channel output only additive noise is present and as a result \( R_v(n) \) can easily be estimated. Subsequently, during the random data part the media noise variance \( \sigma_u^2 \) can be estimated. Such a procedure is, however, not preferable because the transmission of zero bits decreases the overall information throughput or in some cases it is simply not possible to transmit a sequence of zero bits. For this reason, a procedure that is fully based on arbitrary data patterns is desirable. The procedure developed next applies to arbitrary data patterns. As a result, it is applicable in case random data is present but also short test patterns can be designed to improve the estimation accuracy.

The error signal \( e_k \) is defined as follows:

\[
e_k = y_k - (h \ast a)_k = (h \ast a u)_k + v_k \tag{3}
\]

for \( k = 1, \ldots, K \). This error signal consists of a data-independent part, i.e., the additive noise \( v_k \), and a data-dependent part, namely the media noise at the channel output. Based on a data-dependent averaging procedure, the data-independent and the data-dependent parts can be characterized jointly. Because the channel IR has a finite memory length \( L \), i.e., \( h_k = 0 \) for \( k \notin [0, L] \), the data-dependency has also a finite memory length. Now define \( a_k^L \) as the vector \( [a_k, a_{k-1}, \ldots, a_{k-L}] \). The data-dependent autocorrelation function of the error signal can be written as

\[
R_e(n, a_k^L) = E[e_k e_{k-n} a_k^L] = E[v_k v_{k-n}] + \sum_{j=0}^{L} h_j h_{j-n} a_k^2 a_{k-j} + E[u_k^2 a_{k-j}] = R_v(n) + \sigma_u^2 H(n, a_k^L) \tag{4}
\]

where \( H(n, a_k^L) = \sum_{j=0}^{L} h_j h_{j-n} a_k^2 a_{k-j} \). This autocorrelation function can be calculated for \( n = 0, \ldots, N \) and for all possible data patterns \( a_k^L \) which are part of a set \( S \). This set \( S \) is defined by the modulation code and consists of all permissible data patterns. As a result, a least-squares solution can be formulated for the estimation of \( R_v(n) \) for \( n = 0, \ldots, N \) and \( \sigma_u^2 \). This solution is derived in Appendix A and is given by the solution of the following Yule–Walker equations (in matrix formulation):

\[
\begin{bmatrix}
H(0) & H(0) & \cdots & H(N) \\
H(L) & 2L & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
H(N) & 0 & \cdots & 2L
\end{bmatrix}
\begin{bmatrix}
\sigma^2_u \\
R_v(0) \\
\vdots \\
R_v(N)
\end{bmatrix}
= 
\begin{bmatrix}
G(0) \\
G(1) \\
\vdots \\
G(N)
\end{bmatrix}
\tag{5}
\]

where

\[
H(n) = \sum_{a_k^L \in S} H(n, a_k^L), \quad H = \sum_{a_k^L \in S} \sum_{n=0}^{N} H(n, a_k^L)^2
\]

\[
G = \sum_{a_k^L \in S} R_v(n, a_k^L) \quad \text{and} \quad G = \sum_{a_k^L \in S} \sum_{n=0}^{N} R_v(n, a_k^L)H(n, a_k^L).
\]
All coefficients $H(n, \mathbf{a}_k)$ are only a function of the channel IR $\mathbf{b}_k$ and the possible bit patterns (within the memory span of the channel), whereas the coefficients $G(n, \mathbf{a}_k)$ depend on the data-dependent autocorrelation function of the error signal.

The accuracy of the estimates is determined by the accuracy of the computed error correlation coefficients $R_{e}(n, \mathbf{a}_k)$. As there are $(N + 1) \times 2^L$ different coefficients for uncoded data, a long averaging period is required to guarantee good estimation performance. The proposed algorithm achieves a one-shot estimation and therefore it is not able to deal with time-varying noise conditions. Moreover, to solve (5), complex matrix operations have to be performed resulting in a computationally intensive procedure. In the next section, a closed-loop adaptive estimation scheme for the noise parameters is proposed which overcomes these disadvantages.

### B. Adaptive Estimation Scheme

The adaptive estimation scheme is based on a stochastic gradient search. The noise parameters are estimated adaptively based on arbitrary data patterns. This approach has the advantage that noise parameter variations can be tracked. The gradient search aims to minimize the cost function defined by (19) (see Appendix B). At every time $k$, a new estimate of the different noise parameters is computed based on the previous estimate and an update term which is the gradient of the cost function with respect to that specific parameter. The adaptation rules are (see Appendix B for the derivation)

$$
\tilde{\sigma}_a^2(k) = \tilde{\sigma}_a^2(k-1) - 2\mu_v \left[ \sum_{n=0}^{N} H(n, \mathbf{a}_k) \Lambda_k(n) \right],
$$

$$
\tilde{R}_e(n)(k) = \tilde{R}_e(n)(k-1) - 2\mu_v \Lambda_k(n)
$$

for $n = 0, \ldots, N$, where $\Lambda_k(n) = H(n, \mathbf{a}_k) \gamma_a^2(k-1) + \tilde{R}_e(n)(k-1) - c_k \epsilon_k$, is the instantaneous estimation error of the $\gamma$th correlation lag. Here, $\mu_v$ and $\mu_a$ are the adaptation constants of the media noise update and the update of the additive noise correlation function, respectively. A block diagram of the adaptive estimation scheme is shown in Fig. 2 for $N = 0$ (white additive noise). The bits $\mathbf{a}_k$ and the error signal $\epsilon_k$ are the only inputs and as they are readily known read channels, the adaptive estimation scheme can be used as an "add-on" to existing read-channel ICs. The variance estimates $\tilde{\sigma}_a^2(k)$ and $\tilde{R}_e(n)(k)$ of the media and the additive noise, respectively, are the outputs. All the coefficients $H(n, \mathbf{a}_k)$ for $n = 0, \ldots, N$, for all possible $\mathbf{a}_k$, are computed beforehand and stored in the lookup table (LUT).

#### 1) Steady-State Behavior: The steady-state value of the estimates can be derived easily. For every possible data pattern $\mathbf{a}_k$, the steady-state values of the estimates can be found by solving the equations obtained by making the expectation of the partial derivatives (20) equal to zero. Applying (4), it can easily be found that $\mathbb{E}[\tilde{\sigma}_a^2] = \tilde{\sigma}_a^2$ and $\mathbb{E}[\tilde{R}_e(n)] = R_e(n)$ for all data patterns in $S$.

Furthermore, also the variance of the estimates can be calculated for every data pattern. The derivation is given in Appendix C for the case the additive noise originates from a white Gaussian noise source, i.e., $R_e(0) = \sigma_e^2$ and $R_e(n) = 0$ for $n > 0$. The results are

$$
\gamma_a^2 \triangleq \mathbb{E}[\tilde{\sigma}_a^2] - \mathbb{E}[\sigma_a^2]^2 
$$

$$
\approx 2\mu_a (H R_e(0) + R_e(0))^2, 
$$

where $H = H(0, \mathbf{a}_k)$ is used to simplify the notation. Based on these expressions, the accuracy of the adaptation scheme can be characterized. It should be noted that these expressions roughly approximate the actual variances for a number of reasons: first by neglecting all higher order terms in (28) and second by the fact that the adaptation scheme is data-dependent (at every time instant a different coefficient $H$ should be used). This data dependence makes the scheme very difficult to analyse accurately. However, in Section II-C we will show that the variances given by (9) are reasonably accurate and can be used as an initial design rule for the choice of the adaptation constants.

#### 2) Example: Assume that the additive noise component $\epsilon_k$ originates from a white noise process, i.e., $R_e(0) = \sigma_e^2$ and $R_e(n) = 0$ for $n > 0$. In this case, the adaptation rules simplify to

$$
\sigma_a^2(k) = \sigma_a^2(k-1) - 2\mu_a \left[ H(0, \mathbf{a}_k) \gamma_a^2(k-1) + \tilde{R}_e(n)(k-1) - c_k \epsilon_k \right], 
$$

$$
\tilde{R}_e(n)(k) = \tilde{R}_e(n)(k-1) - 2\mu_v \left[ H(0, \mathbf{a}_k) \gamma_a^2(k-1) + \tilde{R}_e(n)(k-1) - c_k \epsilon_k \right].
$$

If a sequence of zero bits is transmitted, the media noise variance is not updated and the additive noise variance is changed according to

$$
\tilde{R}_e(n)(k) = \tilde{R}_e(n)(k-1) - 2\mu_v (\tilde{R}_e(n)(k-1) - c_k \epsilon_k).
$$

The latter update rule is the expected one as the error signal $\epsilon_k$ does not have a component due to the media noise and is only determined by the additive noise.
Now if random data is transmitted, the coefficient \( H(0, a_L L) \) is, in general, nonzero. As a result, the update of the media noise variance is enabled and the update represents that part of the error power that is not due to additive noise (addition of \( \tilde{R}_v(0)(k) \)) and not yet present in the previous estimate \( \sigma^2_{\tilde{u}}(k-1) \). In the update of the additive noise variance, the term \( H(0, a_L L) \sigma^2_{\tilde{u}}(k) \) represents that part of the error power \( \tilde{e}^2_k \) that is due to the media noise.

3) Extension to Multiple Media Noise Sources: In most cases, especially at high densities, more media noise sources are simultaneously present in the readback signal. The adaptive decomposition procedure defined in this subsection can easily be extended to the case of multiple data-dependent noise sources. For every parameter, an individual estimation loop has to be used and the data-dependent coefficients of the loop should be tuned to that specific parameter. If the data dependencies of the media noise sources are different, the adaptive decomposition procedure will work and no offsets are present in the variance estimates. The variances of the estimates, given by (9) for the case a single media noise source is present, will contain a term for every noise source (with the corresponding coefficient \( H \)) and as a result the overall variance will increase for increasing number of noise sources.

C. Simulation Results

The functionality of the adaptive estimation scheme is illustrated by simulating the model of Fig. 1. An ideally-equalized optical channel is assumed with equalized channel response \( h = [0.17, 0.5, 0.067, 0.5, 0.17] \), and channel memory length \( L = 4 \). An uncorrelated input sequence \( u \) is used with \( K = 4 \times 10^5 \). Furthermore, the media noise sequence \( v \) is assumed to be white and Gaussian. The signal-to-noise ratio (SNR) is defined as \( \text{SNR} = \sum_j h_j^2 / \sigma^2_v \), where \( \sigma^2_v \) is the total noise power: \( \sigma^2_v = \sigma^2_u + \sigma^2_v \). We define media noise percentage (MNP) as the ratio of the media noise power to the total noise power [27]

\[
\text{MNP} = \frac{\sigma^2_u}{\sigma^2_v} = \frac{\sigma^2_u}{\sigma^2_u + \sigma^2_v},
\]

(12)

In case the additive noise sequence \( v \) is correlated, the memory length \( N \) is in practical situations not known. For this reason, \( N \) should be chosen large enough to cover all nonzero elements of the autocorrelation function \( R_v(n) \). We consider two different cases: \( N = 0 \) and \( N = 2 \).

1) White Gaussian Additive Noise: Here, \( R_v(n) = 0 \) for \( n > 0 \) and the memory length \( N \) is chosen to be zero \( (N = 0) \). In Fig. 3, the estimated parameters \( \sigma^2_u \) (upper plot) and \( \sigma^2_v = \tilde{R}_v(0)(k) \) (lower plot) are plotted in decibels (dB) versus the sample number for \( \sigma^2_u = 0.1 \) and \( \sigma^2_v = R_v(0) = 0.1 \) (indicated by the dashed lines in the figure). The adaptation constants are tuned such that the time constant \( \tau_v \) of both estimation loops are equal and a slow but steady convergence is achieved. To this end, \( \tau_v = 2.10^4 \) is used. Because on average the media noise variance estimate is updated only half of the time, the adaptation constant \( \mu_u \) should be a factor of 2 higher than \( \mu_v \). The different lines in the plot are the results for different noise realizations. Because the control information in the two loops is not completely orthogonal, there is interaction in the estimation of the media noise parameters and the additive noise parameters. This interaction does not introduce a bias in the estimates but influences the convergence to their steady-state values. In steady-state operation, the estimated parameter values do not deteriorate more than 0.02 dB from their actual values for the given time constant.

In practical situations it will be desirable to have an estimate of the overall SNR and an estimate of the MNP, respectively denoted as \( \sigma^2_x \) and \( \text{MNP} \). These can easily be estimated based on (25) \( \gamma^2(k) = \hat{\gamma}^2(k) + \tilde{R}_v(0)(k) \) and \( \text{MNP}(k) = \frac{\gamma^2(k)}{\sigma^2_u / \sigma^2_v} \).

To judge the accuracy of the adaptive estimation scheme, we introduce the normalized estimation accuracy (NEA). The NEA is defined as the deviation in estimated SNR (in dB) in case the estimate deviates one standard deviation from its mean value, irrespective of the actual SNR value. More precisely, the NEA can be expressed as

\[
\text{NEA} = 10 \log_{10} \left( 1 + \frac{\gamma\sigma^2_u}{\sigma^2_x} \right)
\]

(13)

where \( \gamma \) is the standard deviation of the SNR estimate. If we assume that the estimates \( \hat{\gamma}^2 \) and \( \tilde{\gamma}^2 \) have independent normal distributions (in reality this is not completely true but it provides a good approximation), this standard deviation can be calculated based on \( \gamma^2 = \hat{\gamma}^2 + \tilde{\gamma}^2 \). The NEA value indicates the accuracy of the estimation with respect to the overall noise power.

In the upper part of Fig. 4, simulated and theoretical NEA values are plotted versus MNP for different values of the adaptation constants \( \mu_u \) and \( \mu_v \). While \( \mu_v \) is fixed at 25 dB. The simulated values are obtained by calculating its expected value over all samples after the estimation loops have converged. The theoretical values are calculated according to

Fig. 3. Estimated parameter values \( \hat{\sigma}^2_u \) and \( \hat{\sigma}^2_v \) (given in decibels) versus the sample number. In the simulation, the following values are used: \( \hat{\sigma}^2_u = 0.1 \) and \( \hat{\sigma}^2_v = R_v(0) = 0.1, \mu_u = 1e^{-4} \) and \( \mu_v = 5e^{-5} \).
From (9), it should be clear that NEA is mainly determined by the square root of the adaptation constant. If the time constant is increased by a factor of 2, the NEA will decrease by a factor of $\sqrt{2}$ and vice versa. The NEA indicates what is the accuracy of the bit sequence estimation, i.e., the estimated SNR and the spectrum of the additive noise. Three different adaptation constants are used in the simulations: $\mu_u = 0.001$, $\mu_u = 0.0005$, and $\mu_u = 0.0002$; and $\mu_v = \mu_u / 2$.

In our simulations, it is used anyway for all MNP values different from 0, this VD is not optimal in terms of detection reliability. In our simulations, it is used anyway for all MNP values. As a concluding remark, it can be stated that the noise parameter estimates are fairly accurate if $\tau_e$ is chosen sufficiently high, i.e., if the adaptation loops exhibit slow convergence.

3) Decision-Directed Estimation: In the simulation results, we have always assumed that during the estimation we have perfect knowledge of the bit sequence $\hat{b}$. In DD operation mode, however, the bit detector occasionally makes a wrong decision and as a result the accuracy of the estimation algorithm worsens. To assess how the accuracy is influenced, the adaptation procedure depicted in Fig. 1 is simulated. But now instead of taking the actual bit sequence $b$ as input, an estimate $\hat{b}$ of the bit sequence is used which is produced by a Viterbi detector (VD) based on the detector input signal $y$. The VD is matched to the target response $h$ (in case $L = 4$ the VD has 16 states). Furthermore, it must be noted that the VD operates optimally in case the white additive noise is present at its input. However, in our case media noise is also present and as a result for MNP values different from 0, this VD is not optimal in terms of detection reliability. In our simulations, it is used anyway for all MNP values because we are only interested in the effect of bit errors on the estimation accuracy and not in the optimal detection performance for different MNP values.

In Fig. 6, the offsets of the estimated SNR and estimated MNP from their actual values are plotted versus the actual MNP for different BERs. From this figure, it is clear that in case erroneous bit decisions are used as input of the estimation scheme, the estimated SNR will be higher than the actual SNR and the estimated MNP will be lower than the actual MNP. In practical systems, however, the BER can be assumed to be reasonably small ($BER < 10^{-2}$) and as a result the estimated SNR and the estimated MNP will exhibit just a small offset from their actual values. These results show that in systems with a BER smaller than 0.2 dB (equal to 2 standard deviations) from its actual value, you have a probability of 95% that the estimated SNR is within 0.1, i.e., the estimated SNR level has a standard deviation of the MNP magnitude of the noise sources are comparable.

For example, for $\mu_u = 0.0002$, the NEA will decrease by a factor of $\sqrt{2}$ and vice versa. The NEA indicates what is the accuracy of the estimation. For example, the NEA for $\mu_u = 0.0002$ is approximately 0.1, i.e., the estimated SNR level has a standard deviation of 0.1 dB from its actual value. This means that you have a probability of 95% that the estimated SNR is within 0.2 dB (equal to 2 standard deviations) from its actual value.

In the lower part of Fig. 4, the standard deviation of the estimated MNP is plotted versus MNP for different values of $\mu_u$. For example, for $\mu_u = 0.0002$, this standard deviation is smaller than 0.02. This means that you have a probability of 95% that the estimated MNP is within 0.04 of its actual value. From this figure, it should be clear that the standard deviation of the MNP estimate is sensitive to the media noise versus additive noise mix in the readback signal. The best accuracy is achieved in case the magnitude of the noise sources are comparable.

As a conclusion from this plot, it can be stated that sufficient estimation accuracy is achieved in case the time constant $\tau_e$ is chosen sufficiently large.
than $10^{-2}$ the estimation scheme can be used in a DD operation mode.

4) Sensitivity to Channel IR: In the simulation results, we have always assumed that we have perfect knowledge of the channel IR. In practical systems, however, the channel IR is also estimated using an identification scheme. Errors in the estimation of the channel IR will cause a bias in the variance estimate because the coefficients used in the adaptive estimation loop do not correspond to the ones of the actual recording channel. A possible error in the channel IR is a gain mismatch between the actual IR $h_k$ and the estimated IR $\hat{h}_k$. As we are estimating powers in the adaptive decomposition procedure, gain mismatch can be considered to be the most harmful for a correct operation of the procedure.

In Fig. 7, the offsets of the estimated SNR and estimated MNP from their actual values are plotted versus the actual MNP for different gain factors $\alpha$, where $h_k = \alpha h_k$ for all $k$. From this figure, it is clear that only relatively large gain mismatches (> 10%) cause a substantial bias in the variance estimates ($E[\text{MNP}] - \text{MNP} > 0.05$ and $E[\text{SNR}] - \text{SNR} > 1$ dB). In practical systems, however, the estimation of coefficients of the channel IR can be assumed to be reasonably accurate if the identification loop is designed well. As a result, in practical systems only a very small bias is to be expected and the channel IR estimation will not affect the adaptive noise decomposition procedure.

III. MAGNETIC RECORDING

In magnetic recording applications, position jitter is considered to be the dominant media noise effect [25], yet also other types of media noise arise at high densities, like nonlinear transition shifts and width variations [26]. Furthermore, at the output of the channel, electronics noise is added to the signal. In general, this additive noise is correlated. As a result, in storage systems two independent noise sources are commonly present. Because the media noise is data-dependent and the additive noise is data-independent, they have a different impact on the system and they should be treated separately in a characterization of the storage system. The decomposition procedure used in Section II for optical recording applications, can also be applied to magnetic recording applications. First, in Section III-A, a simplified model for position jitter is proposed on which the rest of this section is based. Subsequently, in Section III-B, an adaptation algorithm for the decomposition of media and additive noise sources in magnetic recording systems is proposed. The proposed algorithm achieves a high estimation accuracy at the expense of limited computational complexity.

A. Media Noise Model

In this paper, a simplified first-order approximation of position-jitter noise is used as a media noise model. Furthermore, additive noise is also present. The magnetic recording channel model is shown in Fig. 8. The discrete-time output of the model is given by

$$y_k = \sum_j h_j x_{k-j} + v_k$$

$$= \sum_j h_j d_{k-1-j} + \sum_j h_j (u_{k-j-1} d_{k-j} - u_{k-2-j} d_{k-2-j}) + v_k$$

where $\{x_k\}$ is the channel input sequence, $\bar{h}$ is the equalized transition response, $\{u_k\}$ is a random noise sequence, $\{d_k\}$ is the media noise sequence reflecting the amount of position jitter, and $\{v_k\}$ is the additive noise sequence. The channel input sequence $x_k$ is determined by the transition sequence $d_{k-1} (\in \{ -1, 0, 1 \})$ and a random part $u_{k-1} d_{k} - u_{k-2} d_{k-2}$ due to the transition jitter. This random part is computed somewhat different than in commonly used models [11]. In commonly used models, the effect of transition jitter at the channel output is modeled as the convolution of the media noise sequence with the first derivative of the transition response with respect to time [28]. In our model, this derivative is approximated by the simple $1 - D^2$ operation which is reasonable because in general $\bar{h}$ is...
and additive
channel is
approximates a differentiator at low fre-
quencies. The transition sequence is obtained from the binary
data sequence \( \alpha_k \in \{-1, 1\} \) \( (d_k = (\alpha_k - \alpha_{k-1})/2) \). All patterns in the sequence \( \alpha_k \) are part of the set \( S \) which is defined by the modulation code.

In this section, the random variables \( u_k \) and \( v_k \) are assumed to originate from independent white Gaussian noise sources with variances respectively denoted \( \sigma_u^2 \) and \( \sigma_v^2 \). The proposed algorithm can be expanded to cover colored noise sources but for notational simplicity we limit ourselves to the white noise case.

The signal-to-noise ratio (SNR) is defined as \( \text{SNR} = \sum_j f_j/\sigma_u^2 \), where \( f_j = (h_j - h_{j-1})/2 \) and \( \sigma_u^2 \) is the total noise power: \( \sigma_u^2 = \sigma_u^2 + \sigma_v^2 \). We define the media noise percentage (NMP) as the ratio of the media noise power to the total noise power [27]

\[
\text{MNP} = \frac{\sigma_u^2}{\sigma_u^2 + \sigma_v^2} = \frac{\sigma_u^2}{\sigma_u^2 + \sigma_v^2}.
\]

From Fig. 8, we can see that the overall noise consists of two different types of Gaussian noise. One of the types, namely the media noise, depends also on the transmitted signal. Therefore, a solution similar to the one presented in Section II-B can be designed to adaptively decompose the noise components based on the channel output signal.

B. Adaptive Estimation Scheme

In this section, an algorithm is derived to estimate the stochastic parameters \( \sigma_u^2 \) and \( \sigma_v^2 \) based on the observed signal \( y_k \) and the knowledge of the transmitted data \( d_k \). The algorithm requires a single read of arbitrary data patterns and as a result it can be used in real-time systems. The data-dependent nature of the media noise is used to adaptively decompose the different noise components at the channel output.

An error signal \( e_k \) is defined as follows:

\[
e_k = y_k - \sum_j h_j d_{k-1-j} = \sum_j h_j (u_{k-j} - d_{k-j} - u_{k-2-j} - d_{k-2-j}) + u_k.
\]

This error signal consists of a data-independent part (the additive noise \( v_k \)) and a data-dependent part, namely the media noise at the channel output due to the transition jitter sequence \( u_k \). In most practical data receivers, an equalizer is used to shorten the transition-response memory length to an acceptable duration, such that maximum likelihood sequence detection (MLSD) can be performed with a reasonable complexity [29], [30]. As a result, the equalized transition response \( h_\hat{} \) can be considered to have a finite memory length \( L_\hat{} \), and consequently also the data dependency of the media noise has a finite memory length. Now define \( a_k^L \) as the vector \( [a_k, a_{k-1}, \ldots, a_{k-L}] \). The power function of the error signal for a specific pattern \( a_k^L \) can be written as

\[
E[e_k^2 | a_k^L] = \sigma_v^2 + \sigma_u^2 H(0, a_k^L)
\]

where \( H(0, a_k^L) = 2 \sum_j (h_j^2(2-a_{k-j}a_{k-j-1}-a_{k-j+2}a_{k-j+3}) + 2h_j h_{j+2}(a_{k-j}a_{k-j+2}a_{k-j+3} - 1)). \) Based on this power function, an adaptive estimation scheme can be derived following the procedure defined in Appendix B. The resulting adaptation rules are the same as obtained in the optical recording example

\[
\begin{align*}
\hat{\sigma}_u^2(k) &= \hat{\sigma}_u^2(k-1) - 2\mu_u H(0, a_k^L) \\
\hat{\sigma}_v^2(k) &= \hat{\sigma}_v^2(k-1) - 2\mu_v \\
\end{align*}
\]

The only difference between the optical and magnetic recording example is in the data-dependent coefficients \( H(0, a_k^L) \). More generally for the estimation of different types of media noise the data-dependent coefficients will also be different.

C. Simulation Results

The simplified magnetic channel model of Fig. 8 is used to judge the accuracy of the proposed decomposition algorithm. The SNR is set to 20 dB, \( \sigma_u^2 \) and \( \sigma_v^2 \) are varied according to a given MNP. The \( \text{M}^2\text{P} \text{R} \text{M} \text{L} \) channel \( (5 + 4D - 3D^2 - 4D^3 - 2D^4) \) is used in the simulations [31], which is shown to be a good match to magnetic recording channels at high densit-ies [32]. The transition response for the \( \text{M}^2\text{P} \text{R} \text{M} \text{L} \) channel is found to be \( h_\hat{} = 5 + 4D + 2D^2 \). In Fig. 9, the estimated MNP is shown versus the actual MNP for \( \mu_u = \mu_v = 0.0001 \). The estimated MNP is almost identical to the actual MNP. To judge the achieved accuracy of the adaptation algorithm, the simulated and theoretical NEA values are plotted in the upper part of Fig. 10 for three different time constants \( \mu_u = \mu_v = 0.0002, \mu_u = \mu_v = 0.0005 \), and \( \mu_u = \mu_v = 0.001 \) and again SNR is set to 25 dB. The theoretical derivation of the estimation variance presented in Appendix C is also valid for the magnetic recording system and the approximated theoretical curves are also shown. The simulation results are in line with theory. This leads to the same conclusions as in Section II-C, namely that the estimation accuracy is mainly determined by the time constant of the adaptation loops, more precisely by the square root of \( \mu_u \) and \( \mu_v \).

In the lower part of Fig. 10, the standard deviation of the estimated MNP is plotted versus MNP for different values of \( \mu_u \).

IV. TEST PATTERN DESIGN

The adaptive estimation procedure developed here, can be applied to real-time and experimental systems. In the simulation results of Sections II and III, the procedure is applied in a real-time setting, i.e., for a single read of arbitrary, \( a \text{ priori} \) unknown data patterns. In experimental systems, however, one has the freedom to use a sequence of predefined test patterns instead of a single arbitrary pattern. Based on the theoretical analysis of the adaptation algorithm, we will design test patterns for experimental systems (both magnetic and optical recording systems).
In practical systems, is also estimated by an identifier for the all-zero pattern, however, induces the maximum amount of characteristics should be estimated based on only this pattern. As a result, the optimal test pattern for optical systems consists of two parts: first an all-land pattern to estimate the additive noise followed by an all-pit pattern to estimate the pit size noise.

In the magnetic channel model presented in Section III, transition jitter is the media noise source under consideration. As transition jitter only occurs if transitions are present in the recorded data sequence, the optimal pattern to estimate the additive noise parameter is the pattern where no transitions occur, namely the all-zero 00000 or the all-one pattern 11111. Consequently, the pattern that should be used to estimate the media noise parameters should have as many transitions as possible, i.e., the Nyquist-pattern 01010. However, in state-of-the-art magnetic recording systems, the channel can be considered to have little or no transfer at the Nyquist frequency and as a result the Nyquist pattern is not very suitable to base the estimation on. Consequently, another pattern with a lot of transitions should be chosen that still has substantial transfer across the channel. A suitable test pattern is the periodic pattern with a period of 2 bits, i.e., 00110011.

Besides the specific test pattern, the accuracy of the estimation algorithm also depends on the knowledge of the channel IR. The acquisition of the channel IR in such estimation is guaranteed by the use of a pseudo-noise random sequence. As a result, this sequence needs to be part of the overall test pattern. Furthermore, the adaptive estimation scheme is sensitive to residual even-order nonlinearities (dc-offset, quadratic, $4^th$ order). They have to be carefully compensated for before using the adaptive estimation scheme.

These test patterns yield an improved estimation accuracy with respect to the accuracy obtained in real-time systems.

The adaptive estimation scheme given by (25) updates the estimated values for every possible data pattern. However, for most of the data patterns a mixture of media noise and additive noise is present and as a result the adaptation of the media noise and of the additive noise interact. This interaction degrades the overall estimation performance. Consequently, the algorithm can be changed to update only on data patterns for which one noise source is dominant and as a result also the interaction will be limited.

For the optical channel model presented in Section II, the two opposite data patterns (the all-land pattern 00000 and the all-pit pattern 11111) are of particular interest. The all-land pattern does not induce media noise and therefore the additive noise characteristics should be estimated based on only this pattern. The all-pit pattern, however, induces the maximum amount of media noise information with respect to a fixed amount of additive noise and as a result the media noise estimate should be based only on this all-pit pattern. As a result, the optimal test pattern for optical systems consists of two parts: first an all-land pattern to estimate the additive noise followed by an all-pit pattern to estimate the pit size noise.

V. CONCLUSION

In digital recording systems, the total amount of data-dependent media noise increases considerably as recording densities increase. The estimation algorithm proposed in this paper jointly estimates the parameters of both media and additive noise with a high accuracy. The proposed algorithm makes use of this data dependency to distinguish between the different noise sources. The algorithm is simple and as a result only very limited amount of complexity is required to implement it in recording systems as an easy “add-on” to read-channel ICs. The resulting estimates of the noise parameters provide important diagnostic information about the functionality of the system and possible improvements in the recording system. Simulation results for an idealized optical channel with data-dependent noise show that the estimation of a specific additive or media noise parameter can be very accurate in case its magnitude is not much smaller than the magnitude of the other parameter.
APPENDIX A
DERIVATION OF MULTIVARIATE LEAST SQUARES SOLUTION

The multivariate least squares solution is based on the minimization of the total misadjustment power. The misadjustment power is defined as

\[
J = \sum_{a_k^l \in S} \sum_{n=0}^{N} d(n,a_k^l)^2,
\]

\[
= \sum_{a_k^l \in S} \sum_{n=0}^{N} \left( R_e(n,a_k^l) - \sigma_u^2 H(n,a_k^l) - R_v(n) \right)^2.
\]

To minimize this cost function, the partial derivatives with respect to the unknown noise parameters are taken and are put to zero

\[
\frac{\partial J}{\partial \sigma_u^2} = 2 \sum_{a_k^l \in S} \sum_{n=0}^{N} \left( \sigma_u^2 H(n,a_k^l)^2 + R_v(n)H(n,a_k^l) - R_e(n,a_k^l) \right) = 0,
\]

\[
\frac{\partial J}{\partial R_v(0)} = 2 \sum_{a_k^l \in S} \left( R_v(0) + \sigma_u^2 H(0,a_k^l) - R_e(0,a_k^l) \right) = 0,
\]

\[
\frac{\partial J}{\partial R_v(N)} = 2 \sum_{a_k^l \in S} \left( R_v(N) + \sigma_u^2 H(N,a_k^l) - R_e(N,a_k^l) \right) = 0.
\]

By defining

\[
H(n) = \sum_{a_k^l \in S} H(n,a_k^l), \quad \mathcal{H} = \sum_{a_k^l \in S} \sum_{n=0}^{N} H(n,a_k^l)^2,
\]

\[
G(n) = \sum_{a_k^l \in S} R_v(n,a_k^l) \quad \text{and} \quad \mathcal{G} = \sum_{a_k^l \in S} \sum_{n=0}^{N} R_v(n,a_k^l)H(n,a_k^l),
\]

the set of equations can be written in matrix form as

\[
\begin{bmatrix}
\mathcal{H} & H(0) & \cdots & H(N) \\
H(0) & 2L & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
H(N) & 0 & \cdots & 2L
\end{bmatrix}
\begin{bmatrix}
\sigma_u^2 \\
R_v(0) \\
\vdots \\
R_v(N)
\end{bmatrix}
= \begin{bmatrix}
\mathcal{G} \\
G(0) \\
\vdots \\
G(N)
\end{bmatrix}.
\]

\[
\sum_{a_k^l \in S} \sum_{n=0}^{N} \left( \sigma_u^2 H(n,a_k^l)^2 + R_v(n)H(n,a_k^l) - R_e(n,a_k^l) \right) = 0.
\]

\[
\frac{\partial J}{\partial \sigma_u^2} = 2 \sum_{a_k^l \in S} \sum_{n=0}^{N} \left( \sigma_u^2 H(n,a_k^l)^2 + R_v(n)H(n,a_k^l) - R_e(n,a_k^l) \right) = 0,
\]

where \(\mu_u\) and \(\mu_v\) are adaptation constants. The partial derivatives with respect to the unknown noise parameters are given by (20). To be able to use these partial derivatives, we replace the expectation values of the error cross correlation by their instantaneous values. Using these partial derivatives in (24) establishes the update rules for the estimation of the noise characteristics:

\[
\dot{\sigma}_u^2(k) = \dot{\sigma}_u^2(k-1) - 2\mu_u \left( \sum_{n=0}^{N} H(n,a_k^l) \right) \left( (H(n,a_k^l)\sigma_u^2(k-1) + \dot{R}_v(n)(k-1) - \dot{e}_k) \right),
\]

\[
\dot{R}_v(n)(k) = \dot{R}_v(n)(k-1) - 2\mu_v \left( \sum_{n=0}^{N} H(n,a_k^l) \right) \left( \dot{e}_k \right)
\]

for \(n = 0, \ldots, N\).

APPENDIX C
STEADY-STATE BEHAVIOR ADAPTATION LOOPS

The steady-state behavior of the adaptation loops are presented in Fig. 2. Here, the media and the noise additive noise are modeled as AWGN processes. The steady-state value of the estimates can be derived easily. For every possible data pattern \(a_k^l\), the steady-state values of the estimates can be found by solving the equations obtained by making the expectation of the partial derivatives given by (20) equal to zero. By applying (4), it can easily be found that \(E[\sigma_u^2] = \sigma_u^2\) and \(\dot{R}_v(0) = \dot{R}_v(0)\) for all data patterns in \(S\).

Furthermore, also the variances of the estimated values \(\dot{\sigma}_u^2\) can be calculated. Based on the adaptation rules (25), the variances can be found by the following expressions:

\[
\gamma_{\sigma_u^2}^2 \triangleq E[\dot{\sigma}_u^2(k) - E[\dot{\sigma}_u^2(k)]]^2
\]

\[
= (1 - 4\mu_u H^2 + 4\sigma_u^2 H^4) E[\sigma_u^2(k-1)]^2
\]

\[
+ 4\sigma_u^2 H^2 E[\sigma_u^2(k-1)] + 4\sigma_u^2 H^2 E[e_k^4(k-1)]
\]

\[
+ (8\sigma_u^2 H^2 - 4\mu_u H) E[\sigma_u^2(k-1)]^2 \sigma_u^2(k-1)
\]

\[
- (8 \sigma_u^2 H^2 - 4 \mu_u H) E[\sigma_u^2(k-1)]^2 \sigma_u^2(k-1)
\]

\[
- 8 \mu_u H^2 E[\sigma_u^2(k-1)]^2 - E[\sigma_u^2(k)]^2,
\]

\[
\gamma_{\sigma_v^2}^2 \triangleq E[\dot{\sigma}_v^2(k) - E[\dot{\sigma}_v^2(k)]]^2
\]

\[
= (1 - 4\mu_v + 4\sigma_v^2 H^4) E[\sigma_v^2(k-1)]^2
\]

\[
+ 4\sigma_v^2 H^2 E[\sigma_v^2(k-1)] + 4\sigma_v^2 H^2 E[e_k^4(k-1)]
\]

\[
+ (8\sigma_v^2 H^2 - 4\mu_v) E[\sigma_v^2(k-1)]^2 \sigma_v^2(k-1)
\]

\[
- (8 \sigma_v^2 H^2 - 4 \mu_v) E[\sigma_u^2(k-1)]^2 \sigma_v^2(k-1)
\]

\[
- 8 \sigma_v^2 H^2 E[\sigma_v^2(k-1)]^2 - E[\sigma_v^2(k)]^2 \]
where $H = H(0,q_M^2)$. To simplify these expressions, the expectation values of different signals need to be calculated:

$$E[\sigma^2_n(0)] = \gamma^2_n + E[\sigma^2_n(k)]^2,$$

$$E[\sigma^2_n(k)] = \gamma_n^2 + E[\sigma^2_{n}(k)]^2,$$

$$E[\sigma^2_n(k-1)]^{2} = R_{n}(0)R_{n}(0),$$

$$E[\sigma^2_{n}(k-1)]^{2} = R_{n}(0)E[\sigma^2_{n}(k)],$$

$$=H R_{n}(0)+R_{n}(0),$$

$$E[\sigma^2_{n}(k-1)]^{2} = R_{n}(0)E[\sigma^{2}_{n}(k)],$$

$$=H R_{n}(0)+R_{n}(0)+R_{n}(0)^2,$$

$$E[\sigma^{2}_{n}(k)] = 3E[\sigma^2_{n}(k)]^2 = 3H^2 R_{n}(0)^2$$

$$+6HR_{n}(0)R_{n}(0)+3R_{n}(0)^2.$$

The latter equation is derived by applying (4) and the formula of Isserlis [33]. By applying (27), the expressions given by (26) can be simplified:

$$\gamma^2_n = \frac{1}{1-\mu_n H^2} \left[ 2\mu_n H^2 R_{n}(0)^2 + 4\mu_n H R_{n}(0) R_{v}(0) + 2\mu_n H R_{v}(0)^2 + 2\mu_n H^2 \gamma_n^2 \right].$$

$$\gamma^2_n = \frac{1}{1-\mu_n} \left[ 2\mu_n R_{v}(0)^2 + 4\mu_n H R_{n}(0) R_{v}(0) + 2\mu_n H^2 R_{v}(0)^2 + 2\mu_n H^2 \gamma_n^2 \right].$$

(28)

In normal conditions, the adaptation constants are chosen such that $1 > \sigma^2_n \gg \mu_n > 0$ and $1 > R_{v}(0) \gg \mu_n > 0$. Based on these considerations, the expressions can be approximated by

$$\gamma^2_n \approx 2\mu_n (H R_{n}(0) + R_{v}(0))^2,$$

$$\gamma^2_n \approx 4\mu_n (H R_{v}(0) + R_{n}(0))^2.$$

(29)
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