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From extensive computer simulations of variable-range hopping (VRH) transport of charges on regular two- and three-dimensional lattices with random site energies we calculate the average contribution to the total current of hops over a certain distance and with a certain hop energy. We find that the resulting current distribution is a universal function of scaled distance and energy variables. We discuss this scaling in the light of the original arguments of Mott and percolation arguments to explain the temperature dependence of the VRH conductivity.
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I. INTRODUCTION

Many experimental and theoretical studies have by now established the fact that the low-temperature conductivity $\sigma$ in many disordered semiconductors deviates from an Arrhenius behavior and obeys a temperature ($T$) dependence of the form

$$\sigma = \sigma_0 \exp\left[-\frac{T}{T_0}\right]^\gamma,$$

with $\gamma < 1$ and $\sigma_0$ a prefactor that depends weakly (algebraically) on temperature and other system parameters. In the early days, this non-Arrhenius behavior was studied in Si- and Ge-based systems, III-V compounds, and glasses. More recently, this behavior has been found in completely different systems, such as high-$T_c$ cuprate oxides,2 conjugated polymers,3,4 and DNA.5 Experimentally, it has been recognized that $\gamma$ can take on the discrete values $0.25, 0.33,$ and $0.50$.

Shortly after the observations of this behavior, Mott6 presented an explanation based on so-called variable-range hopping (VRH) between localized states. The central idea of this explanation is that in disordered systems charge carriers hop from one localized site to another and that at low temperatures the hopping from a particular site takes place over variable distances to sites with a more favorable energy than that of the sites close by. In particular, Mott showed that

$$k_B T_0 = c_d \alpha^d R, \quad \gamma = 1/(d + 1),$$

with $c_d$ a constant of order unity, $\alpha = 2/a$,7 $a$ the localization radius of the wave functions, $g$ the (constant) density of states around the Fermi level, and $d$ the spatial dimension. In his explanation Mott considered the transition rate between two localized sites derived by Miller and Abrahams8

$$W_{ij} = \begin{cases} v_0 \exp[-\alpha R_{ij} - \beta(E_j - E_i)], & E_j \geq E_i, \\ v_0 \exp[-\alpha R_{ij}], & E_j < E_i, \end{cases}$$

where $\beta = 1/kT$, $v_0$ is an intrinsic rate, and $R_{ij} = |\mathbf{R}_j - \mathbf{R}_i|$ is the distance between sites $i$ and $j$, with energies $E_i$ and $E_j$, respectively. This expression accounts both for tunneling through a region in which the tail of the wave function of the localized states can be approximated by an exponential,9 and for jumps upward in energy via phonon-assisted thermal activation. Equation (3) can be derived under the assumption of coupling to a system of acoustical phonons, and the conditions that the thermal energy $k_B T$ is small compared to the energy differences $|E_i - E_j|$ and that these energy differences are smaller than, or of the order of, the Debye energy.8 The central argument in the explanation by Mott is that if a charge carrier hops over a distance less than $R$, the average spacing of energy levels within that distance is $\Delta E \sim g/R^d$, which is therefore the typical activation energy. The typical hop that determines the conductivity is obtained by maximizing $\exp[-\alpha R - \beta \Delta E]$ with respect to $R$ or $\Delta E$. Equations (1) and (2) are then readily obtained.

Early on already10-12 the argument by Mott was criticized, and in particular the focus on one typical hop, and attempts were made to base Eqs. (1) and (2) on percolation theory. In the framework of percolation theory a mapping is made onto a random-resistor network and a conductance is attributed to each pair of hopping sites, which, for low temperatures, becomes10

$$G_{ij} = \frac{e^2}{kT} v_0 \exp[-\alpha R_{ij} - \beta E_{ij}],$$

with $e$ the electronic charge and

$$E_{ij} = (|E_i| + |E_j| + |E_j - E_i|)/2.$$

Bonds are now artificially introduced in decreasing order of conductance until a percolating network is established at a critical conductance $G_c$. This critical conductance is supposed to determine the overall conductance of the system at low temperatures. The idea is that the addition of bonds with lower conductances than $G_c$ does not change the conductivity of the system anymore since these bonds are short circuited by the already present bonds with higher conductances. The prediction of percolation theory for the exponential factor in Eq. (1) is therefore supposed to be exact in the limit of vanishing temperature.13

However, precisely at the percolation point there will be a dramatic difference between the real network, which has a nonzero and size-independent conductivity, and the fractal
network with the short-circuited bonds ignored, which has a size-dependent and vanishing conductivity. To account for this difference, percolation theory has to be extended, considering bonds beyond the percolation point with conductances lower than $G_c$ in, e.g., the “nodes-links-blobs” model.\(^\text{12,14–16}\) This extension of percolation theory leads to an estimate for the prefactor $\sigma_0$ of the conductivity in Eq. (1).\(^\text{12}\)

Although the essential correctness of the VRH functional form Eq. (1) has been firmly established, both the theoretical basis and the interpretation of the experimentally accessible and morphology-related parameters such as $T_0$ have remained topics of discussion. This also applies to extensions of the theory, e.g., to include Coulomb effects and nonconstant densities of states, and contributions to the theory are still appearing.\(^\text{3,4,17–21}\) Also, effective-medium theory was applied to the VRH problem,\(^\text{22–24}\) leading to results comparable to the Coulomb gap, leading to a vanishing density of states in the 1970s,\(^\text{27–29}\) the results of which were reported to be in agreement with analytical formulae derived from percolation theory.\(^\text{29}\) Surprisingly, the numerical approach has not been much pursued, despite the formidable increase of computer power. In the present work we choose to solve the VRH problem numerically exactly, without mapping to a resistor network. Moreover, the system sizes and number of disorder configurations we can handle are much larger than in the numerical work of the 1970s. Apart from the determination of the overall conductivity of two- and three-dimensional VRH systems, this allows us to make an accurate study of the currents through bonds characterized by certain distances $R_{ij}=R$ and energies $E_{ij}=E$.

**II. METHOD**

Neglecting electron-electron correlations, except for the requirement that only one electron can occupy a single site, and assuming thermal equilibrium, the average occupation probabilities $n_i$ of the hopping sites $i$ follow from Boltzmann’s equation

$$\sum_{j \neq i} [W_{ij} n_i (1 - n_j) - W_{ji} n_j (1 - n_i)] = 0. \quad (6)$$

We solve this set of equations for the occupation probabilities $n_i$ with transition rates Eq. (3) on square lattices in two and three dimensions with lattice constant $R_0$, in the presence of an electric field $E$. The lattice site energies are drawn randomly from a homogeneous distribution on the interval $[-E_0/2, E_0/2]$, leading to a density of states $g = (R_0^d E_0)^{-1}$. We assume that we are dealing with systems in which effects due to the Coulomb gap, leading to a vanishing density of states around the Fermi energy,\(^\text{12}\) are negligible. The energy differences in Eq. (3) are supposed to contain a contribution $-eE \cdot (R_j-R_i)$ due to the electric field $E$. In the limit of small electric fields we can linearize and transform Eq. (6) into a set of linear equations for the variables

$$p_i = (n_i - n_i^0) / [n_i^0 (1 - n_i^0)], \quad (7)$$

where $n_i^0 = [1+\exp(\beta E_i)]^{-1}$ is the equilibrium Fermi-Dirac distribution. We choose the Fermi energy $E_F=0$. Due to the spatial exponential decay in the transition rates Eq. (3) very accurate results can be obtained by taking only a limited number of hopping sites $j$ around $i$ into account. In addition, this allows us to use periodic boundary conditions not only in the direction(s) perpendicular to the electric field, but along the electric field as well. Using standard sparse matrix routines, we are able to treat very large systems at low temperatures by our algorithm.

From the occupation probabilities $n_i$ in the presence of an electric field, the current $I$ through the system, and from that the conductivity $\sigma$, is calculated by evaluating the net current between each pair of hopping sites and summing over the lattice. In addition, we determine a current distribution $I(R,E)$ by calculating the average current flowing into the direction of the electric field between pairs of sites with mutual distance $R_{ij}=R$ (implying an angular average) and energy $E_{ij}=E$ as defined by Eq. (5). On our regular lattices only discrete values of $R$ are possible. The energy interval $[0, E_0]$ is divided into a convenient number of “bins” (typically of the order of 100), such that a reliable average is obtained together with a high enough resolution. Averages are determined over a sufficient number of disorder realizations and the system sizes are taken large enough to avoid finite size effects. The typical system sizes used in our calculations were $100 \times 100$ for $d=2$ and $50 \times 50 \times 50$ for $d=3$. The maximum hop distance taken into account was $12R_0$ for $d=2$ and $5R_0$ for $d=3$, hence much smaller than the system size, but large enough to allow for far enough hops in the parameter range studied (see the next section).

**III. RESULTS**

In Fig. 1 we plot the conductivity $\sigma$ for dimensions $d=2$ and $d=3$ for $\alpha=4/R_0$ logarithmically versus the dimensionless variable

$$l = [\alpha^d \beta g]^{1/(1+d)}. \quad (8)$$

We clearly observe the validity of Eq. (1) at low temperatures from the fact that the data points tend to a straight line. We also plot in Fig. 1 lines with a slope following from the calculations of Skal and Shklovskii,\(^\text{30}\) who solved the percolation problem numerically, leading to $c_2 = 1.51 \pm 0.03$ and $c_3 = 1.28 \pm 0.02$. Assuming the percolation treatment of Skal and Shklovskii\(^\text{30}\) to yield the correct exponential factor in Eq. (1) in the limit $T \to 0$, the difference in slopes between the numerical and percolation results should be attributed to the algebraic temperature dependence of the preexponential factor $\sigma_0$ in Eq. (1). We did not attempt to come to a quantification of this preexponential factor (see, e.g., Ref. 12 for a discussion), since this is not the main subject of this work.

On the other hand, somewhat different values of $c_2$ and $c_3$ can also be found in the literature (compiled in, e.g., Ref. 25, which makes the comparison complicated.

In Fig. 2 we plot the current distributions $I(R,E)$. We clearly see that most of the current is not carried by the
high-conductance bonds near \( R = E = 0 \), but by bonds near a peak \( R = R_{\text{max}} \), \( E = E_{\text{max}} \). A striking universal behavior of the distributions \( I(R,E) \) is observed when \( \alpha \) and \( \beta \) are varied. In the second and third pair of panels of Fig. 2, as counted from above, \( \beta \) has been changed from \( \beta = 67.5 / E_0 \) in the upper two panels to \( \beta = 37.5 / E_0 \). In the fourth and fifth pair of panels, \( \alpha \) has been changed from \( \alpha = 4 / R_0 \) to \( \alpha = 3 / R_0 \). When the functions \( I(R,E) \) for different \( \beta \) and \( \alpha \) are plotted versus the variables

\[
\rho = \alpha R / l, \\
\epsilon = \beta E / l,
\]

these functions appear to collapse onto a master function \( f(\rho, \epsilon) \), apart from a prefactor proportional to the total current [the integral of \( I(R,E) \) over \( R \) and \( E \)]. In all the panels of Fig. 2 the top and right axes indicate the unscaled variables \( R / R_0, E / E_0 \), and the bottom and left axes the scaled variables \( \rho, \epsilon \), respectively. In the third and fifth pair of panels, we have scaled the axes to demonstrate the universal behavior. We conjecture that the small observable differences should be attributed to the fact that at the temperatures for which the calculations have been done the discrete nature of the lattice still plays a role and that these differences will vanish in the limit \( T \to 0 \), when

\[
R_{\text{max}} \gg R_0, \quad E_{\text{max}} \gg k_B T, \quad E_{\text{max}} \ll E_0.
\]

If these conditions are obeyed, also the type of lattice becomes irrelevant and the site positions may become random, as in realistic situations. We note that the first and second condition in Eq. (11) are not really satisfied in our calculations (\( \gg \) applies rather than \( \gg \)) and that it is in some sense surprising that the universal behavior is nevertheless so clearly observed. We could not reach lower temperatures than \( k_B T = 0.013 E_0 \), due to numerical instabilities. We should say that the master functions for \( d=2 \) and \( d=3 \) in Fig. 2 look similar, but that we have no reason to suspect that they are the same. We note that the usefulness of the dimensionless variables Eqs. (9) and (10) as the natural variables to express the problem was realized before, e.g., in the effective-medium treatment of Ref. 23. From Fig. 2 it is clear that \( R_{\text{max}} \) is small compared to the maximum hopping distance allowed in our calculations (\( 12 R_0 \) for \( d=2 \) and \( 5 R_0 \) for \( d=3 \)) and that \( E_{\text{max}} \) is small compared to the cut-off energy \( E_0 \) of our density of states.

By the drawn straight lines in Fig. 2 we indicate the value \( \alpha R + \beta E \) for which the conductance following from Eq. (4) is equal to the critical percolating conductance \( G_c \), as calculated by Skal and Shkolnovskii.\(^{30}\) According to percolation theory, the bonds with \( G < G_c \) (to the right/above the straight lines) are short circuited by the bonds with \( G > G_c \) and hence the relative contribution of those bonds to the total current should vanish in the limit \( T \to 0 \). Such behavior appears to be compatible with the plots for \( d=2 \). For \( d=3 \) there still appears to be a substantial contribution to the current of bonds for which \( G < G_c \).

**IV. CONCLUSIONS AND DISCUSSION**

The main conclusion from this work is that in VRH the current distribution \( I(R,E) \) obeys the following low-temperature scaling relation:

\[
I(R,E) \sim g l f(\rho = \alpha R / l, \epsilon = \beta E / l),
\]

where \( l \) is the total current through the system and \( f(\rho, \epsilon) \) is a universal function, i.e., a function that does not depend on the parameters of the system.

The expression Eq. (12) suggests the interpretation of \( l \), defined by Eq. (8), as a dimensionless scale parameter, both in space and energy. Indeed, it can be demonstrated that at low temperatures the parameter \( l \) is the only relevant parameter of the system. It is easy to see that exactly the same mathematical problem is solved if the density of states \( g \) is varied, \( g \to g' = s g \), and at the same time the temperature, \( \beta \to \beta' = s / \beta \), leaving \( l \) unchanged. Hence, the problem is exactly invariant under this transformation. It can also be demonstrated that at low temperatures the problem is invariant under the following spatial scale transformation. Suppose we apply a transformation to the system for \( d=2 \) (\( d=3 \)) by grouping the sites in squares (cubes) with side \( 2 R_0 \). The site within each square (cube) that is best connected to sites in other squares (cubes) is the one closest to the Fermi energy and we select this site in each square (cube). We construct a system with lattice constant \( 2 R_0 \) consisting of these selected sites, see Fig. 3 for the case \( d=2 \). If the conditions Eq. (11) are satisfied before and after the transformation, we can expect that the large-scale current distribution of the original system is comparable to that of the new system. It is easily seen that the density of states around the Fermi energy in the new system is equal to \( g' = 2^d g \). This system can also be viewed as a system with the original lattice constant \( R_0 \), but with a scaled \( d'=2 d \). Hence, we have established a transformation \( \alpha \to \alpha' = 2 \alpha, \quad g \to g' = 2^d g \) that leaves the problem invariant at low temperatures.

For \( d=2 \) we explicitly checked this scale transformation numerically. In Fig. 4 (left panel) we plot the electrochemical...
potential in a $200 \times 200$ lattice for $\alpha = 2/R_0$ and $\beta = 67.5/E_0$, for a specific disorder configuration. In the low-temperature limit the electrochemical potential is related to the variables $p_i$ of Eq. (7) by

$$\mu_i = k_B T p_i - e E \cdot R_i.$$  

(13)

We also plot in Fig. 4 (right panel) the electrochemical potential in the $100 \times 100$ lattice for $\alpha = 4/R_0$ and $\beta = 67.5/E_0$ after the transformation, in which we have exactly followed the above prescription of site selection. We clearly see that the large-scale features in both potential distributions are equal and the same will hold for the current distributions. We conjecture that this invariance of the transformation becomes even better at lower temperatures.

It is evident that the scale transformation described above can be performed with different factors than 2, i.e., $\alpha \rightarrow s\alpha$ and $g \rightarrow s'g$, and should lead to invariant current distributions if the conditions Eq. (11) are satisfied before and after the transformation. A combination of the two classes of transformations for which we have demonstrated invariance leads to all possible invariant transformations of $\alpha$, $\beta$, and $g$, for which $l$ is unchanged.

On the other hand, the scaling of $I(R,E)$ under a change of system parameters such that $l$ is changed is a nontrivial result and has not been reported before, as far as we know. What we can say is that this scaling is compatible with the
original treatment of the VRH problem by Mott, as well as with the treatments based on percolation and effective-medium theories, but that it is not necessarily a consequence of these treatments.

An interesting aspect of the scaling is that at decreasing temperatures the range over which the conductances Eq. (4) of the bonds in the regions displayed in the scaled plots of Fig. 2 vary becomes larger, whereas the range over which the scaled average currents through these bonds vary remains the same. This can only be understood if the electrochemical potential in the network organizes itself in such a way that at decreasing temperatures the ratio of the potential drops across bonds with low conductances and across bonds with high conductances becomes larger. Figure 4 gives a clue about how this could happen. The spatial structure of the electrochemical potential consists of terraces of almost constant potential, separated by cliffs at which the potential has sudden jumps. We observed that at decreasing temperatures the typical spacing between the cliffs and at the same time the typical potential jump across the cliffs become larger. We conjecture that bonds of low conductance will be clustered around the cliffs and bonds of high conductance around the terraces in such a way that this aspect of the scaling holds true.

The competition between the spatial and energy parts of the exponent in Eqs. (3) and (4), which is the essence of the original argument by Mott,\textsuperscript{6} is nicely demonstrated in Fig. 2. Most of the current goes through the bonds around the peak position in the \( R-E \) plane. However, this does not mean that the overall conductivity is governed by these bonds. The essence of the percolation argument is that at low temperatures the overall conductivity is governed by the critical bonds with conductance \( G_c \) (the straight lines in Fig. 2) at the percolation threshold.\textsuperscript{10–12} Bonds with conductance \( G < G_c \) are short circuited by bonds with conductance \( G > G_c \). For \( d = 2 \) this appears to be compatible with our results. For \( d = 3 \) we find that there is still a considerable amount of current carried by bonds with conductances \( G < G_c \). It is not clear to us what the reason is for this discrepancy. Assuming percolation theory to be exact in the limit \( T \rightarrow 0 \), a possibility is that, despite the apparent convergence obtained in Fig. 2, we still did not reach low enough temperatures in our calculations for \( d = 3 \). Evidently, the calculations for \( d = 3 \) are much more demanding than those for \( d = 2 \) and the values for \( l \) we can reach for \( d = 3 \) are not as high as for \( d = 2 \) (see Fig. 1). Another possibility is that the percolation factor \( c_3 = 1.28 \pm 0.02 \) as calculated by Monte Carlo simulations\textsuperscript{30} has been underestimated.

The appearance of a peak at nonzero energy in Fig. 2 should not be confused with the concept of "transport energy."\textsuperscript{31} This energy is supposed to maximize the hopping rate as a final energy in the hop between two localized states and to be independent of the initial energy. However, it was demonstrated by Baranovskii \textit{et al.} that this concept is only useful for hopping in band tails with densities of states that decay fast enough as a function of energy.\textsuperscript{32} Hence, the concept is inapplicable to the situation of a constant density of states, as considered here. Furthermore, our definition Eq. (5) of the "transport energy" depends on the final and initial energy.

The observation that the current distribution in VRH is determined by a universal master function \( f(\rho, \epsilon) \), which has numerically been determined by us, is a very intriguing result. An interesting question is whether \( f(\rho, \epsilon) \) can be determined by other means. Direct experimental observation of \( f(\rho, \epsilon) \) in real VRH systems looks impossible. In principle, \( f(\rho, \epsilon) \) could be determined by measuring currents in an actually constructed random-resistor network representing a VRH system. The establishment of the scaling found by us and the determination of \( f(\rho, \epsilon) \) by theoretical, other than purely numerical, means is a challenge that could further increase our insight into the VRH phenomenon. A fundamental question that remains open is how our results are connected to the percolation approach. The observed scaling, which underlies the temperature dependency of the conductivity in Eq. (1) seems to hold at temperatures where the standard percolation approach is not yet applicable.
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