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Abstract

We present a complete and explicit description of the class of all acceptance criteria for the simulated annealing algorithm that are uniformly and locally cost dependent and that lead to reversibility when combined with a symmetric generation matrix. In particular we identify the subclass consisting of those acceptance criteria that depend uniformly on the difference in cost. Furthermore, we present a simple characterization of the Metropolis and the Barker criterion.

1 Introduction

In applications of the simulated annealing algorithm the Metropolis acceptance criterion is widely used. What could be the reason for its popularity? Could it be that the Metropolis criterion arises in a natural way being the only acceptance criterion fulfilling certain plausible requirements?

In this paper we give an affirmative answer. We establish that essentially the Metropolis criterion can be characterized as the unique acceptance criterion such that

(i) For a fixed value of the control parameter the acceptance criterion depends only on the difference in cost.

(ii) This cost difference dependence is uniform in the sense that it is expressed by one and the same function for all cost functions.

(iii) All improvements in cost are accepted.

(iv) For any symmetric generation matrix the detailed balance conditions hold.

More generally, the aim of this paper is to identify the class of all acceptance criteria that uniformly depend on the cost of the current and the candidate configuration and that lead to detailed balance when combined with a symmetric generation matrix. As an interesting special case we present a complete characterization of the subclass consisting of those acceptance criteria that depend uniformly on the difference in cost.
The paper runs as follows. In section 2 we give a rough sketch of the simulated annealing algorithm. We introduce two well-known acceptance criteria, named after Metropolis and Barker. Furthermore we discuss some requirements that a bona fide acceptance criterion should fulfill. In section 3 we present a full and explicit description of the class of all uniformly and locally cost dependent acceptance criteria that yield detailed balance for any symmetric generation matrix. We give a simple expression for the associated stationary distribution. Conversely, given such a stationary distribution we construct a large family of Markov chains having this stationary distribution in common. In section 4 we identify the class of all uniformly cost difference dependent acceptance criteria that produce detailed balance for any symmetric generation matrix. We show where the exponential function familiar from the standard annealing algorithm comes from. In fact, we show that combining uniform cost difference dependence with detailed balance directly leads to the functional equation of the exponential function. Finally, we present a simple characterization of the Metropolis and the Barker criterion.

2 Outline of the annealing algorithm

Simulated annealing [6] is a versatile heuristic optimization technique based on the analogy between simulating the physical annealing process of solids and solving large-scale combinatorial optimization problems. For a detailed explanation of the method as well as the origin of our notation we refer to [1].

Quite generally, a combinatorial optimization problem may be characterized by a finite set \( S \) consisting of all system configurations and a cost function \( f \) assigning a real number to each configuration \( i \in S \). Here we choose the sign of the cost function in such a way that the lower the value the better the corresponding configuration.

The problem is to find an \( i_{\text{opt}} \in S \) satisfying

\[
\forall i \in S: \quad f(i_{\text{opt}}) \leq f(i).
\]

Any such solution \( i_{\text{opt}} \) is called a (global) optimum. Throughout we shall write \( f_{\text{opt}} = f(i_{\text{opt}}) \) for the optimal cost and \( S_{\text{opt}} \) for the set of optimal solutions. To exclude trivialities, we shall assume that \( S \) has at least 3 elements and that any cost function under consideration is such that \( S \neq S_{\text{opt}} \).

In its usual form, simulated annealing can be summarized as follows. The algorithm starts off from an arbitrary initial configuration. In each iteration, by slightly perturbing the current configuration \( i \), a new configuration \( j \) is generated. The difference in cost, given by

\[
\Delta f = f(j) - f(i),
\]

is compared with an acceptance criterion which tends to accept improvements but also admits, in a limited way, deteriorations in cost.

Initially, the acceptance criterion is taken such that deteriorations are accepted with a high probability. As the optimization process proceeds the acceptance criterion is modified such that the probability for accepting deteriorations decreases. At the end of the process this
probability tends to zero. In this way the optimization process may be prevented from getting stuck in a local optimum. The process comes to a halt when during a prescribed number of iterations no further improvement in the optimum value found so far occurs.

2.1 A mathematical model

The simulated annealing process can be modelled mathematically in terms of a one-parameter family of homogeneous Markov chains (see [1]). The states of each Markov chain correspond with the configurations \( i \in S \). The transition probabilities depend on the value of the control parameter \( c > 0 \), the analog of the temperature in the physical annealing process. Thus, if \( c \) is kept constant, the corresponding Markov chain is homogeneous and its transition matrix \( P(c) \) can be defined as

\[
P_{ij}(c) = \begin{cases} 
G_{ij}(c)A_{ij}(c) & \text{if } i \neq j \\
1 - \sum_{k \in S, k \neq i} P_{ik}(c) & \text{if } i = j,
\end{cases}
\]

where \( G_{ij}(c) \) denotes the generation probability, i.e. the probability of generating configuration \( j \) from configuration \( i \), and \( A_{ij}(c) \) denotes the acceptance probability, i.e. the probability of accepting configuration \( j \), once it has been generated from \( i \).

Let us emphasize that for fixed \( S \) the acceptance matrix \( A(c) \) depends on the cost function \( f \). For brevity of writing, however, we shall suppress this \( f \)-dependence in our notation.

The generation matrix \( G(c) \) is called a standard generation matrix if

(i) \( G(c) \) is symmetric, i.e. \( \forall c > 0, \forall i, j \in S : G_{ij}(c) = G_{ji}(c) \), (2.2)

(ii) The Markov chain associated with \( G(c) \) is irreducible. (2.3)

Furthermore, the acceptance matrix \( A(c) \) is called a standard acceptance matrix if

(i) \( \forall i, j \in S : A_{ij}(c) > 0 \), (2.4)

(ii) \( A_{ij}(c) < 1 \) for \( i, j \in S \) with \( f(i) < f(j) \). (2.5)

Reasoning as in [1], pp. 39, 40 it is readily verified that for standard \( G(c) \) and \( A(c) \) the Markov chain associated with \( P(c) \) is irreducible and aperiodic. Hence, there exists a unique stationary distribution \( q(c) \).

For future reference let us recall an important concept from Markov theory (see [5]).

The Markov chain associated with \( P(c) \) is called reversible if

\[
\forall i, j \in S : \quad q_i(c)P_{ij}(c) = q_j(c)P_{ji}(c).
\]

The conditions (2.6) are known as the detailed balance conditions. Kolmogorov has shown [7] that a Markov chain is reversible if and only if given a starting point \( i \in S \) any path in the state space \( S \) which ultimately returns to \( i \) has the same probability of occurrence whether this path is traced in one direction or the other. In other words, (2.6) holds if and only if for any finite sequence of states \( i, i_1, \ldots, i_n \):

\[
P_{i_1}(c)P_{i_1i_2}(c)\ldots P_{i_{n-1}i_n}(c)P_{i_n}(c) = P_{i_n}(c)P_{i_{n-1}i_n}(c)\ldots P_{i_1i_2}(c)P_{i_1}(c).
\]

In section 3 we shall present a slight modification of Kolmogorov's result that will turn out to be quite useful in our discussion.
2.2 Acceptance criteria

The standard and original [6] choice for the acceptance matrix $A(c)$ corresponds to the Metropolis criterion [8] and is given by

$$A_{ij}(c) = \begin{cases} \exp \left( \frac{-\Delta f}{c} \right) & \text{if } \Delta f > 0 \\ 1 & \text{if } \Delta f \leq 0. \end{cases} \quad (2.8)$$

Another acceptance criterion - arising naturally in the context of Boltzmann machines (see [1], pp. 133, 134) - is the Barker criterion [3] given by

$$A_{ij}(c) = \frac{1}{1 + \exp \left( \frac{\Delta f}{c} \right)} . \quad (2.9)$$

It can be proven [1] that if $G(c)$ is any standard generation matrix and $A(c)$ is given either by the Metropolis criterion (2.8) or by the Barker criterion (2.9) then for $c > 0$ fixed the Markov chain associated with $P(c)$ has an equilibrium distribution $q(c)$, whose components are given by

$$q_i(c) = \frac{1}{N_0(c)} \exp \left( \frac{-f(i)}{c} \right) \quad (2.10)$$

with

$$N_0(c) = \sum_{j \in S} \exp \left( \frac{-f(j)}{c} \right) . \quad (2.11)$$

Thus, in this case, after a sufficiently large number of transitions at a fixed value of $c$ the simulated annealing algorithm will find a solution $i \in S$ with a probability approximately equal to (2.10). From (2.10-11) one can derive

$$\lim_{c \to 0} q_i(c) = \begin{cases} 0 & \text{if } i \notin S_{\text{opt}} \\ \frac{1}{|S_{\text{opt}}|} & \text{if } i \in S_{\text{opt}}. \end{cases} \quad (2.12)$$

This result is very important, since it guarantees asymptotic convergence of the annealing algorithm to the set of globally optimal solutions under the condition that equilibrium is obtained at each value of $c$.

On intuitive and practical grounds one may argue that, in addition to (2.4) and (2.5), an acceptance criterion $A_{ij}(c)$ should fulfill the following requirements:

(i) For $c > 0$ fixed $A_{ij}(c)$ is locally cost dependent, i.e. only depending on the cost $f(i)$ of the current configuration and the cost $f(j)$ of the candidate configuration.

(ii) This local cost dependence is expressed by one and the same function $L$ for all cost functions $f$.

(iii) Given a standard generation matrix $G(c)$ an explicit expression for the stationary distribution $q(c)$ associated with $P(c)$ can be easily obtained.

(iv) The stationary distribution $q(c)$ has the asymptotic convergence property (2.12).
In lemma 3.1 below it will be shown that a sufficient condition for (iii) is:

(iii)' Given any standard generation matrix $G(c)$ the transition matrix $P(c)$ satisfies the reversibility conditions (2.7).

To see why (i) is plausible consider the globally cost dependent acceptance criterion

$$A_{ij}(c) = q_j(c)$$

with $q_j(c)$ as in (2.10-11). Clearly then (iii) is fulfilled with (2.10-11) as stationary distribution. However, calculation of $A_{ij}(c)$ is impracticable.

Of course one may go one step further and require in (i) that $A_{ij}(c)$ depends on the difference in cost, say $A_{ij}(c) = D(c, \Delta f)$. Criteria of this type are extensively used. They are discussed in section 4.

In the next section we identify the class of all uniformly and locally cost dependent acceptance criteria that satisfy (iii)'.

### 3 Uniform cost dependence

From now on we consider a fixed configuration space $S$.

We start with a helpful and general lemma, which is a minor modification of Kolmogorov's result quoted in subsection 2.1.

**Lemma 3.1** Let $G(c)$ and $A(c)$ be standard. Let the unique stationary distribution associated with $P(c)$ be denoted by $q(c)$. Then the following assertions are equivalent.

(i) \[ \forall i, j \in S : \quad q_i(c)A_{ij}(c) = q_j(c)A_{ji}(c) \]  
(ii) \[ \forall i, j, k \in S : \quad A_{ij}(c)A_{jk}(c)A_{ki}(c) = A_{ik}(c)A_{kj}(c)A_{ji}(c). \]

If the equivalent conditions (3.1) and (3.2) hold then the stationary distribution is given by

$$\forall i \in S : \quad q_i(c) = \frac{1}{\sum_{j \in S} A_{ij}(c)/A_{ji}(c)}.$$  

**Proof** Suppose (3.1) holds. Solving $q_j(c)$ from

$$\begin{cases} q_i(c)A_{ij}(c) = q_j(c)A_{ji}(c) \\ \sum_{j \in S} q_j(c) = 1 \end{cases}$$

we immediately obtain (3.3). Applying (3.1) three times and multiplying one gets

$$\forall i, j, k \in S : \quad q_i(c)A_{ij}(c)q_j(c)A_{jk}(c)q_k(c)A_{ki}(c) = q_j(c)A_{ji}(c)q_k(c)A_{kj}(c)q_i(c)A_{ik}(c).$$

Cancelling the positive equilibrium probabilities gives us (3.2).

Conversely, suppose (3.2) holds. Then

$$\forall i, j, k \in S : \quad A_{ij}(c)\frac{A_{jk}(c)}{A_{ki}(c)} = A_{ji}(c)\frac{A_{ik}(c)}{A_{kj}(c)}.$$
Hence
\[ \forall i, j \in S : \quad A_{ij}(c) \sum_{k \in S} \frac{A_{jk}(c)}{A_{ki}(c)} = A_{ji}(c) \sum_{k \in S} \frac{A_{ik}(c)}{A_{kj}(c)}. \]

Let
\[ \tilde{q}_i(c) = \frac{1}{\sum_{k \in S} A_{ik}(c)/A_{ki}(c)}. \]

Then the \( \tilde{q}_i(c) \) satisfy
\[ \forall i, j \in S : \quad \tilde{q}_i(c) A_{ij}(c) = \tilde{q}_j(c) A_{ji}(c). \]

Consequently
\[ \sum_{i \in S} \tilde{q}_i(c) = \tilde{q}_j(c) \sum_{i \in S} A_{ji}(c) = \frac{1}{\sum_{k \in S} A_{jk}(c)/A_{kj}(c)} \sum_{i \in S} A_{ij}(c) = 1. \]

Hence \( \tilde{q}(c) \) is the unique distribution satisfying the detailed balance equation (2.6). Therefore \( \tilde{q}(c) \) coincides with \( q(c) \) and (3.1) is proven. \( \square \)

The acceptance matrix \( A(c) \) will be called uniformly cost dependent if there exists a function \( L : (0, \infty) \times \mathbb{R} \times \mathbb{R} \rightarrow (0, 1] \) such that for fixed \( c > 0 \) one has
\begin{align*}
(i) & \quad \text{for all cost functions } f : S \rightarrow \mathbb{R} : \\
& \quad A_{ij}(c) = L(c, f(i), f(j)) \quad \forall i, j \in S \quad (3.4) \\
(ii) & \quad \forall x, y \in \mathbb{R} : \quad x < y \Rightarrow L(c, x, y) < 1. \quad (3.5)
\end{align*}

In this case we shall say that \( A(c) \) is generated by \( L \).

Condition (3.5) is enclosed to ensure that \( A(c) \) is standard.

The next theorem characterizes all uniformly cost dependent acceptance criteria that satisfy (3.2).

**Theorem 3.1** Let the acceptance matrix \( A(c) \) be uniformly cost dependent and generated by \( L \). Then the following assertions are equivalent:

(i) For any standard generation matrix \( G(c) \) and for any cost function \( f : S \rightarrow \mathbb{R} \) the transition matrix \( P(c) \) associated with \( G(c) \) and \( A(c) \) satisfies the detailed balance equation (2.6).

(ii) There exist functions \( \phi, \psi : (0, \infty) \times \mathbb{R} \rightarrow (0, \infty) \) and \( H : (0, \infty) \times \mathbb{R} \times \mathbb{R} \rightarrow (0, 1] \) such that for \( c > 0 \) and \( x, y \in \mathbb{R} \):
\begin{align*}
L(c, x, y) &= H(c, x, y) \min \left( 1, \frac{\phi(c, y)}{\phi(c, x)} \right), \quad (3.6) \\
H(c, x, y) &= H(c, y, x). \quad (3.7)
\end{align*}

Let these equivalent conditions be fulfilled. Then, given a cost function \( f \) and a standard generation matrix \( G(c) \), the stationary distribution \( q(c) \) associated with the transition matrix \( P(c) \) is given by
\[ \forall i \in S : \quad q_i(c) = \frac{\phi(c, f(i))}{\sum_{j \in S} \phi(c, f(j))}. \quad (3.8) \]
For this stationary distribution the asymptotic convergence property

\[
\lim_{c \to 0} q(c) = \begin{cases} 
0 & \text{if } i \notin S_{opt} \\
\frac{1}{|S_{opt}|} & \text{if } i \in S_{opt}
\end{cases}
\]  

(3.9)

is valid for all cost functions \( f : S \to \mathbb{R} \) if and only if

\[
\forall x, y \in \mathbb{R} : \quad x < y \Rightarrow \lim_{c \to 0} \frac{\phi(c,y)}{\phi(c,x)} = 0.
\]

(3.10)

**Proof** Suppose (i) holds. Since, given a cost function \( f \) and any symmetric \( G(c) \), the transition matrix \( P(c) \) satisfies the detailed balance equation (2.6), it is clear that (3.1) or equivalently (3.2) holds. In terms of \( L \) this means that for any cost function \( f : \mathbb{S} \to \mathbb{R} \) one has for \( c > 0 \) and \( i,j,k \in \mathbb{S} \)

\[
L(c, f(i), f(j)) = L(c, f(i), f(k))L(c, f(k), f(j))L(c, f(j), f(i)).
\]

Since by assumption \( |\mathbb{S}| \geq 3 \) this obviously yields

\[
\forall c > 0 \forall x, y, z \in \mathbb{R} : \quad L(c, x, y)L(c, y, z)L(c, z, x) = L(c, x, z)L(c, z, y)L(c, y, x).
\]

(3.11)

Taking \( z = 0 \) we obtain

\[
\forall c > 0 \forall x, y \in \mathbb{R} : \quad \frac{L(c, x, 0)}{L(c, x, y)} = \frac{L(c, y, 0)}{L(c, y, x)}L(c, y, x).
\]

(3.12)

Now, put

\[
K(c, x, y) = \frac{L(c, 0, x)}{L(c, x, 0)}L(c, x, y),
\]

(3.13)

\[
\phi(c, x) = \frac{L(c, 0, x)}{L(c, x, 0)}.
\]

(3.14)

Then one has

\[
L(c, x, y) = \frac{K(c, x, y)}{\phi(c, x)},
\]

(3.15)

\[
K(c, x, y) = K(c, y, x),
\]

(3.16)

where (3.16) is merely a transcription of (3.12). Since \( 0 < L(c, x, y) \leq 1 \) we find from (3.15) that

\[
K(c, x, y) \leq \phi(c, x).
\]

(3.17)

From the symmetry relation (3.16) it follows that (3.17) is still valid if we replace \( \phi(c, x) \) by \( \phi(c, y) \). Hence, defining

\[
H(c, x, y) = \frac{K(c, x, y)}{\min(\phi(c, x), \phi(c, y))}
\]

(3.18)

we find that \( 0 < H(c, x, y) \leq 1 \). Combining (3.15) and (3.16) with (3.18) we obtain the desired relations (3.6) and (3.7).
Conversely, suppose (ii) holds. Let $f$ be an arbitrary cost function. Then it is straightforward to show that $A(c)$ satisfies (3.2), which in turn implies the detailed balance equation (2.6) for any standard $G(c)$.

Finally, let us assume that the conditions (i) and (ii) hold. Using (3.15) in the representation (3.3) and exploiting the symmetry of $K$ we easily arrive at (3.8).

To prove the last assertion note that (3.9) is obviously equivalent with

$$\forall i \in S_{opt} : \lim_{c \to 0} \frac{1}{q_i(c)} = |S_{opt}|. \quad (3.19)$$

Now (3.8) tells us

$$\frac{1}{q_i(c)} = |S_{opt}| + \sum_{j \in S \setminus S_{opt}} \frac{\phi(c, f(j))}{\phi(c, f(i))}. \quad (3.20)$$

Hence for (3.19) to hold for all cost functions it is necessary and sufficient that

$$\forall f : S \to \mathbb{R} : \ i \in S_{opt}, j \in S \setminus S_{opt} \Rightarrow \lim_{c \to 0} \frac{\phi(c, f(j))}{\phi(c, f(i))} = 0,$$

which is evidently equivalent with (3.10). \(\square\)

Note that functions $\phi$ satisfying (3.10) are easily found. To illustrate this let $U : \mathbb{R} \to (0, \infty)$ be strictly increasing. Let $R : (0, \infty) \to (0, \infty)$ belong to the class of rapidly varying functions [2] of index $-\infty$, i.e.:

$$\forall \lambda > 1 : \lim_{x \to \infty} \frac{R(\lambda x)}{R(x)} = 0.$$

Then the function

$$\phi(c, x) = R \left( \frac{U(x)}{c} \right)$$

clearly satisfies (3.10).

Now, consider any $\phi : (0, \infty) \times \mathbb{R} \to (0, \infty)$ such that (3.10) holds. Then $q(c)$ given by (3.8) is a bona fide stationary distribution, since it satisfies (3.9). To simplify the reasoning let us make the plausible assumption that for $c > 0$ fixed the function $x \mapsto \phi(c, x)$ is strictly decreasing on $\mathbb{R}$, which in view of (3.8) is equivalent to assuming that the higher the cost value of a particular configuration the lower its equilibrium probability.

The preceding theorem is helpful in constructing a suitable Markov chain having $q(c)$ as its stationary distribution. To this end we keep the standard generation matrix $G(c)$ fixed and modify $A(c)$ in accordance with (3.4-6).

Obviously, all of the acceptance probabilities obtained in this way are majorated by

$$A_{ij}(c) = \begin{cases} \frac{\phi(c, f(j))}{\phi(c, f(i))} & \text{if } f(j) > f(i) \\ 1 & \text{if } f(j) \leq f(i) \end{cases}, \quad (3.20)$$

which corresponds to setting $H(c, x, y)$ equal to 1 in (3.6). Criterion (3.20) can be regarded as a generalization of the Metropolis acceptance criterion to arbitrary stationary distributions of type (3.8).
More generally, motivated by (3.6) we might look for an acceptance criterion such that \( L(c, x, y) \) can be written as a function of \( \Phi(c, y)/\Phi(c, x) \), say

\[
L(c, x, y) = F \left( \frac{\Phi(c, y)}{\Phi(c, x)} \right).
\]  

(3.21)

To satisfy (3.6-7) it is sufficient (and also necessary if we stipulate uniformity in \( \Phi \)) that \( F : (0, \infty) \to (0, 1] \) has the property

\[
\forall x > 0 : \quad F(x) = \frac{1}{x} F \left( \frac{1}{x} \right).
\]  

(3.22)

It is not hard to see that any function \( F : (0, \infty) \to (0, 1] \) satisfying (3.22) has the form

\[
F(x) = \min \left( 1, \frac{1}{x} \right) B \left( \min \left( x, \frac{1}{x} \right) \right)
\]  

(3.23)

with \( B : (0, 1] \to (0, 1] \) arbitrary. Consequently, by choosing \( H \) in (3.6) as

\[
H(c, x, y) = B \left( \min \left( \frac{\Phi(c, y)}{\Phi(c, x)}, \frac{\Phi(c, x)}{\Phi(c, y)} \right) \right),
\]

we obtain a large class of acceptance matrices, all satisfying the requirements (i) and (ii) of the preceding theorem and - when combined with a standard generation matrix - having \( q(c) \) in common as stationary distribution. Note that this class contains also a generalization of the Barker criterion (2.9), namely:

\[
A_{ij}(c) = \frac{\phi(c, f(j))}{\phi(c, f(i)) + \phi(c, f(j))}.
\]  

(3.24)

This criterion results from taking \( B(x) = 1/(1 + x) \) in (3.23). For the sake of completeness, let us remark that the class derived above can be shown to be a subclass of the one mentioned in [4], p. 100.

4 Uniform cost difference dependence

The acceptance matrix \( A(c) \) will be called uniform cost difference dependent if there exists a function \( D : (0, \infty) \times \mathbb{R} \to (0, 1] \) such that for fixed \( c > 0 \) one has

\[
(i) \quad \text{for all cost functions } f : S \to \mathbb{R} : \quad A_{ij}(c) = D(c, f(j) - f(i)) \quad \forall i, j \in S
\]  

(4.1)

\[
(ii) \quad \forall x > 0 : \quad D(c, x) < 1
\]  

(4.2)

\[
(iii) \quad \exists x_0 > 0 : \quad D(c, x_0) < D(c, -x_0)
\]  

(4.3)

\[
(iv) \quad \text{the function } x \mapsto D(c, x)/D(c, -x) \text{ is Lebesgue measurable on } \mathbb{R}.
\]  

(4.4)

When comparing this definition with that of uniform cost dependence one may notice that we have added the conditions (iii) and (iv). The first of these requires that there is at least one amount of improvement in cost that is more likely to be accepted than precisely the same amount of deterioration in cost. This plausible requirement is added to facilitate the
discussion somewhat. For instance it excludes such impracticable choices as \( D(c, x) = p \) with \( p \) some constant. Though a property of type (iv) is essential in the proof of the next theorem, it is such a weak regularity property that it has no practical consequences at all. Clearly, condition (ii) corresponds to (3.5) and it has the same function, namely to guarantee that \( A(c) \) is standard.

The following theorem is crucial. It tells us where the exponential function occurring in the standard annealing algorithm comes from.

**Theorem 4.1** Let the acceptance matrix \( A(c) \) be uniformly cost difference dependent. Let the dependence be expressed by the function \( D : (0, \infty) \times \mathbb{R} \rightarrow (0, 1] \) satisfying (4.1) to (4.4). Then the following assertions are equivalent:

(i) For any standard generation matrix \( G(c) \) and for any cost function \( f : S \rightarrow \mathbb{R} \) the transition matrix \( P(c) \) associated with \( G(c) \) and \( A(c) \) satisfies the detailed balance equation (2.6).

(ii) There exist functions \( \gamma : (0, \infty) \rightarrow (0, \infty) \) and \( E : (0, \infty) \times \mathbb{R} \rightarrow (0, 1] \) such that for \( c > 0 \) and \( x \in \mathbb{R} : 
\[
D(c, x) = E(c, x) \min \left( 1, \exp \left( \frac{-x}{\gamma(c)} \right) \right), \\
E(c, x) = E(c, -x).
\]

Let these equivalent conditions be fulfilled. Then, given a cost function \( f \) and a standard generation matrix \( G(c) \), the stationary distribution associated with the transition matrix \( P(c) \) is given by

\[
\forall i \in S : \quad q_i(c) = \frac{\exp \left( \frac{-f(i)}{\gamma(c)} \right)}{\sum_{j \in S} \exp \left( \frac{-f(j)}{\gamma(c)} \right)}.
\]

Furthermore, the stationary distribution (4.7) has for all cost functions \( f : S \rightarrow \mathbb{R} \) the asymptotic convergence property

\[
\lim_{c \to 0} q_i(c) = \begin{cases} 
0 & \text{if } i \notin S_{opt} \\
\frac{1}{|S_{opt}|} & \text{if } i \in S_{opt}
\end{cases}
\]

if and only if

\[
\lim_{c \to 0} \gamma(c) = 0.
\]

**Proof** Obviously, \( A(c) \) is uniformly cost dependent and generated by \( L(c, x, y) = D(c, y - x) \). Suppose (i) holds. Then the proof of theorem 3.1 gives us (3.11), which we can rewrite in terms of \( D \) as

\[
\forall c > 0 \forall x, y, z \in \mathbb{R} : \\
D(c, y - x)D(c, x - y)D(c, x - z) = \\
D(c, x - z)D(c, y - z)D(c, x - y).
\]
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Clearly, the function $\phi$ introduced in (3.14) can be expressed in terms of $D$ as

$$\phi(c,x) = \frac{D(c,x)}{D(c,-x)}. \tag{4.11}$$

Combining (4.10) and (4.11) we obtain

$$\forall c > 0 \ \forall x, y, z \in \mathbb{R} : \quad \phi(c, x - y) = \phi(c, x - z)\phi(c, z - y)$$

or equivalently

$$\forall c > 0 \ \forall x, y \in \mathbb{R} : \quad \phi(c, x + y) = \phi(c, x)\phi(c, y).$$

Thus for fixed $c > 0$ the function $x \mapsto \phi(c, x)$ satisfies the functional equation of the exponential function. Since by assumption $\phi(c, x)$ is Lebesgue measurable in $x$ on $\mathbb{R}$ we may use the classical result [9] to conclude that there exists a function $\alpha : (0, \infty) \to \mathbb{R}$ such that

$$\forall c > 0 \ \forall x \in \mathbb{R} : \quad \phi(c, x) = \exp(\alpha(c)x). \tag{4.12}$$

From (4.3) and (4.11) it is clear that

$$\forall c > 0 \ \exists x_0 > 0 : \quad \phi(c, x_0) < 1.$$ 

Hence

$$\forall c > 0 : \quad \gamma(c) \equiv -\frac{1}{\alpha(c)} > 0. \tag{4.13}$$

Using (4.12) and (4.13) it is readily verified that the function $H$ introduced in (3.18) can be written as

$$H(c, x, y) = E(c, y - x)$$

with the function $E$ given by

$$E(c, x) = \frac{D(c, x)}{\min \left(1, \exp \left(\frac{-x}{\gamma(c)}\right)\right)}.$$ 

From $H$ the function $E$ inherits the property $0 < E(c, x) \leq 1$. Since (4.6) is a direct consequence of (3.7), the proof of assertion (ii) is completed.

Conversely, suppose (ii) holds. Then the functions $L(c, x, y) = D(c, y - x)$, $\phi(c, x) = \exp(-x/\gamma(c))$ and $H(c, x, y) = E(c, y - x)$ satisfy condition (ii) of theorem 3.1. Hence assertion (i), which is the same for that and this theorem, holds.

Finally, inserting the explicit representation $\phi(c, x) = \exp(-x/\gamma(c))$ in (3.8) and (3.10) one easily finds the desired representation (4.7) as well as the equivalence of (4.8) (for all cost functions) and (4.9).

As a direct consequence we obtain the following characterization of the Metropolis and the Barker criterion.

**Corollary 4.1** Let $A(c)$ be an acceptance matrix. Assume there exists a function $D : (0, \infty) \times \mathbb{R} \to (0, 1]$ such that for fixed $c > 0$ one has

(i) for all cost functions $f : \quad A_{ij}(c) = D(c, f(j) - f(i)) \quad \forall i, j \in S$

(ii) the function $x \mapsto D(c, x)/D(c, -x)$ is Lebesgue measurable on $\mathbb{R}$.  
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Assume furthermore that the function $c \mapsto D(c, 1)$ is a strictly increasing mapping of $(0, \infty)$ onto $(0, 1)$.

Finally, assume that for any standard generation matrix $G(c)$ and for any cost function $f : S \rightarrow \mathbb{R}$ the transition matrix $P(c)$ associated with $G(c)$ and $A(c)$ satisfies the detailed balance equation (2.6).

Then one has the following:

(a) If for $c > 0$

\begin{align*}
(a1) \quad \forall x \leq 0 : \quad D(c, x) &= 1, \\
(a2) \quad \forall x > 0 : \quad D(c, x) < 1,
\end{align*}

then there exists an increasing bijective function $\tilde{c} : (0, \infty) \rightarrow (0, \infty)$ such that $A(c)$ after a reparametrisation by $\tilde{c}$ is given by the Metropolis acceptance criterion:

\[
A_{ij}(\tilde{c}(c)) = \begin{cases} 
\exp \left( \frac{f(i) - f(j)}{c} \right) & \text{if } f(i) < f(j) \\
1 & \text{if } f(i) \geq f(j).
\end{cases}
\]

(b) If for $c > 0$

\begin{align*}
(b1) \quad \forall x \in \mathbb{R} : \quad D(c, x) + D(c, -x) &= 1, \\
(b2) \quad \exists x_0 > 0 : \quad D(c, x_0) < D(c, -x_0),
\end{align*}

then there exists an increasing bijective function $\tilde{c} : (0, \infty) \rightarrow (0, \infty)$ such that $A(c)$ after a reparametrisation by $\tilde{c}$ is given by the Barker acceptance criterion:

\[
A_{ij}(\tilde{c}(c)) = \frac{1}{1 + \exp \left( \frac{f(j) - f(i)}{c} \right)}.
\]

**Proof** In both cases theorem 4.1 tells us that the function $D$ can be represented by (4.5-6). In case (a) we obtain from (a1) that $E \equiv 1$. In case (b), note that (b1) and (4.5-6) imply that $E(c, x) = D(c, |x|)$ with

\[
D(c, x) = \frac{1}{1 + \exp \left( \frac{x}{\gamma(c)} \right)}.
\]

In both cases, the assumption about $D(c, 1)$ implies that $\gamma$ is a strictly increasing mapping of $(0, \infty)$ onto itself. Now take $\tilde{c} = \gamma^{-1}$ and the result follows.
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