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1 Introduction

Many boundary value problems produce solutions that have highly localized properties. In this paper we consider boundary value problems with solutions that have one or a few small regions with high activity.

We study a method based on a combination of high order compact finite difference discretizations on several uniform grids with different grid sizes that cover different parts of the domain. At least one grid should cover the entire domain; the mesh size of this global coarse grid is chosen in agreement with the relatively smooth behaviour of the solution outside the high activity regions. Apart from this global coarse grid, one or several local grids are used which are also uniform. Each of these local grids covers only a (small) part of the domain and contains a high activity region. The mesh sizes of the local grids are chosen in agreement with the behaviour of the solution in the corresponding high activity region. In this way every part of the domain can be covered by a (locally) uniform grid with a mesh size that is in agreement with the behaviour of the continuous solution in that part of the domain. This refinement strategy is known as local uniform grid refinement. The solution is approximated on the composite grid, which consists of the uniform coarse grid and subgrid(s). Note that such composite grids are highly structured and hence very simple data structures can be used.

The boundary value problem is solved on the composite grid by the local defect correction method (LDC) (see [7, 10]). In this method, which is an iterative process, a basic global discretization is improved by local discretizations defined in the subdomains. This update of the coarse grid solution is achieved by performing a defect correction on the right hand side of the coarse grid problem. At each iteration step the process yields a discrete approximation of the continuous solution on the composite grid. The discrete problem that is actually being solved is an implicit result of the iterative process. Therefore the LDC method is both an iterative discretization and solution method.

An analysis of the LDC technique in combination with finite difference discretizations is presented in [7–9]. The LDC method is combined with finite volume discretizations in [3, 4, 24]. An application of the LDC algorithm in a finite volume context was presented in [17] for numerical simulations of the flow and heat transfer in a glass tank. Finally, LDC is studied in combination with finite element discretizations in [25].

LDC was previously used with standard finite difference schemes like first order upwind or second order central differences. Nowadays, especially for Direct Numerical Simulation (DNS) of turbulent flows, high order compact finite difference (HOCFD) schemes are becoming more and more popular. In this paper we combine the LDC technique with such types of discretization.

Implicit finite difference relations for the first and second derivatives have been given a variety of names. Many can be found in [6], under the names of Mehrstellen or Hermitian methods by analogy with Hermitian finite elements. They are also known as Padé differencing approximation [12]. In the 70-80’s a large number of applications for solving fluid-mechanics equations have been developed in [11, 13, 19, 20]. From the more recent papers the works [14] and [16] should be...
mentioned. Following [18] all implicit formulae can be derived in a systematic way from a Taylor series expansion.

Finite difference methods have received much attention in the beginning of 90’s for the DNS of transitional and turbulent flows. The classical paper [14] was the pioneering work in this field. Most high order finite difference methods used in direct numerical simulations are central difference schemes [14, 16] which introduce only phase errors but no dissipative errors in numerical solutions. The drawback of central schemes is that they are not robust for convection dominated flow simulations. In order to overcome this difficulty, compact upwind schemes were developed, which have numerical dissipation to control the aliasing errors. In the past years, many upwind schemes were proposed. The main articles are [1,5,22,26]. The analysis of the stability of numerical boundary treatment for high order compact finite difference schemes was done in [15].

In this paper the major objective is to construct a proper LDC framework for high order compact finite difference schemes and to extend the results on LDC found for classical central difference and upwind schemes. The paper is built up as follows. In Section 2, we formulate a stationary convection diffusion problem and describe the LDC algorithm. In Section 3, we give a brief overview of high order compact finite differences. In Section 4 we construct an LDC framework first for one-dimensional problems and then we present a general approach, which is applicable for two and three-dimensional problems. In Section 5 we present some numerical results.

2 Problem description and formulation of the LDC algorithm

The problem we study in this paper is given by

\[
\begin{aligned}
Lu &= -\epsilon \nabla^2 u(x, y) + c \cdot \nabla u(x, y) = f(x, y) \text{ in } \Omega, \\
u &= g \text{ on } \Gamma.
\end{aligned}
\]

(1)

In (1), \(L\) is a linear elliptic differential operator, and \(f\) and \(g\) are the source term and Dirichlet boundary condition, respectively, \(\epsilon > 0\) is the diffusion coefficient, \(c\) is the convection coefficient, \(u\) is the unknown function of \((x, y)\), \(\Omega\) is the domain of interest and \(\Gamma\) is the boundary of this domain.

Following [2], we briefly introduce the basics of the Local Defect Correction technique.

In order to discretize (1), we first choose a global coarse grid (grid size \(H\)), which we denote by \(\Omega^H\). The next step is to find an initial approximation \(u^H_0\) on \(\Omega^H\) by solving the system

\[
L^H u^H_0 = f^H,
\]

(2)

which is a discretization of boundary value problem (1). In (2), the right hand side \(f^H\) incorporates the source term \(f\) as well as the Dirichlet boundary condition \(g\).

Now, assume that the continuous solution \(u\) of (1) has a high activity region in some (small) part of the domain. This high activity could either be caused by the boundary conditions or the source term. We would like to capture this high activity of \(u\) by discretizing (1) on a composite grid. So we choose \(\Omega_l \subset \Omega\) such that the high activity region of \(u\) is contained in \(\Omega_l\). If we have more than one high activity region, one may take more regions of refinement. In \(\Omega_l\), we choose a local fine grid (with the grid size \(h\)), which we denote by \(\Omega^h_l\). The fine grid is chosen such that \(\Omega^H \cap \Omega_l \subset \Omega^h_l\), i.e., grid points of the global coarse grid that lie in the area of refinement belong to the local fine grid too.

Now we have to define a local discrete problem on \(\Omega_l\). So we define artificial boundary conditions on \(\Gamma\), the interface between \(\Omega_l\) and \(\Omega \setminus \Omega_l\). Since on \(\Gamma\) we have more fine grid points than coarse grid ones, we prescribe artificial Dirichlet boundary conditions by applying an interpolation operator.

In this way, we find the following approximation \(u^h_{l,i}, i = 0\), on \(\Omega^h_l\)

\[
L^h_l u^h_{l,i} = f^h_l (u^H_i |_\Gamma).
\]

(3)
In (3), the matrix $L^h$ is a discrete approximation of the differential operator $L$ on the subdomain $\Omega$, and the first term on the right hand side $f^h$ incorporates the source term $f$ as well as the Dirichlet boundary condition $g$ on $\partial \Omega \setminus \Gamma$ given in (1). The dependence on the coarse grid approximation via the artificial Dirichlet boundary condition is made explicit by writing $f^h(u^{H|l}|_i)$.

When boundary value problem (1) has been discretized and solved on a coarse grid, and when an area of the coarse grid has been refined and a local solution has been calculated on the finer grid, we can define a composite grid approximation $u^{H,h}$ as

$$ u^{H,h}(x, y) := \begin{cases} u^{h,0}(x, y), & (x, y) \in \Omega^h, \\ u^{H}(x, y), & (x, y) \in \Omega^H \setminus \Omega^h. \end{cases} \tag{4} $$

So for the coarse grid points within the region of the refinement we have two solutions, one coming from the coarse grid and another from the fine grid. We will now use the local fine grid solution to update the coarse grid approximation. This update can be achieved by projecting the more accurate fine grid solution onto the local coarse grid, and by calculating the residual of the projected solution; this residual is an estimate of the local discretization error of the coarse grid discretization. The estimate is used to formulate a modified discrete problem on the coarse grid. This is considered in more detail below.

The grid points of the coarse grid will be partitioned as $\Omega^H = L^H \cup H^1 \cup C^H$, where $H^1 := \Omega^H \cap \Omega$, $H^2 := \Omega^H \cap \Gamma$ and $C^H := \Omega^H \setminus (\Omega^H \cup \Gamma)$. If we would substitute the projection on $\Omega^H$ of the exact solution $u$ of boundary value problem (1) into the coarse grid discretization (1), we would find the local discretization error or defect $d^H$, given by $L^H(u|_{\Omega^H}) = f^H + d^H$. If we would know the values of the defect $d^H$, we could use them to find a better approximation on the coarse grid. This could be achieved by putting the defect vector on the right hand side of (1). However, as we do not know the exact solution of the boundary value problem, we cannot calculate $d^H$. What we can do though, is to use the approximation $u^{H,0}$ calculated on the local fine grid to estimate $d^H$ at the coarse grid points $(x, y) \in \Omega^H$. Define $w^H \in G(\Omega^H)$ as the global coarse grid function of best approximations so far, i.e.

$$ w^H_0(x, y) := \begin{cases} u^{h,0}(x, y), & (x, y) \in \Omega^h, \\ u^H(x, y), & (x, y) \in \Omega^H \setminus \Omega^h. \end{cases} \tag{5} $$

Next, we estimate the defect by $d^H = L^H(u|_{\Omega^H}) - f^H \approx L^H w^H_0 - f^H =: d^H_0$. Assuming that the stencil at grid point $(x, y)$ involves (at most) function values at $(x + iH, y + jH)$ with $i, j \in \{-1, 0, 1\}$, $d^H_0$ provides an estimate of the local discretization error of the coarse grid discretization at all points of $\Omega^H$. Therefore, we can update the coarse grid approximation by placing the estimate at the right hand side of the coarse grid equation (1). This leads to the coarse grid correction step to find $u^H_i$, $i = 1$, on the coarse grid

$$ L^H u^H_i = f^H_{i-1}, \tag{6} $$

where

$$ f^H_i(x, y) := \begin{cases} f^H(x, y) + d^H_0(x, y), & (x, y) \in \Omega^H, \\ f^H(x, y), & (x, y) \in \Gamma^H \cup C^H. \end{cases} $$

The correction step (6) produces a new solution $u^H$ on the coarse grid. Because (6) incorporates estimates of the local discretization error of the coarse grid discretization, the new solution $u^H$ is assumed to be more accurate than $u^H$. Hence, the new solution $u^H$ provides a better boundary condition on the interface. A better solution on the local fine grid can be found as before by solving (3) with $i = 1$.

To summarize, we have the following iterative method.

**Algorithm 1.**

Two-grid LDC algorithm with area of refinement chosen a priori

**Initialization**

1. **Initialization**
   - Two-grid LDC algorithm with area of refinement chosen a priori
• Solve the basic coarse grid problem (2).
• Solve the local fine grid problem (3).

Iteration, \( i = 1, 2, \ldots \)
• Solve the updated coarse grid problem (6).
• Solve the local fine grid problem (3).

3 High order compact finite difference schemes

The basic idea of high order compact finite difference schemes is to employ not only the function values but also the values of the derivatives as unknowns. This gives us a possibility to get higher accuracy or better spectral resolution while keeping the stencil relatively small.

With a limitation to three-point expressions the general form of an implicit finite difference relation between a function of one variable and its first two derivatives would read

\[
a_+ u_{i+1} + a_0 u_i + a_- u_{i-1} + b_+ (u_x)_{i+1} + b_0 (u_x)_i + b_- (u_x)_{i-1} + c_+ (u_{xx})_{i+1} + c_0 (u_{xx})_i + c_- (u_{xx})_{i-1} = 0.
\]  

(7)

By imposing different constraints on the coefficients \( a, b \) and \( c \), we can tune the numerical scheme in some sense. For example we can get a higher order or a better spectral resolution of the scheme [21]. In the following we address some of the possible high order compact finite difference schemes, which will later be used in numerical examples.

So, for the one-dimensional problem we have three sets of equations: a discretized version of our differential equation (1) which looks like

\[
L u_i \equiv -\epsilon u''_i + c u'_i = f_i, \quad i = 1, \ldots, N - 1;
\]  

an expression for the second derivative (see Section 3.1); an expression for the first derivative (see Section 3.2).

3.1 Diffusive term

For the discretization of the diffusive term in (1) we can use the following schemes

• Padé scheme (3-point scheme [18])

\[
 u''_{i+1} + 10 u''_i + u''_{i-1} - \frac{12}{h^2} (u_{i+1} - 2 u_i + u_{i-1}) = 0.
\]  

(9)

To close this relation at the boundary, we use

\[
\epsilon u''_0 + au'_0 + cu_0 = f_1, \quad \epsilon u''_N + au'_N + cu_N = f_N.
\]

• High order compact upwind scheme of Zhong (5-point scheme [26])

\[
25 u''_{i-1} + 60 u''_i + 15 u''_{i+1} = \frac{1}{h} \left( -\frac{5}{2} u'_{i-1} - \frac{160}{3} u'_{i-1} + 15 u'_{i+1} + 40 u'_{i+1} + \frac{5}{6} u''_{i+2} \right).
\]  

(10)

To close this relation at the boundary, we use (26, equations (23)-(27))

\[
60 u''_0 + 180 u''_1 = \frac{1}{h} (-170 u''_0 + 90 u''_1 + 90 u''_2 - 10 u''_3),
\]

(11)

\[
15 u''_0 + 60 u''_1 + 15 u''_2 = \frac{1}{h} (-45 u''_0 + 45 u''_2),
\]  

(12)
15u''_N + 60u''_{N-1} + 15u''_{N-2} = -\frac{1}{h}(-45u'_N + 45u'_{N-2}), \quad (13) \\
60u''_N + 180u''_{N-1} = -\frac{1}{h}(-170u'_N + 90u'_{N-1} + 90u'_{N-2} - 10u'_{N-3}). \quad (14)

Another possibility is to use the same scheme as for convective term (see relation (16) and related closing relations in Section 3.2), but modified for second derivative

\[ u''_{i+1} + 4u''_i + u''_{i-1} - \frac{3}{h}(u'_{i+1} - u'_{i-1}) = 0. \quad (15) \]

To close this relation at the boundary, we use

\[ 2u''_1 + u''_0 - \frac{1}{2h}(u'_2 + 4u'_1 - 5u'_0) = 0, \quad 2u''_N + u''_{N-1} - \frac{1}{2h}(5u''_N - 4u''_{N-1} - u''_{N-2}) = 0. \]

### 3.2 Convective term

Central difference type schemes do not behave well when applied to convection-dominated problems. A way to overcome this difficulty is to use upwind schemes. In [15] stability of the numerical boundary treatment for compact high-order finite difference schemes was investigated and it was shown that the upwind compact schemes give better results. A lot of information about non-centered high-order compact finite difference schemes one can find in the article [22].

For the discretization of the convective term in (1) we can use following schemes

- Padé scheme (3-point scheme [18])

\[ u'_{i+1} + 4u'_i + u'_{i-1} - \frac{3}{h}(u'_{i+1} - u'_{i-1}) = 0. \quad (16) \]

To close this relation at the boundary, we use

\[ 2u'_1 + u'_0 - \frac{1}{2h}(u'_2 + 4u'_1 - 5u'_0) = 0, \quad 2u'_N + u'_{N-1} - \frac{1}{2h}(5u'_N - 4u'_{N-1} - u'_{N-2}) = 0. \]

- High order compact upwind scheme of Zhong (5-point scheme [26]). This is the scheme (10)-(14), modified for the first derivative:

\[ 25u'_{i-1} + 60u'_i + 15u'_{i+1} = \frac{1}{h}\left(-\frac{5}{2}u_{i-1} - \frac{160}{3}u_{i-1} + 15u_i + 40u_{i+1} + \frac{5}{6}u_{i+2}\right). \quad (17) \]

To close this relation at the boundary, we use

\[ 60u'_0 + 180u'_1 = \frac{1}{h}(-170u_0 + 90u_1 + 90u_2 - 10u_3), \]

\[ 15u'_0 + 60u'_1 + 15u'_2 = \frac{1}{h}(-45u_0 + 45u_2), \]

\[ 15u'_N + 60u'_{N-1} + 15u'_{N-2} = -\frac{1}{h}(-45u_N + 45u_{N-2}), \]

\[ 60u'_N + 180u'_{N-1} = -\frac{1}{h}(-170u_N + 90u_{N-1} + 90u_{N-2} - 10u_{N-3}). \]

### 4 Combination of LDC with HOCFD

In this section we present an algorithm which combines the Local Defect Correction technique with the schemes presented in Section 3. First we start with the one-dimensional version of equation (1) and after that we extend the algorithm to two and three-dimensional problems.
4.1 One-dimensional problems

We can rewrite the system of equations (9),(16) and a discrete form of the differential equation (8) with corresponding boundary conditions in the following matrix-vector form

$$ Ax = b, $$

where $A$ is a $3 \times 3$ block-diagonal matrix representing the discrete operator, $x = (u'', u', u)^T$ is the vector of unknowns and $b = (0, 0, f(x))^T$ is the right-hand side. The matrix $A$ has the following structure:

$$ A = \begin{pmatrix}
    A_{11} & A_{12} & A_{13} \\
    0 & A_{22} & A_{23} \\
    A_{31} & A_{32} & A_{33}
\end{pmatrix}. $$

The condition number of the matrix $A$ is quite large, even for “small” problems, due to the fact that the matrix is highly unbalanced (we have $O(1)$, $O(h)$ and $O(h^2)$ terms on the diagonal). Moreover, we should point out that the LDC algorithm is not applicable to the equation in the form (18). So we need a reformulation. One of the ways to solve this problem is to rearrange the matrix $A$. We can write our system (18) as

$$ A_{11}u'' + A_{12}u' + A_{13}u = 0, $$
$$ A_{23}u + A_{22}u = 0, $$
$$ A_{31}u'' + A_{32}u' + A_{33}u = f. $$

Rearranging the terms we can get following equation:

$$ A_{11}^{-1} \left( A_{12}A_{22}^{-1}A_{23} - A_{13} \right) u - A_{32}A_{22}^{-1}A_{23}u + A_{33}u = f, \quad \text{or,} $$

$$ A_m u = f, $$

with $A_m := A_{11}^{-1} \left( A_{12}A_{22}^{-1}A_{23} - A_{13} \right) - A_{32}A_{22}^{-1}A_{23} + A_{33}$. Matrices $A_{11}$ and $A_{22}$ are non-singular. After these rearrangements our matrix $A_m$ does not suffer from ill conditioning. After the reformulation like (24) it is possible to directly apply the algorithm presented in Section 2.

4.2 Two- and more dimensional problems

We would like to discretize (1) using the schemes from Section 3. We introduce the vector of unknowns $x = (u_{xx}^T, u_{yy}^T, u_{x}^T, u_{y}^T, u^T)^T$, with the size $5N$ where $N$ is the number of grid points.

The corresponding matrix $A$ is a $5 \times 5$ block matrix with the following structure

$$ A = \begin{pmatrix}
    A_{11} & A_{12} & A_{13} & A_{14} & A_{15} \\
    A_{21} & A_{22} & A_{23} & A_{24} & A_{25} \\
    A_{31} & A_{32} & A_{33} & A_{34} & A_{35} \\
    A_{41} & A_{42} & A_{43} & A_{44} & A_{45} \\
    A_{51} & A_{52} & A_{53} & A_{54} & A_{55}
\end{pmatrix}. $$

Entries $A_{i,j}$ represent the discretization of $u_{xx}$ by one of the possible discretization schemes (16)-(17), entries $A_{2,i}$ of $u_{yy}$ by (16)-(17), entries $A_{3,i}$ of $u_x$ by (9)-(10), entries $A_{4,i}$ of $u_y$ by (9)-(5), entries $A_{5,i}$ of $u$; the latter represent the equation (1) as well as the boundary conditions. Depending on the type of discretization used, some of the off-diagonal submatrices $A_{i,j}$ could be zero or singular (see Figure 1). The matrix $A$ has quite a large condition number, so we use equilibration of rows in order to reduce it. The basic idea of the equilibration of rows is to multiply rows of the matrix such that we get $O(1)$ values on the main diagonal. More detailed information one can find in [23].

For two-dimensional problems it is quite difficult to perform explicit substitution like (23). We still do the same reduction of the matrix $A$, but instead of explicitly expressing the matrix subblocks, we use block Gaussian elimination. In order so solve our problem we need to perform the following steps.
1. Solve the coarse grid problem
   (a) Construct matrix $A^H$ and right hand side $f^H$. Matrix $A^H$ has the form (19).
   (b) Perform block LU-decomposition of the matrix $A^H$. As a result we have $A^H = L^H U^H$ and we get $L^H$ and $U^H$ in the following form
   
   $$ L^H = \begin{pmatrix} I & 0 & 0 & 0 & 0 \\
   L_{21} & I & 0 & 0 & 0 \\
   L_{31} & L_{32} & I & 0 & 0 \\
   L_{41} & L_{42} & L_{43} & I & 0 \\
   L_{51} & L_{52} & L_{53} & L_{54} & I \end{pmatrix}, $$
   
   $$ U^H = \begin{pmatrix} U_{11} & U_{12} & U_{13} & U_{14} & U_{15} \\
   0 & U_{22} & U_{23} & U_{24} & U_{25} \\
   0 & 0 & U_{33} & U_{34} & U_{35} \\
   0 & 0 & 0 & U_{44} & U_{45} \\
   0 & 0 & 0 & 0 & U_{55} \end{pmatrix}. $$
   
   (c) Define the vector $y^H := U^H x$.
   (d) Solve $L^H y^H = f^H$. Get $y^H_5$.
   (e) Solve $U_{55} u^H = y^H_5$ and get $u^H$, the coarse grid solution.

2. Solve the fine grid problem
   (a) Get the boundary conditions for the fine grid boundary value problem and construct $A^h_l$ and $f^h_l$.
   (b) Solve the local grid problem
   
   $$ A^h_l x^h_l = f^h_l $$
   
   and get $x^h_l = (u^h_{xx}, u^h_{xy}, u^h_{yy}, u^h_x, u^h_y)^T$. Extract $u^h_l$.
3. Calculate the defect

(a) Construct the vector \(\mathbf{w}^H\)

\[
\mathbf{w}^H(x, y) = \begin{cases} 
\mathbf{u}^H(x, y) & (x, y) \in \Omega^H \\
\mathbf{u}^H(x, y) & (x, y) \in \Omega^H \setminus \Omega_i^H 
\end{cases}
\]

(b) Construct the defect \(d_0^H = \mathbf{U}_{55} \mathbf{w}^H - y_5^H\). Restrict the defect by setting it to zero outside the area of refinement.

4. Solve the updated coarse grid problem

\[
\mathbf{U}_{55} \mathbf{u}_1^H = y_5^H + d_0^H
\]

and get the new coarse grid solution \(\mathbf{u}^H\).

We have outlined all steps of the new LDC method. The iteration is as in Algorithm 1; the basic coarse grid problem, the local fine grid problem and the updated coarse grid problem are given by (26), (27) and (28), respectively.

5 Numerical results

In this section we present some typical numerical results for the convection-diffusion problem (1). As in the previous section, we start with a one-dimensional problem and then present results for a two-dimensional model problem.

5.1 Example 1

With the use of numerical simulations we want to investigate the following properties of our LDC method for high order compact finite difference schemes: convergence behaviour; accuracy; efficiency.

For our numerical test we solve a one-dimensional variant of the boundary value problem (1) and we choose the source term \(f\) and the boundary conditions such that

\[
u(x) = \frac{1}{2} (\tanh(50(x - 1/8)) + 1)
\]

(29)

The following parameters are chosen for the computations: \(c = \mp0.99\) (convection dominated), \(c = \mp0.1\) (diffusion dominated); interface point \(\gamma = 0.3\); different number of coarse grid points \(N\). We use the Padé scheme given by (16), (9).

The typical results for the convergence behaviour for the LDC technique one can find in Figures 2-3. In Figure 2 we plot \(\|\mathbf{u}^i - \mathbf{u}^{i-1}\|_\infty\) against the iteration number \(i\), where \(\mathbf{u}^i\) is our numerical coarse grid solution on the \(i\)th iteration. As one can see in Figure 2, the LDC algorithm shows fast convergence. In Figure 3 we plot \(\|\mathbf{u}^i - \mathbf{u}^{exact}\|_\infty\) against the iteration number, where \(exact\) stands for the exact solution of the problem (which is known in our case). As one can see from Figure 3, we only need a small number of the LDC iterations to reach the fixed point solution, and, as will be shown later, this is the solution we get on a fine uniform grid. These results are typical and do not change much for the different values of \(N\) and \(c\).

In order to compare the results of the LDC technique with those we get using a fine uniform grid, we performed a number of calculations. Under fine uniform grid we understand a grid which covers the whole domain with the mesh size equal to the mesh size of the fine LDC grid. First we compare the error. In Table 1 one can find \(\|\mathbf{u}^{exact} - \mathbf{u}^H\|_\infty\) for the LDC solution and for the fine uniform grid solution. For LDC we stop the iteration if \(\|\mathbf{u}^{H,h} - \mathbf{u}^{H,h-1}\|_\infty < 1 \times 10^{-5}\). The errors for the LDC algorithm and the fine uniform grid are of the same order.
We measure the CPU time spent on the computation by the LDC algorithm with refinement factor 4 and equivalent uniform grid solution with space step $H/4$. It should be noted that the measurements of the CPU times cannot be considered as absolute, since they are machine-dependent; even on the same computer they could differ depending on the load of the machine at that particular moment. However, the results in Table 2 were obtained on the same machine and conditions (that is system activity, background processes, etc.) were approximately the same. Moreover the data in Table 2 is the averaged data after 25 runs of the same test.

As one can see from Table 2, LDC algorithm even for one-dimensional problems gives considerable savings in wall calculation time compared with equivalent uniform grid. Taking into account that the accuracy of both methods is the same, we can conclude that for problems with some high activity regions and smooth solutions in the rest of the domain even in one-dimension, LDC is the method to use.

5.2 Example 2

In this section, we consider the LDC algorithm combined with the high order finite difference schemes in the algorithm described in Section 4.2. For the numerical experiment, we apply the


The accuracy of the LDC method is exactly the same as for the equivalent uniform grid. In Table 3 the results for the LDC technique with an $11 \times 11$ coarse grid and a $21 \times 21$ fine grid do not differ from those for $11 \times 11$ for both coarse and fine grids due to the fact that the main error region is no longer in the area of refinement (see Figure [Figures referred to in the text]).
Figure 4: Difference between exact and numerical results for LDC technique applied to 2D convection-diffusion equation.

(a) First coarse grid solution

(b) Coarse grid solution after 1 iteration

4 (a)). We expect that the LDC algorithm should be more efficient than the uniform fine grid method. This is indeed what we see in Table 4 - LDC is much faster than the equivalent uniform grid method.
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<table>
<thead>
<tr>
<th>Grid size</th>
<th>init</th>
<th>1 iteration</th>
<th>uniform grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse: 11 × 11, fine: 11 × 11, equiv.: 21 × 21</td>
<td>2.56 × 10^{-2}</td>
<td>1.30 × 10^{-3}</td>
<td>1.26 × 10^{-3}</td>
</tr>
<tr>
<td>Coarse: 11 × 11, fine: 21 × 21, equiv.: 41 × 41</td>
<td>2.56 × 10^{-2}</td>
<td>1.28 × 10^{-3}</td>
<td>3.46 × 10^{-5}</td>
</tr>
<tr>
<td>Coarse: 21 × 21, fine: 21 × 21, equiv.: 41 × 41</td>
<td>1.26 × 10^{-3}</td>
<td>3.23 × 10^{-5}</td>
<td>3.46 × 10^{-5}</td>
</tr>
</tbody>
</table>

Table 3: \|u^{exact} - u^H\|_\infty for LDC algorithm and equivalent uniform grid

<table>
<thead>
<tr>
<th>Grid size</th>
<th>1 iteration</th>
<th>equiv. uniform grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse: 11 × 11, fine: 11 × 11, equiv.: 21 × 21</td>
<td>2.60</td>
<td>7.71</td>
</tr>
<tr>
<td>Coarse: 11 × 11, fine: 21 × 21, equiv.: 41 × 41</td>
<td>1.84</td>
<td>530</td>
</tr>
<tr>
<td>Coarse: 21 × 21, fine: 21 × 21, equiv.: 41 × 41</td>
<td>9.988</td>
<td>530</td>
</tr>
</tbody>
</table>

Table 4: Calculation time for LDC algorithm and equivalent uniform grid


