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Abstract

We improve the decision procedure from [7] for the problem of generalized soundness for workflow nets: “Every marking reachable from an initial marking with \( k \) tokens on the initial place terminates properly, i.e. it can reach a marking with \( k \) tokens on the final place, for an arbitrary natural number \( k \)”. Moreover, our new decision procedure returns a counterexample in case the workflow net is not generalized sound. We also report on experimental results obtained with the prototype we made and explain how the procedure can be used for the compositional verification of large workflows.
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1 Introduction

Petri nets are intensively used in workflow modeling [1, 2]. Workflow management systems are modeled by workflow nets (WF-nets), i.e. Petri nets with one initial and one final place and every place or transition being on a directed path from the initial to the final place. The execution of a case is represented as a firing sequence that starts from the initial marking consisting of a single token on the initial place. The token on the final place with no garbage (tokens) left on the other places indicates the proper termination of the case execution. A model is called sound iff every reachable marking can terminate properly.

In [6] we showed that the traditional notion of soundness from [1] is not compositional, and moreover, it does not allow for handling of multiple cases in the WF-net. We introduced there a notion of generalized soundness that amounts to proper termination of all markings obtained from markings with multiple tokens on the initial place, which corresponds to the processing of batches of cases in the WF-net. We proved that generalized soundness is compositional w.r.t. refinement, which allows us to verify soundness in a compositional way.

The generalized soundness problem is decidable and [7] gives a decision procedure for it. The problem of generalized soundness is reduced to a check of some linear equations for the incidence matrix together with the check of proper termination for a finite set of markings
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from an over-approximation of the set of reachable marking with a regular algebraic structure. This finite set of markings turns out to be very large in practice, which seriously limits the applicability of the decision procedure from [7].

In this paper we show that the check of proper termination can be reduced to a check of proper termination for a much smaller set of markings, namely minimal markings of the set from [7]. We describe a new decision procedure for soundness. In case a WF-net turns out to be unsound, our procedure produces a counterexample showing a reachable marking that cannot terminate properly and a trace leading to it.

We implemented our decision procedure in a prototype tool and performed a series of experiments with it. The experimental results confirmed that the new procedure is considerably more effective than the old one. When applied together with standard reduction techniques in a compositional way, it allows to check soundness of real-life examples.

The paper is structured as follows. Section 2 introduces basic notions. Section 3 presents the new decision procedure, and Section 4 provides details about the implementation and experimental results. Section 5 covers conclusions and directions for future work.

2 Preliminaries

As usual, we denote the set of natural numbers by \( \mathbb{N} \), the set of non-zero natural numbers by \( \mathbb{N}^+ = \mathbb{N} - \{0\} \), the set of integers by \( \mathbb{Z} \), the set of rational numbers by \( \mathbb{Q} \) and the set of non-negative rational numbers by \( \mathbb{Q}^+ \). We denote the set of all finite words over a finite set \( S \) by \( S^* \). The empty word is denoted by \( \epsilon \).

A Petri net is a tuple \( N = (P, T, F^+, F^-) \), where

- \( P \) and \( T \) are two disjoint non-empty finite sets of places and transitions respectively;
- \( F^+ \) and \( F^- \) are mappings \( (P \times T) \to \mathbb{N} \) that are flow functions from transitions to places and from places to transitions respectively.

\( F = F^+ - F^- \) is the incidence matrix of net \( N \).

We denote the set of output transitions of a place \( p \) by \( p^* \), i.e. \( p^* \overset{\text{def}}{=} \{ t \mid F^+(p, t) > 0, t \in T \} \), and the set of output transitions of \( Q \subseteq P \) by \( Q^* \), i.e. \( Q^* \overset{\text{def}}{=} \bigcup_{p \in Q} p^* \). Similarly, \( t^* \overset{\text{def}}{=} \{ t \mid F^-(p, t) > 0, t \in T \} \) denotes the set of input transitions of a place \( p \) and \( Q^* \overset{\text{def}}{=} \bigcup_{p \in Q} t^* \) the set of input transitions of \( Q \subseteq P \). A place \( p \) with \( p^* = \emptyset \) is called a source place and a place \( q \) with \( q^* = \emptyset \) is called a sink place.

Markings represent the states (configurations) of the net and are interpreted as vectors \( m: P \to \mathbb{N} \). When we consider a particular ordering on the set of places, \( P = \{p_1, \ldots, p_n\} \), where \( n = \mid P \mid \), then \( m_j \overset{\text{def}}{=} m(p_j) \), for \( 1 \leq j \leq n \). We denote by \( 0 \) the zero marking (vector) of an arbitrary (defined by the context) dimension and by \( \bar{p} \), for some \( p \in P \), the vector such that \( \bar{p}(p) = 1 \) and \( \bar{p}(p') = 0 \) for all \( p' \in P \) such that \( p' \neq p \).

A transition \( t \in T \) is enabled in a marking \( m \) if \( F^-(p, t) \leq m(p) \), for all \( p \in P \). If \( t \) is enabled in a marking \( m \), then \( t \) may fire or occur yielding a new marking \( m' \), denoted by \( m \overset{t}{\rightarrow} m' \), where \( m'(p) = m(p) - F^-(p, t) + F^+(p, t) \), for all \( p \in P \). We extend this homomorphically
to the firing sequences $\sigma \in T^*$, denoted by $m \xrightarrow{\sigma} m'$. We say that $m'$ is reachable from $m$ and write $m \xrightarrow{\sigma} m'$ when there exists $\sigma \in T^*$ such that $m \xrightarrow{\alpha} m'$. We denote the set of all markings reachable from $m$ by $R(m)$. Similarly, $S(m)$ denotes the set of markings that can reach $m$.

Let $\sigma$ be a sequence of transitions. The Parikh vector $\overline{\sigma}$ maps every transition $t$ of $\sigma$ to the number of occurrences of $t$ in $\sigma$. Let $m \xrightarrow{\overline{\sigma}} m'$. Then the marking equation holds: $m' = m + F \cdot \overline{\sigma}$. Note that the reverse is not true: not every marking $m'$ that can be represented as $m + F \cdot x$, for some $x \in \mathbb{N}^T$, is reachable from the marking $m$.

A subset of places $Q$ is called a trap if $Q^* \subseteq \cdot Q$. A subset $Q \subseteq P$ is called a siphon if $\cdot Q \subseteq Q^*$. A trap (siphon) is a proper trap (siphon) iff it is not empty. Traps have the property that once marked they remain marked, whereas unmarked siphons remain unmarked whatever transition sequence occurs.

A place invariant is a row vector $I: P \rightarrow \mathbb{Q}$ such that $I \cdot F = 0$. We denote by $\mathcal{I}$ the matrix that consists of basis place invariants as rows. We say that markings $m$ and $m'$ agree on a place invariant $I$ if $I \cdot m = I \cdot m'$ (see [5]). The main property of place invariants is that any two markings $m, m'$ such that $m \xrightarrow{\rho} m'$ agree on all place invariants, i.e. $I \cdot m = I \cdot m'$.

**Batch Workflow Nets** A Petri net $N$ is a workflow net (WF-net) iff it has two special places — the initial source place $i$ corresponding to the initial state of the processed cases and the final sink place $f$ corresponding to the final state of the processed cases; moreover every place and transition of $N$ is on a directed path from $i$ to $f$.

Following [7], we define a class of nets called batch workflow nets (BWF-nets). Actually, BWF-nets are WF-nets without redundant and persistent places, i.e. workflow nets that satisfy minimal correctness requirements.

**Definition 1** A Batch Workflow net (BWF-net) $N$ is a Petri net having the following properties:

1. $N$ has a single source place $i$ and a single sink place $f$;
2. every transition of $N$ has at least one input and one output place;
3. every proper siphon of $N$ contains $i$;
4. every proper trap of $N$ contains $f$.

We define a property called generalized soundness for WF-nets.

**Definition 2** A WF-net $N$ is called generalized sound iff $\forall k \in \mathbb{N}: R(k \cdot i) \subseteq S(k \cdot f)$.

For the sake of brevity, we omit the word “generalized” in the rest of the paper. In [7], it has been shown that a WF-net $N$ is sound iff a certain derived BWF-net $N'$ is sound. The derivation is straightforward and only uses structural analysis of the net.

We assume that the reader is familiar with the basics of convexity theory (see e.g. [10]).
3 Decision Procedure of Soundness for BWF-nets

In this section, we describe our decision procedure for checking generalized soundness of BWF-nets. Our decision procedure improves the one from [7] since we need to check proper termination for a much smaller set of markings. We give an algorithm for computing this set of markings and enhance the procedure with a backward reachability algorithm that checks whether these markings are backward reachable from some final marking and if not our procedure returns a counterexample.

We start by briefly discussing the decision procedure from [7]. We first give some necessary conditions for soundness:

**Lemma 1** [7] Let $N$ be a sound BWF-net. Then,

1. $I \cdot \bar{i} = I \cdot \bar{f}$ (i and f agree on the basis place invariants);
2. $I \cdot x = \bar{0}$ for $x \in (\mathbb{Q}^+)P$ iff $x = \bar{0}$, i.e. $I \cdot x = \bar{0}$ has only the trivial solution on $N$.

These conditions can be easily checked and further on, we assume they are satisfied.

The set of all markings reachable from some initial marking of a BWF-net $N$ is given by $R = \bigcup_{k \in N} R(k \cdot \bar{i})$. Due to the marking equation, $R(k \cdot \bar{i})$ is a subset of $G_k = \{k \cdot \bar{i} + v^F | v \in \mathbb{Z}^T\} \cap N^P$. Note that the reverse is not true. Let $m \in G_k$, for some $k \in N$. Then $I \cdot m = I \cdot (k \cdot \bar{i})$. Since condition 2 of Lemma 1 holds, $G_k \cap G_\ell = \bar{0}$ for all $k, \ell \in N$ and we can define the i-weight function $w(m)$ for $m$ as $k$. Now consider the set $G = \bigcup_{k \in N} G_k$, i.e. $G = \{k \cdot \bar{i} + v^F | k \in N \land v \in \mathbb{Z}^T\} \cap N^P$:

**Theorem 1** [7] Let $N$ be a BWF-net. Then $N$ is sound iff for any $m \in G$, $m \xrightarrow{*} w(m)\bar{f}$.

We will say that a marking $m \in G$ terminates properly if $m \xrightarrow{*} w(m)\bar{f}$.

$G$ is an infinite set, but unlike $R$ it has a regular algebraic structure, which allows to reduce the check of proper termination to a check for a finite set of markings.

The following lemma is proved by using convexity analysis [10], notably the Farkas-Minkowski-Weyl theorem.

**Lemma 2** [7] Let $\mathcal{H} \overset{def}{=} \{a \cdot \bar{i} + v^F | a \in \mathbb{Q}^+ \land v \in \mathbb{Q}^T\} \cap (\mathbb{Q}^+)P$. Then there exist a finite set $E_\mathcal{H}$ of generators $e^1 \ldots e^n \in \mathcal{H}$ of $\mathcal{H}$, i.e. $\mathcal{H} = \{\Sigma_{i=1}^n \lambda_i \cdot e^i | \lambda_i \in \mathbb{Q}^+\}$.

The soundness check can now be reduced to the check of proper termination for a finite set of markings:

**Theorem 2** [7] Let $N$ be a BWF-net such that the conditions of Lemma 1 hold and let $\Gamma \overset{def}{=} \{\Sigma_{i=1}^n \alpha_i \cdot e^i | 0 \leq \alpha_i \leq 1 \land e^i \in E_\mathcal{H}\} \cap \mathcal{H}$. Then $N$ is sound iff all markings in $\Gamma$ terminate properly.

In fact, $\Gamma$ represents the set of markings ("integer points") of the bounded convex polyhedral cone having as generators the set of rescaled generators (also called polytope).

The decision procedure from [7] comprises the following steps:
1. Check whether \( \mathcal{I} \cdot i = \mathcal{I} \cdot \bar{f} \);
2. Check whether \( \mathcal{I} \cdot x = 0 \) has only the trivial solution on \( \mathbb{N}^P \).
3. Check for all markings \( m \in \Gamma \) that \( m \overset{\cdot \vec{e}}{\rightarrow} w(m) \cdot \bar{f} \).

Steps 1 and 2 are not computationally costly. The set of markings \( \Gamma \) turns out to be very large in practice, and Step 3 is thus very expensive for real-life examples. We shall reduce this check to a check for a smaller set of markings. In what follows we will replace the last step with the following step:

**3’.** Check for all markings \( m \) of the set \( \Upsilon \) of minimal markings of \( G^+ = \bigcup_{k \in \mathbb{N}^+} \mathcal{G}(k \cdot \bar{i}) \), i.e. \( \Upsilon = \{ m \mid \forall m' \in G^+ : m' \leq m \Rightarrow m' = m \} \).

In the rest of this Section, we show that Step 3 can be replaced with Step 3’, and \( \Upsilon \subseteq \Gamma \), i.e. we reduce the number of markings for which the proper termination has to be checked indeed. For this purpose, we prove the following statements:

**Lemma 3** Let \( m_1 \in G_{k_1} \) and \( m_2 \in G_{k_2} \) such that \( m_2 > m_1 \). Then \( k_2 > k_1 \).

**Proof 1 (Sketch)** Suppose that \( k_1 \geq k_2 \). Then, there is \( \epsilon > 0 \) such that \( k_1 = k_2 + \epsilon \).

Then, by substitutions we obtain \( \mathcal{I} \cdot m_1 = \mathcal{I} \cdot (m_2^\epsilon \cdot \bar{i}) \). Since the equation \( \mathcal{I} \cdot (m_2^\epsilon \cdot \bar{i} - m_1) = 0 \) has only the trivial solution in \( (Q^+)^P \), we conclude that \( m_1 = m_2 + \epsilon \cdot \bar{i} \) with \( \epsilon > 0 \). This contradicts the fact that \( m_2 > m_1 \).

**Theorem 3** Let \( N \) be a BWF-net such that \( \mathcal{I} \cdot \bar{i} = \mathcal{I} \cdot \bar{f} \) and \( \mathcal{I} \cdot x = 0 \) has only the trivial solution in \( (Q^+)^P \), let \( G^+ = \{ k \cdot \bar{i} + F \cdot v \mid k \in \mathbb{N}^+ \wedge v \in \mathbb{Z}^T \} \cap \mathbb{N}^P \), \( \Gamma = \{ \sum \alpha_i \cdot e^i \mid 0 \leq \alpha_i \leq 1 \wedge e^i \in E_G \} \cap G \), and \( \Upsilon \) is the set of minimal markings of \( G^+ \). Then:

1. \( N \) is sound iff for any marking \( m \in \Upsilon \), \( m \overset{\cdot \vec{e}}{\rightarrow} w(m) \cdot \bar{i} \).
2. Each marking \( m \in \Upsilon \) satisfies \( m \leq M \), where \( M = (\max_i \{ e^i \}) \). Every marking \( m \in \Gamma \) can be represented as \( m = m' + \Delta_0 \), where \( m' \in \Upsilon \) and \( \Delta_0 \in \mathcal{G}^+ \), \( \Delta_0 > 0 \). In case \( \Delta_0 \notin \Upsilon \), \( \Delta_0 \overset{\cdot \vec{e}}{\rightarrow} w(\Delta_0) \cdot \bar{f} \).
3. \( \Upsilon \subseteq \Gamma \).

**Proof 2 (Sketch)** (1) \( (\Rightarrow) \) This part trivially results from Theorem 2 since \( \Upsilon \subseteq G \).

(\( \Leftarrow \)) Let \( m \overset{\cdot \vec{e}}{\rightarrow} w(m) \cdot \bar{i} \) for every marking \( m \) from \( \Upsilon \). We will prove that \( m \overset{\cdot \vec{e}}{\rightarrow} w(m) \cdot \bar{i} \) for every marking \( m \) from \( \Gamma = \{ \sum \alpha_i \cdot e^i \mid 0 \leq \alpha_i \leq 1 \wedge e^i \in E_G \} \cap G \), which implies then that \( N \) is sound (Theorem 2).

Let \( m \in \Gamma \). If \( m \in \Upsilon \), \( m \overset{\cdot \vec{e}}{\rightarrow} w(m) \cdot \bar{i} \). Otherwise \( m \in (\Gamma \setminus \Upsilon) \) and it can be represented as \( m = m' + \Delta_0 \), where \( m' \in \Upsilon \) and \( \Delta_0 \in \mathcal{G}^+ \), \( \Delta_0 > 0 \). In case \( \Delta_0 \notin \Upsilon \), \( \Delta_0 \overset{\cdot \vec{e}}{\rightarrow} w(\Delta_0) \cdot \bar{f} \).

Since \( m' \overset{\cdot \vec{e}}{\rightarrow} w(m') \cdot \bar{i} \), \( m \overset{\cdot \vec{e}}{\rightarrow} w(m) \cdot \bar{i} \). In case \( \Delta_0 \notin \Upsilon \), \( \Delta_0 \) can be further written as \( \Delta_0 = \Delta_1 + \Delta_2 \), where \( \Delta_1 \in \Upsilon \) and \( \Delta_2 \in \mathcal{G}^+ \), \( \Delta_2 \geq 0 \). We continue until we reach a \( \Delta_{i-1} = \Delta_i = 0 \) with \( \Delta_i \in \Upsilon \). (the process is finite since \( \Delta_i \) are non-zero vectors from \( \mathbb{N}^P \)).

Therefore \( m = \sum_{i=0}^l \Delta_i \), where \( \Delta_i \in \Upsilon \). As a result, \( m \overset{\cdot \vec{e}}{\rightarrow} w(m) \cdot \bar{i} \).
$e^i \in E_G$, we have $m \geq e^i$. That means that $m$ and $e^i$ are comparable, which contradicts the hypothesis.

(3) follows trivially from (2) and the definition of $\Gamma$. $\square$

Now we can describe how we check condition $3'$ in practice.

### 3.0.1 Computing the generators of the convex polyhedral cone $H$

$H$ is given as the intersection of two polyhedra: $A$ with the set of generators $\{\bar{i}\} \cup \{\pm F(t) \mid t \in T\}$ (column vectors of the matrices $F$ and $-F$) and $B$ with the set of generators $\{\bar{p} \mid p \in P\}$ (trivial generators).

### 3.0.2 Computing the rescaled generators of $H$ that are in $G$

Let $E$ be a (minimal) set of generators of the convex polyhedral cone $H = \{a \cdot \bar{i} + F \cdot v \mid a \in \mathbb{Q}^+, v \in \mathbb{Q}^T\} \cap (\mathbb{Q}^+)^P$. All generators of $H$ can be represented as $a \cdot \bar{i} + F \cdot v$, where $a \in \mathbb{Q}$ and $v \in \mathbb{Q}^T$ can be found by solving linear equations. In order to find the set of generators of $G$ ($E_G$), the generators of $H$ need to be rescaled. The rescaling factor of each generator is the lcm of the denominators of $a$ and $v$, divided by the gcd of the numerators of $a$ and $v$. $\bar{i}$ and $\bar{f}$ are generators of $H$ and moreover their rescaling factor is 1.

### 3.0.3 Computing $\Upsilon$

The next step is to find $\Upsilon$ — the set of minimal markings of $G$. Note that the markings of $\Upsilon$ are smaller than the marking $M$ whose components are the maximums of the respective components of the rescaled generators, i.e. $M = (\max_i \{e^i_1\}, \ldots, \max_i \{e^i_P\})$ (Theorem 3).

The set of markings $\Upsilon$ has the following properties:

- $E_G \subseteq \Upsilon$, since $\forall e^i \in E_G$, $e^i < M$ and $e^i$ are incomparable; in particular $\bar{i}$, $\bar{f} \in E_G \subseteq \Upsilon$

- $G_1 \subseteq \Upsilon$. Suppose that there is an $m \in G_1$ such that $m \notin \Upsilon$. Then there is $m' \in \Upsilon$ such that $m' < m$. By Lemma 3, $w(m') < w(m) = 1$, contradiction.

When computing $\Upsilon$, we make use of the following observations:

**Remark 1** $\bar{i}, \bar{f} \in \Upsilon$. Let $\Upsilon' = \Upsilon \setminus \{\bar{i}, \bar{f}\}$. We take an ordering on the set of places of the form $P = \{p_1, \ldots, p_s, i, f\}$, where $s = |P| - 2$. Therefore the markings of $\Upsilon'$ have the form $(m_1, \ldots, m_s, 0, 0)$, where $0 \leq m_j \leq M_j$ for all $j \in \{1, \ldots, s\}$.

The markings from $\Upsilon'$ are thus less than $M' = (\max_i \{e^i_1\}, \ldots, \max_i \{e^i_P\}, 0, 0) = (M - (0, \ldots, 0, 1, 1))$.

**Remark 2** Let $m$ be a given marking. If the equation $m = k \cdot \bar{i} + F \cdot v$ has no solution in $\mathbb{N}^+$ then $m \notin G$. Otherwise, $m \in G_k$.

We compute $\Upsilon'$ by an optimized enumeration of all vectors from $\mathbb{N}^+$ which are smaller than $M$. The optimization is due to avoiding the consideration of markings which are greater than some marking already added to $\Upsilon'$.  
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Algorithm 1: Backward reachability check

1. **INPUT:** $N = (P, T, F), \, \mathcal{Y}, \, J = \{w(m) \mid m \in \mathcal{Y}\}$
2. **OUTPUT:** “the BWF-net is sound” or “the BWF-net is not sound, $m, k$” where $m \in G_k$, $m \not\xrightarrow{\sigma} k \cdot \bar{f}$ and $k = \min\{\ell \mid m \in \mathcal{Y}: \ell \cdot \bar{i} \xrightarrow{\sigma} m \not\xrightarrow{\ell} \cdot \bar{f}\}$

3. **for** $j \in J$ **do**
   4. $B_j = \{j \cdot \bar{f}\}$
   5. **repeat**
     6. $B_j = B_j \cup \{m - F_t \mid m - F_t^+ \geq \bar{0} \land m \in B_j \land t \in T\}$
     7. **until** a fixpoint is reached or $\mathcal{Y}_j \subseteq B_j$;
     8. **if** $\mathcal{Y}_j \not\subseteq B_j$ **then**
       9. pick $m \in \mathcal{Y}_j \setminus B_j$; $\ell = 1$
       10. **loop**
         11. **if** $(j + \ell) \cdot \bar{i} \in B_{j+\ell}$ **then**
             12. **return**(“the BWF-net is not sound”, $m, j + \ell$)
             13. **else** $\ell++$
             14. **end if**
         15. **end loop**
     16. **end if**
   17. **end for**
18. **return**(“the BWF-net is sound”)

3.0.4 Checking proper termination for markings of $\mathcal{Y}$

We need to check that for all $m \in \mathcal{Y}$, $m \xrightarrow{w(m)} \cdot \bar{f}$. Due to condition 2 of Lemma 1, $S(k \cdot \bar{f})$ is a finite set for any $k$. Therefore we employ a backward reachability algorithm to check proper termination of markings in $\mathcal{Y}$. Let $J$ be the (finite) set of weights of markings from $\mathcal{Y}$. The backward reachability algorithm constructs for each $i$-weight $j \in J$, starting from weight 1, the backward reachability set $B_j$. We start from the marking $j \cdot \bar{f}$ and continue by adding the markings $\{m - F_t \mid m \in B_j \land m - F_t^+ \geq \bar{0} \land t \in T\}$, where $F_t$ is column of $F$ corresponding to transition $t$, until it either $B_j$ contains all markings from $\mathcal{Y}_j$ or we reach the fixpoint ($S(j \cdot \bar{f})$). In the first case all markings of $\mathcal{Y}_j$ terminate properly; as a result the BWF-net is sound. In the latter case the markings in $\mathcal{Y}_j$ do not terminate properly; therefore the net is not sound. Note that the backward reachability sets $B_j$ are distinct (since $G_k \cap G_{\ell} = \emptyset$ for any $k \neq \ell$).

This check results either in verdict “sound” (if all markings from $\mathcal{Y}$ terminate properly), or “unsound” together with some marking that does not terminate properly in the contrary case.

3.0.5 Finding a counterexample

Let $m$ be a marking from $\mathcal{Y}$ returned by the check above as non-properly terminating. Like all markings from $\Gamma$, $m$ does not necessarily belong to $R$. To give a counterexample, we still need to find a marking reachable from some $k \cdot \bar{i}$ that does not terminate properly. We use the following lemma to find a counterexample:

**Lemma 4** [7] Let $N$ be a sound BWF-net and let $m \in G_k$ for some $k \in \mathbb{N}$. Then there exists
\( \ell \in \mathbb{N} \) such that \((k + \ell) \cdot \overline{i} \xrightarrow{s} m + \ell \cdot \overline{f} \).

In order to find a counterexample, we use backward reachability analysis for markings \( m + \ell \cdot \overline{f} \), where \( d \in \mathbb{N}^+ \), starting with \( d = 1 \). If this backward reachability reaches \((k + \ell) \cdot \overline{i}\), then the net is not \((k + \ell)\)-sound and the counterexample is \((k + \ell) \cdot \overline{i} \xrightarrow{s} m + \ell \cdot \overline{f} \) (\( \overline{f} \rightarrow (k + \ell) \cdot \overline{f} \)).

4 Practical Application of the Decision Procedure

In this section, we illustrate the application of the procedure described in the previous section by means of a simple example, discuss how to check soundness for large nets compositionally and we give some details on the implementation of the procedure and experimental results.

4.0.6 Example

We illustrate the main steps of the algorithm on the BWF-net in Figure 1. The corresponding polyhedral cone has trivial generators: \( E = \{\overline{i}, \overline{f}, \overline{u}, \overline{b}\} \). The set of rescaled generators is \( E_G = \{\overline{i}, \overline{f}, 8 \cdot \overline{u}, 8 \cdot \overline{b}\} \).

Next compute \( \Upsilon^* \):

\[
\Upsilon = \{(8, 0, 0, 0), (0, 8, 0, 0), (1, 3, 0, 0), (3, 1, 0, 0), (0, 0, 0, 1), (0, 0, 1, 0)\}
\]

Note that in this example \(| \Upsilon | = 6\), while \(| \Upsilon | = 44\). Thus we gain a lot in comparison with the algorithm from [7].

The backward reachability algorithm finds that \( 8 \cdot \overline{b} \notin S(2 \cdot \overline{f}) \) and therefore the net is not sound. The marking \( 8 \cdot \overline{b} \in R(2 \cdot \overline{f}) \): \( 2 \cdot \overline{i} \xrightarrow{a} 6 \cdot \overline{u} + 2 \cdot \overline{b} \xrightarrow{w} 8 \cdot \overline{b} \), and the net is not 2-sound. Figure 1 shows the dead marking.

4.0.7 Compositional verification of soundness

In practice it is often needed to verify soundness of large workflow nets that cannot be handled by current verification tools. Therefore, a more efficient approach is needed to handle these cases. Applying simple reduction rules that preserve soundness, like the ones from [8], facilitates the task a lot. The reduced net can then be checked using a compositional approach:
1. Identify sub-BWF-nets in the original workflow by using classical graph techniques (e.g. strongly connected components).

2. Check whether the found BWF-subnets are generalized sound using the procedure described.

3. Reduce every sound BWF-subnet to one place and repeat the procedure iteratively, till the soundness of the whole net is determined.

Correctness of the reduction part of Step 3 is justified by Theorem 6 from [6].

4.0.8 Implementation and experimental results

The decision procedure described in Section 3 has been implemented in a prototype tool. The tool uses the Yasper editor [9] for input of batch workflow nets and gives as output the conclusion on soundness and a counterexample in case the net is not sound. The prototype is written in C++ and uses the Parma Polyhedra Library [3, 4] for the computation of the minimal set of generators of the convex polyhedral cone $\mathcal{H}$.

The complexity of the procedure is dominated by the complexity of the reachability problem (which is still not known, all known algorithms are non-primitive recursive); however, for BWF-nets modelling real-life business processes the performance turned out to be acceptable. We have run our prototype on a series of examples. The nets were first reduced with the standard reduction rules from [8], which preserve soundness. In most of the experiments $\Upsilon$ turned out to be equal to the set of rescaled generators. Our experiments showed that our tool can handle models of business processes of realistic size in reasonable time; a typical case: for a (reduced) BWF-net with $|P| = 18$ and $|T| = 22$, our algorithm checks soundness within 8 seconds.

5 Conclusion and Future Work

In this paper, we have presented an improved procedure for deciding generalized soundness of BWF-nets. We showed that the problem reduces to checking proper termination for a set of minimal markings from the set found in [7], which significantly reduces the number of markings for which proper termination has to be checked. Further, we described a backwards reachability algorithm for checking proper termination for the found set of markings.

As discussed in Section 4, soundness of workflow nets can be checked in a compositional way. In addition to that, our soundness check can be used for compositional verification of Petri net properties. By adapting the proof of Theorem 6 from [6], it is easy to prove that if a Petri net has a subnet which is a generalized sound net whose transition are labelled by invisible labels, the net obtained by reducing this subnet to one place is branching bisimilar to the original net. For future work, we are interested in the verification of temporal logic properties of Petri nets (not necessarily WF-nets) with using such a reduction technique.

The idea can also be applied to build sound by construction nets in a hierarchical way similarly to Vogler’s refinement by modules [11, 12].
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