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Upper Bounds on $|C_2|$ for a Uniquely Decodable Code Pair $(C_1, C_2)$ for a Two-Access Binary Adder Channel
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Abstract—An algebraic and a combinatorial upper bound are derived on $|C_2|$ given the code $C_1$, where $(C_1, C_2)$ is a uniquely decodable code pair $(C_1, C_2)$ for a two-access binary adder channel. A uniquely decodable code with rate pair $(0.5170, 0.7814)$ is also described.

I. INTRODUCTION

Consider a binary two-access adder channel. The two users use a binary block code $C_1$, respectively $C_2$, and we shall assume that they are in bit and block synchronization. In the noiseless case (which we shall discuss here) the messages $c_1 \in C_1$, and $c_2 \in C_2$ will be received as $c_1 + c_2$, where the addition $+$ takes place in $Z$.

This noiseless two-access channel has been studied by several authors, e.g., Liao [5], Ahlswede [1], Kasami, Lin et al. [2], [3], [4], [6], [9], and van Tilborg [8].

Liao [5] has shown that the capacity region of this channel can be described by

$$0 < R_1 < 1,$$
$$0 < R_2 < 1,$$
$$R_1 + R_2 < 3/2.$$  \hspace{1cm} (1)

The code pair $(C_1, C_2)$ is called uniquely decodable if the sums $c_1 + c_2$ of all pairs $(c_1, c_2) \in C_1 \times C_2$ are all different. This means that the receiver can uniquely determine the codewords $c_1$ and $c_2$ from their sum.

In van Tilborg [8] it is shown by combinatorial methods that if $n$ is the length of the uniquely decodable code pair $(C_1, C_2)$

$$|C_1| \times |C_2| \leq \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \end{array} \right) 2^{\min(k, n-k)}.$$  \hspace{1cm} (2)

From (2) one can show with elementary asymptotic methods that the rate pair $(R_1, R_2)$ of any uniquely decodable code pair $(C_1, C_2)$ satisfies (1).

In Wei, Kasami, Lin, and Yamamura [9] the existence of certain good uniquely decodable codes is demonstrated. Asymptotic methods lead to the lower bound in Fig. 1.

In the same paper the authors associate a certain graph $\Gamma(C_1)$ with the code $C_1$. They show that determining the maximal size of a code $C_2$ such that $(C_1, C_2)$ is uniquely decodable is equivalent to determining the maximal size coclique in $\Gamma(C_1)$.

Determining maximal cocliques (or their size) soon becomes computationally infeasible for larger values of $n$. We propose an easy to compute manner of upper bounding $|C_2|$ given $C_1$. In this way one again can derive (2). Moreover by taking a closer look at these bounds one often can improve them in particular cases. We also find a uniquely decodable code $(C_1, C_2)$ with parameters $n = 5$, $|C_1| = 6$, $|C_2| = 15$. This leads to a rate pair above the time sharing line in Fig. 1 formed by the two codes $((0,0), (1,1))$ and $((0,0), (0,1), (1,0))$.

II. DEFINITIONS

Let $V_n$ denote $\{0,1\}^n$ and let $\oplus$ denote modulo 2 addition. An easy way of describing codes (subsets of $V_n$) and certain properties of codes uses the terminology of group algebras.

Definition: The group algebra $(\mathbb{C}(V_n), \oplus, \ast)$ of $V_n$ over $\mathbb{C}$ is the set of formal sums $\sum_{u \in V_n} a_u z^u$, with addition $\oplus$ and multiplication $\ast$ defined by

$$\left( \sum_{u \in V_n} a_u z^u \right) \oplus \left( \sum_{u \in V_n} b_u z^u \right) = \sum_{u \in V_n} (a_u + b_u) z^u,$$
$$\left( \sum_{u \in V_n} a_u z^u \right) \ast \left( \sum_{v \in V_n} b_v z^v \right) = \sum_{w \in V_n} \left( \sum_{u \oplus v = w} a_u \cdot b_v \right) z^w.$$  \hspace{1cm} (3)

A subset $A$ of $V_n$ can now be denoted by the element $\sum_{u \in A} a_u z^u$ of $\mathbb{C}(V_n)$. For this element we shall use the same...
letter $A$. Of particular interest will be the sets

$$Y_k := \{ u \in V_n | w_{H}(u) = k \}, \quad 0 \leq k \leq n,$$

(5)

where $w_{H}$ denotes the Hamming weight.

For the following notions and lemmas the reader is referred to MacWilliams and Sloane [7].

**Lemma 1:** The characteristic numbers $B_k$, $0 \leq k \leq n$, of a code $C$ in $V_n$ defined by

$$B_k = |C|^{-2} \sum_{u \in Y_k} \left| \sum_{c \in C} (-1)^{u_c \cdots + u_{c'}} \right|^2$$

satisfy

$$B_k = |C|^{-1} \sum_{i=0}^{n} A_i P_k(n, i),$$

(7)

where $A_i$ is the $i$th coefficient of the distance enumerator of $C$ and where the Krawtchouk polynomial $P_k(n, x)$ is given by

$$P_k(n, x) = \sum_{i=0}^{k} (-2)^{i} \binom{n-i}{k-i} \binom{x}{i}.$$

(8)

**Definition 3:** The annihilator polynomial $a(x)$ of the code $C$ with characteristic numbers $B_k$ is given by

$$a(x) = 2^n |C|^{-1} \prod_{1 \leq k \leq n} \left(1 - \frac{x}{k}\right).$$

(9)

The degree $r$ of $a(x)$ is called the external distance of $C$. The expansion of $a(x)$ in terms of the Krawtchouk polynomials

$$a(x) = \sum_{k=0}^{r} a_k P_k(n, x)$$

(10)

is called the Krawtchouk expansion of $a(x)$. The coefficients $a_k$, $0 \leq k \leq r$, are called the Krawtchouk coefficients.

**Lemma 4:**

$$C \ast Y_k = \sum_{x \in V_n} B(x, k) \cdot x.$$  

(12)

**Theorem 5:** Let $a_i$, $0 \leq i \leq r$, be the Krawtchouk coefficients of the annihilator polynomial $a(x)$ of a code $C$. Then

$$C \ast \sum_{k=0}^{r} a_k Y_k = V_n,$$

(13)

$$\sum_{k=0}^{r} a_k B(x, k) = 1, \quad \text{for all } x \in V_n.$$

(14)

**III. RESULTS**

In the sequel all the numbers $a_k$, $B(x, k)$, etc., will be defined with respect to the code $C = C_1$.

**Lemma 6:** Let $(C_1, C_2)$ be uniquely decodable. Then

$$\sum_{c_{2} \in C_2} B(c_{2}, k) \leq \binom{n}{k} 2^{n-k}.$$  

(15)

**Remark:** Note that (15) is equivalent with

$$|\{(c_1, c_2) \in C_1 \times C_2 | d_H(c_1, c_2) = k\}| \leq \binom{n}{k} 2^{n-k}.\quad (16)$$

**Proof:** It is sufficient to show that for any $u \in Y_k$

$$|\{(c_1, c_2) \in C_1 \times C_2 | c_2 = c_1 \oplus u\}| \leq 2^k.$$  

(17)

We may assume without loss of generality that $u$ has its ones in the first $k$ coordinate places. Now assume the contrary of (17), i.e., there are more than $2^k$ pairs $(c_1, c_2)$ with $c_2 = c_1 \oplus u$ by the pigeon hole principle at least two $c_1$ must agree on the first $k$ coordinates, say $c_1'$ and $c_1''$. If one now considers the two pairs of codewords $(c_1', c_1'') = (c_1', c_1'' \oplus u)$ and $(c_1', c_1'') = (c_1', c_1' + u)$ in $C_1 \times C_2$, then one easily verifies that

$$c_1' + c_1'' = c_1' + (c_1'' \oplus u) = c_1'' + (c_1' \oplus u) = c_1'' + c_1'.$$

(18)

Indeed $(\ast)$ holds trivially at the last $n - k$ coordinates since $u_i = 0$ for $i > k$, and $(\ast)$ holds on the first $k$ coordinates since $(c_1(i)) = (c_1''(i))$ for $i \leq k$. Obviously (18) contradicts the assumption that $(C_1, C_2)$ is uniquely decodable.

**Lemma 7:** Let $(C_1, C_2)$ be uniquely decodable. Then

$$\sum_{c_{2} \in C_2} B(c_{2}, k) \leq \binom{n}{k} 2^{n-k}.$$  

(19)

**Remark:** Note again that (19) is equivalent to

$$\#\{(c_1, c_2) \in C_1 \times C_2 | d_H(c_1, c_2) = k\} \leq \binom{n}{k} 2^{n-k}.$$  

(20)
Proof: The proof is very similar to the proof of Lemma 6. Again it is sufficient to prove that for any $u \in Y_k$
\[\#(c_i, c_j) \in C_1 \times C_2 \mid c_i = c_j \oplus u\] \[\leq 2^{n-k}. \quad (21)\]
Again assume that $u$ has its ones in the first $k$ coordinate places. Assuming the contrary of (21), we now have the pairs $(c'_i, c'_j) - (c'_i, c'_j \oplus u)$ and $(c''_i, c''_j) = (c''_i, c''_j \oplus u)$ in $C_1 \times C_2$, where $c'_i$ and $c'_j$ now agree on the last $n-k$ coordinates. Again $c'_i + c'_j = c''_i + (c''_i \oplus u) = c''_i + c''_i$ because on the last $n-k$ coordinates $c'_i$ and $c''_i$ agree and on the first $k$ coordinates $c'_i \oplus (c''_i \oplus u)$ equals the all-one vector for $i = 1,2$. 

Lemmas 6 and 7 together yield another proof of (2). Indeed, summing (16) or (20) (depending on the minimum of $2k$ and $2n-k$) for $0 < k < n$ one obtains
\[|C_1| \times |C_2| \leq \sum_{k=0}^{n} \binom{n}{k} 2^{\min(k, n-k)} \quad (22)\]
From (14), (15), and (19) one easily deduces the following theorem.

Theorem 8: Let $\alpha_i, 0 < i < r$, be the Krawtchouk coefficients of the annihilator polynomial $a(x)$ of a code $C_i$. Let $(C_i, C_j)$ be uniquely decodable. Then
\[|C_2| \leq \sum_{k=0}^{r} \max\{0, \alpha_k\} \binom{n}{k} 2^{\min(k, n-k)}. \quad \text{(22)}\]

The importance of Theorem 8 lies mainly in its power to exclude large classes of candidates for the code $C_i$, when one is looking for good uniquely decodable code pairs $(C_1, C_2)$.

Example: $C_1$ is the Preparata code of length $n = 2^{m-1}, m \geq 2$, and size $2^{n-2m+1}$. It is well known (cf. [7]) that $r = 3$ for these codes and that $\alpha_0 = \alpha_1 = 1, \alpha_2 = \alpha_3 = n/3$. It follows from Theorem 8 that
\[|C_1| \leq 4n^2 - 4n + 3.\]
For $m = 2$ one finds at the best the pair $(|C_1|, |C_2|) = (2^8, 843)$ of length 15 with corresponding rate pair $(R_1, R_2) = (0.5334, 0.6480)$. For $m > 2$ the results are even poorer.

Of course if one does not know the $\alpha_i$'s from the literature, then one can compute the $\alpha_i$ quite easily from the distance distribution by means of (7), (9), and (10). If Theorem 8 leaves us with a promising candidate $C_j$, then a closer look at Lemmas 6 and 7 will often help in eliminating $C_j$ as good candidate or in finding the code $C_2$. The idea is that instead of using (13), we try to "cover" $V_n$ or most of $V_n$ by $C \ast Y_1, \ldots, C \ast Y_s$, minimal. The following example may clarify this idea.

Example: Consider $n = 5, C_1 = \{0, 3, 12, 21, 26, 31\}$ in binary notation. It is rather easy to check that
\[A(z) = (3 + 4z^2 + 8z^3 + 2z^4 + 4^2)/3,\]
\[B(z) = (9 + 10z + 16z^2 + 13z^3)/9,\]
\[a(x) = 2x^6 - 1(1 - x)/(1 - x)/(1 - x/3)(1 - x/4)\]
\[= \frac{1}{3}P_0(5, x) + \frac{1}{3}P_1(5, x) + \frac{1}{6}P_2(5, x) + \frac{1}{6}P_3(5, x).\]
It follows from Theorem 8 that
\[|C_2| \leq \frac{1}{3} \times \frac{1}{3} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} = 17.\]

With (16) it is not difficult to obtain a smaller upper bound for $|C_2|$. Indeed (16) implies that
\[|C_2| \leq \sum_{k=0}^{n} \binom{n}{k} 2^{\min(k, n-k)}.\]
It is easy to check that
\[k+1 \leq \sum_{k=0}^{n} \binom{n}{k} 2^{\min(k, n-k)}.\]

Example: Consider $n = 5, C_1 = \{0, 3, 12, 21, 26, 31\}$ in binary notation. It is rather easy to check that
\[A(z) = (3 + 4z^2 + 8z^3 + 2z^4 + 4^2)/3,\]
\[B(z) = (9 + 10z + 16z^2 + 13z^3)/9,\]
\[a(x) = 2x^6 - 1(1 - x)/(1 - x)/(1 - x/3)(1 - x/4)\]
\[= \frac{1}{3}P_0(5, x) + \frac{1}{3}P_1(5, x) + \frac{1}{6}P_2(5, x) + \frac{1}{6}P_3(5, x).\]
It follows from Theorem 8 that
\[|C_2| \leq \frac{1}{3} \times \frac{1}{3} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} \times \frac{1}{2} = 17.\]

With (16) it is not difficult to obtain a smaller upper bound for $|C_2|$. Indeed (16) implies that
\[|C_2| \leq \sum_{k=0}^{n} \binom{n}{k} 2^{\min(k, n-k)}.\]
### TABLE I

<table>
<thead>
<tr>
<th>Example</th>
<th>0, 31, 3, 12, 21, 26, 5, 10, 19, 28, 15, 16, 1, 13, 24, 27, 29, 17, 11, 8, 2, 20, 14, 30, 23, 7, 18, 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1 \oplus (0,0,0,0,0)$</td>
<td>$1 1 1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (1,0,0,0,0)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (0,1,0,0,0)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (0,0,1,0,0)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (0,0,0,1,0)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (0,0,0,0,1)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (1,1,1,1,1)$</td>
<td>$1 1 1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (0,1,1,1,1)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (1,0,1,1,1)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (1,1,0,1,1)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (1,1,1,0,1)$</td>
<td>$1 1 1$</td>
</tr>
<tr>
<td>$C_1 \oplus (1,1,1,1,0)$</td>
<td>$1 1 1$</td>
</tr>
</tbody>
</table>
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