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Abstract
For one step difference equations, where the matrix coefficients may be singular, a stability analysis based on using fundamental solutions and their inverses does not apply. This paper shows how well-boundedness of the Green’s function leads to a kind of dichotomy of the fundamental solution, including certain "parasitic solutions" (which arise because of the singularity of the fundamental solutions). This then is used to show how one can find a stable decoupling and thus a numerical algorithm for solving a discrete BVP. Several examples sustain the analysis.
1. Introduction

In analyzing numerical methods for boundary value problems, one often uses explicit representations or estimates of Green's functions. The notion of well-conditioning of such a BVP is intimately connected to a moderate bound of these Green's functions. As a consequence one can show cf. [6] that there exists a natural splitting of the solution space into non-growing and non-decaying solutions. It is essential for the latter analysis that the fundamental solution is nonsingular everywhere. A discrete analogue of such an analysis is straightforward (cf. [2]).

However, if the differential equations are implicit, and have an index ≥ 1, i.e. if in the (linearized) system, the coefficient matrix of the derivative term is allowed to be singular, this may lead to problems. These differential algebraic equations are in fact ODEs coupled with algebraic relations, cf. [5]. For certain numerical methods the rank deficiency is inherited in some of the matrix coefficients of the difference equation. This then explains our interest in rank deficient coefficients. Another example of one step recursions with such a rank deficiency arises from discretization of stiff problems; e.g. if we have

\[ \frac{dx}{dt} = \lambda(t) x, \quad \lambda \in \mathbb{R} \]

and we use an implicit method, the trapezoidal rule say, then the resulting recursion reads

\[ (1-h_i \lambda(t_{i+1})) x_{i+1} = (1+h_i \lambda(t_i)) x_i. \]

Clearly for \( h_i \lambda(t_{i+1}) = 1 \) or \( h_i \lambda(t_i) = -1 \) either one of the coefficients is zero. A generalization to systems is obvious.

In the singular coefficient case, we no longer have a fundamental solution that is invertible everywhere. This then makes the more or less standard argumentation for relating well-conditioning to dichotomy no longer applicable. Indeed, apparently some "parasitic" solutions are generated (filling in for the trivial solutions in the Green's function); we have to show that these behave well in some sense too.

In this paper we shall exclusively deal with the discrete rank deficient case. We shall analyze the Green's function and draw conclusions with respect to growth of ("parasitic") solutions. As a major result we can thus show how and why a decoupling technique makes sense and is stable for such problems. The analysis is in particular applied to problems which involve block tridiagonal matrices as arise e.g. from collocation methods for BVP. However, they may also be useful for multiple shooting techniques and related methods.

In section 2 we generalize concepts and estimates for Green's functions for the singular case. In section 3 we then show what can be said about the growth of basis modes (as far as they exist). As a special application of this analysis we consider in section 4 tridiagonal matrices arising from a particular repartitioning in a staircase matrix, thus inducing singular blocks. The analysis finally enables us to derive a stable decoupling algorithm in section 5. The theory is illustrated by some
examples in section 6.
2. Green's functions and their consequences

Let us consider a general implicit one step recursion for \( \{x_i\}_{i=1}^{N} \)

\[
(2.1a) \quad A_i x_i + B_i x_{i+1} = f_i, \quad i = 1, \ldots, N-1,
\]

where \( A_i, B_i \in \mathbb{R}^{n \times n}, f_i \in \mathbb{R}^n \). Assume we have a boundary condition (BC) for \( \{x_i\} \) given by

\[
(2.1b) \quad A_1 x_1 + M_N x_N = b,
\]

\( M_1, M_N \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^n \).

The problem (2.1) can be written as an \((n \times N)^2\) matrix equation

\[
(2.2a) \quad A x = b,
\]

where

\[
(2.2b) \quad A := \begin{bmatrix} A_1 & B_1 & \cdots & 0 \\ 0 & A_2 & B_2 & \cdots \\ \vdots & \vdots & \ddots & \ddots \\ 0 & \cdots & 0 & A_{N-1} & B_{N-1} \\ M_1 & \cdots & \cdots & 0 & M_N \end{bmatrix}, \quad x := \begin{bmatrix} x_1 \\ \vdots \\ x_{N-1} \\ x_N \end{bmatrix}, \quad b := \begin{bmatrix} f_1 \\ \vdots \\ f_{N-1} \\ b \end{bmatrix}.
\]

The conditioning (with respect to absolute errors) is then characterized by the conditioning constant \( \kappa \), defined as (cf. [2])

\[
(2.2c) \quad \|A^{-1}\| =: \kappa.
\]

We assume (2.1) to be well posed, i.e. \( A \) is invertible. Then there exists a fundamental solution \( \{\Phi_i\}_{i=0}^{N} \) with

\[
(2.3a) \quad A_i \Phi_i + B_i \Phi_{i+1} = 0
\]

\[
(2.3b) \quad M_1 \Phi_1 + M_N \Phi_N = I.
\]

Also, there exists a Green's function \( \{G_{ij}\}_{i=1}^{N}, j = 1, \ldots, N-1 \) with

\[
(2.4a) \quad A_i G_{ij} + B_i G_{i+1,j} = \delta_{ij} I,
\]

\[
(2.4b) \quad M_1 G_{ij} + M_N G_{Nj} = 0.
\]

Explicit expressions for \( \{G_{ij}\} \) when \( A_i = I \) and \( B_i \) is nonsingular for all \( i \) can be found e.g. in [7].

In this section we shall derive, more generally, expressions for the potentially rank deficient case, i.e. we assume that for at least one index \( j \) a matrix \( A_j \) or \( B_j \) is singular, i.e.

\[
(2.5) \quad A_j \Phi_j = -B_j \Phi_{j+1}
\]

is singular.

If we denote by \( A^+ \) the pseudo-inverse of a matrix \( A \) (cf. [4]), then
defines an orthogonal projection $\mathbb{R}^n \to \text{Range}(B_j \Phi_{j+1})$. In order to construct the Green's function we make the Ansatz

$$G_{ij} = \Phi_i K_j + F_{ij}, \quad i \leq j \quad K_j \in \mathbb{R}^n$$

$$G_{ij} = \Phi_i L_j + F_{ij}, \quad i \leq j \quad L_j \in \mathbb{R}^n,$$

where $(1 - P_j) F_{ij} = 0$. (Note that $F_{ij} = 0$ is the nonsingular case.) From (2.4a) and (2.7) we see

$$A_j \Phi_j K_j + B_j \Phi_{j+1} L_j = P_j$$

$$A_j F_{jj} + B_j F_{j,j+1} = I - P_j.$$

Using (2.5) we obtain

$$B_j \Phi_{j+1} (L_j - K_j) = P_j$$

and take

$$(L_j - K_j) = (B_j \Phi_{j+1})^+. $$

Now we find from (2.4b) (N.B. $M_1 \Phi_1 = 1 - M_N \Phi_N$)

$$M_N \Phi_N (L_j - K_j) = -K_j,$$

whence

$$K_j = -M_N \Phi_N (B_j \Phi_{j+1})^+. $$

A similar derivation can be given for $L_j$. Summarizing we have

**Property 2.13.** Define $\tilde{G}_{ij} = G_{ij} P_j$, then

$$\tilde{G}_{ij} = \Phi_i M_N \Phi_N (A_j \Phi_j)^+ \quad i \leq j$$

$$\tilde{G}_{ij} = \Phi_i M_1 \Phi_1 (B_j \Phi_{j+1})^+ \quad i > j.$$

**Property 2.14.**

(i) $\| \Phi_i M_N \Phi_N \Phi_j^+ \| \leq \kappa \| A_j \|, \quad i \leq j$

(ii) $\| \Phi_i M_1 \Phi_1 \Phi_{j+1}^+ \| \leq \kappa \| B_j \|, \quad i \geq j + 1.$

**Proof.** First we show that if $A_j \Phi_j y = 0$ for some nontrivial vector $y$, then $\Phi_{j+1} y = 0$. Suppose the latter is not true; without restriction assume $\| y \|_2 = 1$. Let $Y$ be an orthogonal matrix with $y$ as its first column and $Y(\alpha)$ equal to $Y$ but for its first column which is $\alpha y$, $\alpha \in \mathbb{R}$. Define another matrix solution $\{ \Psi_i(\alpha) \}$, where $\Psi_i(\alpha) = \Phi_i Y$, $i \leq j$ and $\Psi_i(\alpha) = \Phi_i Y(\alpha)$, $i \geq j + 1$. (Note that in particular $A_j \Psi_j(\alpha) = -B_j \Psi_{j+1}(\alpha)$.) We have
\[ M_1 \Psi_1(\alpha) + M_N \Psi_N(\alpha) = M_1 \Phi_1 Y + M_N \Phi_N Y(\alpha) = Y + (\alpha - 1) M_N \Phi_N [y \mid 0 \cdots 0]. \]

Hence there clearly exists a choice for \( \alpha \neq 1 \) such that \( M_1 \Psi_1(\alpha) + M_N \Psi_N(\alpha) \) is nonsingular, showing that \( \{ \Psi_i(\alpha) \} \) is another fundamental solution. However, since \( \Psi_1(\alpha) Y^{-1} = \Phi_1 \) we can't have uniqueness unless \( \Phi_i y = 0, \ i = j + 1, \ldots, N. \)

So for the rest of the proof we can therefore restrict ourselves to \( \text{Range} \ (A_j \Phi_j (A_j \Phi_j)^* ) = \text{Range} (B_j \Phi_{j+1} (B_j \Phi_{j+1})^*) =: S_j \), i.e. for (ii) we deduce from the foregoing that if \( u \in \text{range}(\Phi_{j+1} \Phi_{j+1}^*) \Rightarrow B_j \Phi_{j+1} u \neq 0 \). We can then proceed as follows

\[
\| \Phi_i M_1 \Phi_1 (B_j \Phi_{j+1})^* z \| = \max_{z \neq 0} \frac{\| \Phi_i M_1 \Phi_1 (B_j \Phi_{j+1})^* z \|}{\| z \|}.
\]

It is not restrictive to assume \( B_j \Phi_{j+1} (B_j \Phi_{j+1})^* z = z \), so with \( (B_j \Phi_{j+1})^* z =: y \), i.e. \( B_j \Phi_{j+1} y = z \), we find

\[
\| \Phi_i M_1 \Phi_1 (B_j \Phi_{j+1})^* z \| = \max_{y \neq 0} \frac{\| \Phi_i M_1 \Phi_1 y \|}{\| B_j \Phi_{j+1} y \|} \geq \max_{y \neq 0} \frac{\| \Phi_i M_1 \Phi_1 y \|}{\| B_j \| \| \Phi_{j+1} y \|}.
\]

Since \( \Phi_{j+1} y =: u \neq 0 \), we thus see that the last expression is underestimated by

\[
\max_{u \neq 0} \frac{\| \Phi_i M_1 \Phi_1 \Phi_{j+1}^* u \|}{\| B_j \| \| u \|} = \frac{\| \Phi_i M_1 \Phi_1 \Phi_{j+1} \|}{\| B_j \|},
\]

from which (ii) follows. Estimate (i) goes similarly.

Clearly, if all \( A_j \) and \( B_j \) are nonsingular, the expressions in (2.13) coincide with the standard form Green's function.

Next, we consider the complementary parts (see (2.7) and (2.8b)).

**Property 2.15.**

(i) \( \{ F_{ij} \}_{i,j} \) and \( \{ F_{ij} \}_{2i+1} \) satisfy the homogeneous recursion of (2.1).

(ii) \( \text{Range}(B_j F_{j,j+1}) \cap \text{Range}(A_j F_{jj}) = \{ 0 \} \).

(iii) There exists an orthogonal projection \( Q_j \) such that

\[
B_j F_{j,j+1} = (I - P_j) Q_j \quad A_j F_{jj} = (I - P_j) (I - Q_j).
\]

**Proof.** (ii): If \( \text{Range}(B_j F_{j,j+1}) \cap \text{Range}(A_j F_{jj}) \neq \{ 0 \} \), then there exist vectors \( a \) and \( b \) such that \( A_j F_{jj} a + B_j F_{j,j+1} b = 0 \) with \( A_j F_{jj} a \neq 0 \). Now define \( \{ f_i \} \) by
\[ f_i = F_{ij} a, \quad i \leq j \]
\[ f_i = F_{ij} b, \quad i \geq j + 1. \]

Then clearly \( \{f_i\} \) satisfies the homogeneous recursion for \( i = j \) and on account of (i) also for \( i \neq j \).

So there exists a vector \( c \) such that \( f_i = \Phi_j c \) for all \( i \), and in particular for \( i = j \). Hence \( A_j \Phi_j c = A_j F_{jj} a = 0 \). Since \( A_j \Phi_j c \in \text{Range}(P_j) \) and \( (A_j F_{jj}) \in \text{Range}(1-P_j) \) this is clearly a contradiction.

(iii) Define \( Q_j \) by \( (I-P_j) Q_j = (B_j F_{jj})_{j+1} (B_j F_{jj})^* \) (cf. (2.6)).

Property 2.16. The splitting for \( G_{ij} \) in (2.7) is unique and hence \( \tilde{G}_{ij} \) is uniquely defined by (2.13a,b).

Proof. Clearly \( \tilde{G}_{ij} \) is uniquely defined. Now suppose \( \{H_{ij}\} \) is defined as \( \{F_{ij}\} \) in (2.7). Then \( \{F_{ij} - H_{ij}\} \) satisfies the homogeneous recursion. Hence for some matrix \( S \) we have

\[ F_{ij} - H_{ij} = \Phi_j S. \]

Since we must have \( M_1 F_{1j} + M_N F_{nj} = M_1 H_{1j} + M_N H_{nj} = 0 \) (see (2.4b)) we deduce \( (M_1 \Phi_1 + M_N \Phi_N) S = 0 \) \( \Rightarrow \) \( S = 0 \), so \( F_{ij} = H_{ij} \).

We find immediately:

Corollary 2.17. \( \|\tilde{G}_{ij}\|_2, \|F_{ij}\|_2 \leq \|G_{ij}\|_2. \)
3. Estimates for the fundamental solutions

In section 2 we derived expressions for the Green's function in terms of the fundamental solution \( \{ \Phi_i \} \) and certain \textit{parastatic solutions} \( \{ F_{ij} \}_{j \text{ fixed}} \). The latter kind of "solutions" are effectively one-sided solutions, i.e. built up from components which satisfy the homogeneous recursion for either \( i > j \) or \( i < j \); this is in contrast to the \textit{fundamental solution} which exists globally (albeit with possible zero components on a range of consecutive indices).

We shall now show that well conditioning of the BVP (2.1), (2.2) implies a kind of dichotomy of \( \{ \Phi_i \} \) and a kind of one sided stability for \( \{ F_{ij} \} \). To do this we first have to generalise some results of [6]; not so much because our problem is discrete, but rather because it is singular.

First we examine the structure of \( \{ \Phi_i \} \) more in detail. Let \( \text{rank}(\Phi_1) = n - l \) and \( \text{rank}(\Phi_N) = n - m \). (N.B. \( 0 < l + m \leq n \)). Then there clearly exists an orthogonal \( V \) such that

\[
\Phi_1 V = \begin{bmatrix} * & 1 \emptyset \\ \downarrow & _l \end{bmatrix} \]

i.e. the last \( l \) columns of \( \Phi_1 V \) consist of zeros; consequently the last columns of \( \Phi_N V \) must have full rank. However if \( m > 0 \), we may postmultiply \( V \) by an orthogonal matrix \( W \),

\[
W = \begin{bmatrix} \hat{W} & 0 \\ 0 & I_l \end{bmatrix}, \quad \hat{W} \in \mathbb{R}^{(n-l)^2},
\]

such that

\[
(3.1c) \quad \Phi_N V W = \begin{bmatrix} \emptyset & * \\ \downarrow & _m \end{bmatrix}.
\]

It is therefore not restrictive to identify \( V \) and \( V W \). Next, let \( U_1 \) be an orthogonal matrix such that

\[
(3.2a) \quad U_1^T \Phi_1 V = \begin{bmatrix} \emptyset & \emptyset \\ \emptyset & \emptyset \\ \emptyset & \emptyset \end{bmatrix} \downarrow ^l \rightarrow ^m =: \Psi_1
\]

(i.e. \( \Psi_1 \) is upper triangular) and \( U_N \) an orthogonal matrix such that

\[
(3.2b) \quad U_N^T \Phi_N V = \begin{bmatrix} \emptyset & \emptyset & \emptyset \\ \emptyset & \emptyset & \emptyset \\ \emptyset & \emptyset & \emptyset \end{bmatrix} \downarrow ^l \rightarrow ^m =: \Psi_N
\]

(i.e. \( \Psi_N \) is lower triangular). Let \( \Phi_1 \) be a special initial value defined by (cf. (3.2a))

\[
(3.3a) \quad \Phi_1 := \Psi_1 + \begin{bmatrix} \emptyset & \emptyset & \emptyset \\ \emptyset & \emptyset & \emptyset \\ \emptyset & \emptyset & I_l \end{bmatrix} V^T.
\]

It is simple to verify that
for some $A \in \mathbb{R}^{(n-m-I) \times (n-m-I)}$, $B \in \mathbb{R}^{(n-m-I) \times l}$ and $C \in \mathbb{R}^{l \times l}$, $A$ and $C$ being nonsingular. As a following step let

$$A =: \bar{U} \bar{\Sigma} \bar{V}^T,$$

be the SVD of $A$, where $\bar{\Sigma}$ has positive elements $\sigma_1, \ldots, \sigma_{n-m-I}$. Assume $0 < \sigma_1, \ldots, \sigma_k \leq 1$ and $\sigma_{k+1}, \ldots, \sigma_{n-m-I} > 1$, for some $k \in \mathbb{N}$. Like in [6] we split $\bar{\Sigma}$ in two parts (which effectively corresponds to a separation of non-increasing and increasing modes coupled by the boundary condition); so we introduce

$$D_2 = \text{diag}(\sigma_{k+1}, \ldots, \sigma_{n-m-I})$$

and

$$\tilde{D} = \begin{bmatrix} I_k & \emptyset \\ \emptyset & D_2 \end{bmatrix}.$$ 

Inspired by this partitioning, let a projection $P$ be given by

$$P := \begin{bmatrix} I_{m+k} & \emptyset \\ \emptyset & \emptyset \end{bmatrix}.$$ 

Finally, let

$$K := P + (I - P) \begin{bmatrix} \emptyset & \emptyset \\ \emptyset & \tilde{D} \emptyset \\ \emptyset & B \bar{V} \emptyset \end{bmatrix}$$

(note that $K$ is nonsingular).

Then we define a fundamental solution $\{\tilde{\Phi}_i\}$ by

$$\tilde{\Phi}_i := \Phi_i \Phi_1^{-1} X K^{-1}$$

where

$$X := \begin{bmatrix} I_m & \emptyset \\ \emptyset & \bar{V} \emptyset \\ \emptyset & \emptyset \emptyset \end{bmatrix},$$

and separated BC $\tilde{M}_1, \tilde{M}_N$ by

$$\tilde{M}_1 := PX^T U_1^T$$

and

$$\tilde{M}_N := (I - P) Y^T U_N^T$$

where
We have the following lemmata

**Lemma 3.9.**

(i) \( \tilde{M}_1 \tilde{\Phi}_1 + \tilde{M}_N \tilde{\Phi}_N = 0 \)

(ii) \( \| \tilde{M}_1 \|_2 \leq 1, \quad \| \tilde{M}_N \|_2 \leq 1 \)

(iii) \( \| \tilde{\Phi}_1 \|_2 \leq 1, \quad \| \tilde{\Phi}_N \|_2 \leq 1 \)

**Proof.** We have

\[
\begin{align*}
\tilde{\Phi}_1 &= \Phi_1 \bar{\Phi}_1^{-1} X K^{-1} = U_1 \left[ \begin{array}{ccc}
I_m & \emptyset & \emptyset \\
\emptyset & \bar{V} & \emptyset \\
\emptyset & \emptyset & \emptyset
\end{array} \right] \left[ \begin{array}{ccc}
I_m & \emptyset & \emptyset \\
\emptyset & \bar{D}^{-1} & \emptyset \\
\emptyset & \bar{E} & C^{-1}
\end{array} \right],
\end{align*}
\]

where \( \bar{E} = -C^{-1} B \bar{V} \bar{D}^{-1} \).

Because of the construction of \( \bar{D}^{-1} \) it directly follows that \( \| \tilde{\Phi}_1 \|_2 \leq 1 \). Furthermore we have

\[
\begin{align*}
\tilde{\Phi}_N &= \Phi_N \bar{\Phi}_1^{-1} X K^{-1} = U_N \left[ \begin{array}{ccc}
\emptyset & \emptyset & \emptyset \\
\emptyset & \bar{\Sigma} \bar{D}^{-1} & \emptyset \\
\emptyset & \emptyset & I_I
\end{array} \right].
\end{align*}
\]

Hence \( \| \tilde{\Phi}_N \|_2 \leq 1 \). From these expressions of \( \tilde{\Phi}_1 \) and \( \tilde{\Phi}_N \) the other assertions follow immediately. \( \square \)

**Lemma 3.10.** \( \| \tilde{\Phi}_i \| \leq 2 \kappa \).

**Proof.**

\[
\begin{align*}
\tilde{\Phi}_i &= \Phi_1 \left[ M_1 \Phi_1 + M_N \Phi_N \right] \bar{\Phi}_1^{-1} X K^{-1} = \Phi_1 M_1 \tilde{\Phi}_1 + \Phi_1 M_N \tilde{\Phi}_N.
\end{align*}
\]

So the estimate follows from Lemma 3.9. \( \square \)

**Theorem 3.11.** \( \| \tilde{\Phi}_i P \tilde{\Phi}_j \| \leq (\kappa + 4 \kappa^2) \gamma_j, \ i \leq j \).

\( \| \tilde{\Phi}_i (1 - P) \tilde{\Phi}_j \| \leq (\kappa + 4 \kappa^2) \gamma_j, \ i \geq j + 1, \)

where \( \gamma_j = \max(\|A_j\|, \|B_j\|) \).

**Proof.** We only show the result for \( i \geq j + 1 \). Let \( S^{-1} := \bar{S}_1^{-1} X K^{-1} \) (cf. (3.7a)) then

\[
\begin{align*}
\tilde{\Phi}_j &= \bar{S} M_1 \Phi_1 \Phi_j + \bar{S} M_N \Phi_N \Phi_j.
\end{align*}
\]

So...
\[ \Phi; \tilde{M}_1 \Phi_1 \Phi_{j+1} = \Phi_i (1 - \tilde{M}_N \Phi_N) S M_1 \Phi_1 \Phi_{j+1}^+ + \Phi_i (\tilde{M}_1 \Phi_1) S M_N \Phi_N \Phi_{j+1}^+ \]

\[ = [\Phi_i M_1 \Phi_1 \Phi_{j+1}^+] - \Phi_i \tilde{M}_N [\Phi_N M_1 \Phi_1 \Phi_{j+1}^+] + \Phi_i \tilde{M}_1 [\Phi_1 M_N \Phi_N \Phi_{j+1}^+]. \]

The expressions in square brackets are each bounded in norm by \( \kappa \gamma_j \). Since \( \tilde{M}_1 \Phi_1 = P \), the result follows from using Lemma 3.9, Lemma 3.10 and Theorem 2.15.

We conclude from this theorem that there exists a "dichotomic" fundamental solution \( \{ \Phi_i \} \) in the sense that basis modes of

\[(3.12a) \quad S_1 := \{ \Phi_i P c \mid c \in \mathbb{R} \} \]

do not increase significantly, as long as they exist for increasing index, and similarly of

\[(3.12b) \quad S_2 := \{ \Phi_i (I - P) c \mid c \in \mathbb{R} \}, \]

for decreasing index.

As far as parasitic modes (i.e. which do not exist till some point) is concerned, we deduce from Property 2.17

Theorem 3.13. For any index \( j \) for which \( P_j \neq I \) (see (2.6)) we have

\[ \| F_{ij} \|_2 \leq \kappa, \quad i > j \]

\[ \| F_{ij} \|_2 \leq \kappa, \quad i \leq j. \]

So these parasitic modes do not grow, away from the point \( j \) from which they originate.

Remark 3.14. If the BC are separated we do not have to construct the fundamental solution \( \Phi \) as above. As in [6] the projection matrix \( P \) can then be identified with \( M_1 \Phi_1 \).
4. Application to special block tridiagonal matrices

Consider a discrete two point BVP with separated BC, i.e. in (2.1b) we have

\[ M_1 = \begin{bmatrix} M_1^2 & \Delta_k \\ \emptyset & \emptyset \end{bmatrix}, \quad M_N = \begin{bmatrix} \emptyset \\ M_N^1 \end{bmatrix} \Delta_{n-k} \]

A natural way of employing this zero structure (which apparently induces a decoupling) is to write the resulting system for \( x_1, \ldots, x_N \) as

\[ (4.2a) \quad A \mathbf{x} = \mathbf{b}, \]

where

\[ A = \begin{bmatrix} M_1^2 \\ A_1 & B_1 & \emptyset \\ A_2 & B_2 & \emptyset \\ \vdots & \vdots & \vdots \\ \emptyset & A_{N-1} & B_{N-1} \\ \emptyset & \emptyset & M_N^1 \end{bmatrix} \]

\[ (4.2b) \quad \begin{bmatrix} x_1 \\ \vdots \\ x_N \end{bmatrix} = \begin{bmatrix} b^2 \\ f_1 \\ \vdots \\ f_{N-1} \\ b^1 \end{bmatrix} - \begin{bmatrix} b_1 \\ \vdots \\ b_N \end{bmatrix} \]

(here \( b^2, b^1 \) denote the first \( k \) and last \( (n-k) \) coordinates of \( b \)). We can repartition the matrix \( A \) into a block tridiagonal one (with square blocks of size \( n \)). This results in a two step recursion

\[ (4.3) \quad S_i x_{i-1} + Q_i x_i + R_i x_{i+1} = b_i, \quad i = 2, \ldots, N-1 \]

where (with obvious row partitioning for \( A_i, B_i, C_i \))

\[ (4.4) \quad S_i = \begin{bmatrix} A_i^2 \end{bmatrix} \Delta_k, \quad Q_i = \begin{bmatrix} B_i^2 \end{bmatrix} \Delta_k, \quad R_i = \begin{bmatrix} \emptyset \\ A_i^1 \end{bmatrix} \Delta k. \]

Moreover we obtain a (separated) BC

\[ (4.5a) \quad \begin{bmatrix} M_1^2 \\ A_1^1 \end{bmatrix} x_1 + \begin{bmatrix} \emptyset \\ B_1^1 \end{bmatrix} x_2 = \begin{bmatrix} b^2 \\ f^1 \end{bmatrix} \]
The recursion (4.3) was already discussed in [8] with respect to stability and dichotomy by rewriting it into one step form:

\[
\begin{pmatrix}
I_n & \varnothing \\
\varnothing & R_i
\end{pmatrix}
\begin{pmatrix}
x_i
\end{pmatrix}
+ \begin{pmatrix}
\varnothing & -I_n \\
S_i & Q_i
\end{pmatrix}
\begin{pmatrix}
x_{i-1}
\end{pmatrix}
+ \begin{pmatrix}
0
\end{pmatrix}.
\]

Clearly both matrices in this implicit recursion are singular; this caused some problems for application of the general theory, which were circumvented by an indirect analysis in [8].

With the more general results of the preceding sections we can tackle this problem more naturally now. Rather than (4.6) we consider a recursion of which we shall only analyse the essential, i.e. the homogeneous part:

\[
\begin{pmatrix}
\varnothing & -I_n \\
A^{2}_{i-1} & B^2_{i-1} \\
\varnothing & \varnothing
\end{pmatrix}
\begin{pmatrix}
x_{i-1}
\end{pmatrix}
+ \begin{pmatrix}
I_n & \varnothing \\
\varnothing & \varnothing
\end{pmatrix}
\begin{pmatrix}
x_i
\end{pmatrix}
= \begin{pmatrix}
0
\end{pmatrix}, \quad 2 \leq i \leq N - 1
\]

(note that (4.7a) is directly found from (4.6) through left multiplication by a suitable nonsingular matrix and setting \(b_i = 0\)). The form (4.7a) is unbiassed with respect to the increase or decrease of the index sequence

As BC we have

\[
\begin{pmatrix}
M^2_1 & \varnothing \\
A_1 & B^1_1 \\
\varnothing & \varnothing
\end{pmatrix}
\begin{pmatrix}
x_1
\end{pmatrix}
+ \begin{pmatrix}
\varnothing & \varnothing \\
A^{2}_{N-1} & B^2_{N-1} \\
\varnothing & M^1_N
\end{pmatrix}
\begin{pmatrix}
x_{N-1}
\end{pmatrix}
= \begin{pmatrix}
b^2_0 \\
f^1_0 \\
\varnothing
\end{pmatrix},
\]

formally written as

\[
\hat{M}_1 \begin{pmatrix}
x_1 \\
x_2
\end{pmatrix} + \hat{M}_{N-1} \begin{pmatrix}
x_{N-1} \\
x_N
\end{pmatrix} = \hat{b}.
\]

In order to avoid unnecessary complication let us assume that the original recursion (2.1a) involves nonsingular matrices only. Let \(\{\hat{\Phi}_i\}_{i=0}^{N-1}\) denote a fundamental solution of (4.7) with \(\hat{M}_1 \hat{\Phi}_1 + \hat{M}_{N-1} \hat{\Phi}_{N-1} = I\), so \(\hat{\Phi}_i, \hat{M}_1, \hat{M}_{N-1} = \mathbb{R}^{2n \times 2n}\).

From (2.3) we see that it is meaningful to define the projections
(4.8) \[ P := M_1 \Phi_1 = \begin{bmatrix} I_k & \emptyset \\ \emptyset & \emptyset \end{bmatrix}, \quad 1 - P = M_N \Phi_N. \]

Since we here assume that (2.1) is nondefective we can write for the Green’s function of (2.1), see (2.4)

\[
\begin{align*}
G_{ij} &= \Phi_i P(B_j \Phi_{j+1})^{-1}, \quad i \geq j + 1 \\
G_{ij} &= \Phi_i (I - P) (A_j \Phi_j)^{-1}, \quad i \leq j.
\end{align*}
\]

We now have

**Property 4.10.** Let \( P_1, P_N \in \mathbb{R}^{n^2} \) be such that \( P_1 = \begin{bmatrix} I_k & 0 \\ \emptyset & I_{n-k} \end{bmatrix} \).

Define \( \hat{\Phi}_i \) as

\[
\begin{bmatrix}
\hat{\Phi}_{i11} & \hat{\Phi}_{i12} & \hat{\Phi}_{i13} & \hat{\Phi}_{i14} \\
\hat{\Phi}_{i21} & \hat{\Phi}_{i22} & \hat{\Phi}_{i23} & \hat{\Phi}_{i24}
\end{bmatrix}, \quad \hat{\Phi}_{i11}, \hat{\Phi}_{i12}, \hat{\Phi}_{i13}, \hat{\Phi}_{i14} \in \mathbb{R}^{n \times (n-k)}.
\]

Then for \( 2 \leq i \leq N - 1 \) we have

\[
\begin{align*}
\hat{\Phi}_{i1} &= \hat{\Phi}_{i2}, \\
\hat{\Phi}_{i1} &= \Phi_i P_1, \quad \hat{\Phi}_{i1} = G_{i1} P_N, \quad \hat{\Phi}_{i1} = G_{i,N-1} P_1, \quad \hat{\Phi}_{i1} = \Phi_i P_N.
\end{align*}
\]

**Proof.** Write \( \hat{\Phi}_i = \begin{bmatrix} \hat{K}_{i11} & \hat{K}_{i12} \\
\hat{K}_{i21} & \hat{K}_{i22} \end{bmatrix} \), with square blocks. For \( 2 \leq i \leq N - 2 \) we then see

\[
[K_{i11}', K_{i21}'] = [K_{i11}^2, K_{i22}^2].
\]

It follows from the BC that the first \( k \) columns of \( \{K_{i1}^1\} \) and the last \( (n-k) \) columns of \( \{K_{i2}^1\} \) form the (normalized) fundamental solution \( \{\Phi_i\} \) of (2.1a), (4.1). Furthermore, since the last \( (n-k) \) columns of \( \{K_{i1}^1\} \) satisfy homogeneous BC and the recursion, except for

\[
[A_{j}^1 K_{j1}^1 + B_{j}^1 K_{j1}^1] \begin{bmatrix} \emptyset \\ I_{n-k} \end{bmatrix} = I_{n-k},
\]

it is clear that they are identical to the last \( n-k \) columns of the Green’s function \( \{G_{i1}\} \). The argument for the first \( k \) columns of \( \{K_{i2}^1\} \) is similar. \( \Box \)

Note that for all \( j \) the projections like \( P_j \) in (2.6) are identical to \( \hat{P} \), where

\[
(4.11) \quad \hat{P} = \begin{bmatrix} I_n & \emptyset \\
\emptyset & \emptyset \end{bmatrix}.
\]

**Property 4.12.** Let \( \{\hat{G}_{ij}\} \) denote the Green’s function of (4.7). Then, using the notation of Property 2.13, i.e. \( \hat{G}_{ij} = \hat{G}_{ij} \hat{P} \) (where \( \hat{G}_{ij} \in \mathbb{R}^{2n \times 2n} \) now)
\[
\tilde{G}_{ij} = \begin{bmatrix}
\Phi_i & P \Phi_{j+1}^1 & \emptyset \\
\Phi_{i+1} & P \Phi_{j+1}^1 & \emptyset
\end{bmatrix}, \quad i \geq j + 1
\]

\[
\tilde{G}_{ij} = \begin{bmatrix}
\Phi_i & (I - P) \Phi_{j+1}^1 & \emptyset \\
\Phi_{i+1} & (I - P) \Phi_{j+1}^1 & \emptyset
\end{bmatrix}, \quad i \leq j.
\]

**Proof.** Apparently, for \( i > j \), we have \( \tilde{G}_{ij} = \hat{\Phi}_i \hat{P} (\hat{B}_j \hat{\Phi}_{j+1})^* \) (cf. (2.13b)), where

\[
\hat{B}_j = \begin{bmatrix}
I_n & \emptyset \\
\emptyset & \emptyset \\
A_j & B_{j+1}
\end{bmatrix}.
\]

Now \( \hat{B}_j \hat{\Phi}_{j+1} = \hat{P} \hat{\Phi}_{j+1} = \Phi_{j+1} \begin{bmatrix}
P_1 & 1 \big| K \big| P_N & \big( L_{k} \big| P_1 \big| P_N \big)
\end{bmatrix} \), if \( 1 \leq j \leq N - 2 \), where

\[
K := P (A_1 \Phi_1)^{-1}, \quad L := (I - P) (B_{N-1} \Phi_0)^{-1}.
\]

Hence \( \hat{B}_j \hat{\Phi}_{j+1} \) is of the form \( \Phi_{j+1} \begin{bmatrix}
\emptyset & \emptyset & L_2 & I_{n-k} \\
\emptyset & \emptyset & L_2 & I_{n-k}
\end{bmatrix} \), for some \( L_1 \in \mathbb{R}^{k \times (n-k)} \), \( L_2 \in \mathbb{R}^{(n-k) \times k} \).

So

\[
(\hat{B}_j \hat{\Phi}_{j+1})^* = \begin{bmatrix}
(u_k + L_1 \hat{L}_1^1)^{-1} & \emptyset & \emptyset & \emptyset \\
\hat{L}_1^1 (u_k + L_1 \hat{L}_1^1)^{-1} & \emptyset & \emptyset & \emptyset \\
\emptyset & \hat{L}_1^2 (I_{n-k} + L_2 \hat{L}_2) & \emptyset & \emptyset \\
\emptyset & \hat{L}_1^2 (I_{n-k} + L_2 \hat{L}_2) & \emptyset & \emptyset
\end{bmatrix} \hat{\Phi}_{j+1}^1 \big| \emptyset
\]

Substitution in the expression for \( \tilde{G}_{ij} \) proves the assertion for \( i > j \), \( 2 \leq i \leq N - 1 \). A similar proof can be carried out for \( i \leq j \), \( 2 \leq i \leq N - 1 \). Further inspection finally shows that for the boundary cases \( \tilde{G}_{Nj} \) and \( \tilde{G}_{ij} \) the assertion is true as well.

It is convenient to associate to the 2n-th order system (4.7) quantities as defined in section 2, but now provided with a cap to avoid confusion. Hence the Green's function \( \tilde{G}_{ij} \) (see Property 4.12) actually consists of two parts (cf. (2.7)iii), viz. \( \tilde{G}_{ij} \hat{P}_1 = \hat{G}_{ij} \) and \( \tilde{G}_{ij} (I - \hat{P}_1) = \hat{G}_{ij} \). To the latter "parasitic part" we can associate projection matrices \( \hat{Q}_1 \) and \( I - \hat{Q}_1 \), defined for the larger system just like in Property 2.15(iii), realizing that they are index independent. The proof of the following Property about "parasitic solutions" is immediate.

Property 4.13.
(i) The projection matrix $\hat{Q}_j$ is given by

$$
\begin{bmatrix}
\phi & \phi & \cdots & \phi \\
\phi & I_k & \cdots & \phi \\
\phi & \phi & \cdots & \phi
\end{bmatrix} \downarrow n
$$

(ii) $F^i_l = 
\begin{bmatrix}
\phi & G_{ij} \\
\phi & G_{i+1,j}
\end{bmatrix}$

Corollary 4.14. The Green's function for (4.7a,b) is given by

$$
\begin{bmatrix}
\Phi_i P \Phi_j^{-1} & G_{ij} \\
\Phi_{i+1} P \Phi_{j+1}^{-1} & G_{i+1,j}
\end{bmatrix}, \quad i \geq j + 1
$$

$$
\begin{bmatrix}
-\Phi_i (I-P) \Phi_j^{-1} & G_{ij} \\
-\Phi_{i+1} (I-P) \Phi_{j+1}^{-1} & G_{i+1,j}
\end{bmatrix}, \quad i \leq j.
$$

Of course, the results of this section might also be obtained by manipulating directly on the matrix resulting from (4.7a,b) in relation to (4.2). However, the construction in this section demonstrates the validity of our analysis given in Section 3.

From Theorem 3.11 we can now see that the (inflated) one-step system (4.7a,b) has a dichotomic fundamental solution.
5. Decoupling and singular matrices

In this section we consider the BVP (2.1), (2.2), assuming that it is well-conditioned, but allowing any of the matrices involved to be singular.

A general decoupling method which employs orthogonal matrices was given in [8]. We first describe it here briefly: Let $Q_0$ be an orthogonal matrix. Then perform a QU-decomposition

$$A_1 Q_1 = R_1 U_1$$

(i.e. $R_1$ orthogonal and $U_1$ (block) upper triangular). Next, perform a "(block) UQ-decomposition" on $R_1^{-1} B_1$, i.e.

$$R_1^{-1} B_1 = V_1 Q_2^{-1}$$

where $V_1$ is (block) upper triangular. Initially one can take both $U_1$ and $V_1$ to be upper triangular. The block form follows from the construction in Theorem 5.6. We can continue this process giving at the $i$-th step

$$A_i Q_i =: R_i U_i$$

$$R_i^{-1} B_i =: V_i Q_i^{-1}$$

By defining

$$
\bar{M}_i := M_1 Q_1 \\
\bar{M}_N := M_N Q_N \\
\bar{x}_i := Q_i^{-1} x_i \\
\bar{f}_i := R_i^{-1} f_i ,
$$

we obtain an upper triangular recursion

$$U_i \bar{x}_i + V_i \bar{x}_{i+1} = \bar{f}_i .$$

In order to employ the decoupling for separate computation of non-increasing and non-decreasing modes, we need appropriate blocks of $U_i$ and $V_i$ to be nonsingular. In the following theorem we shall show that a suitable permutation gives block upper triangular $U_i$ and $V_i$, which allow for a globally meaningful decoupling.

**Theorem 5.6.** Let $\text{rank}(A_i) = k_i$ and $\text{rank}(B_i) = n - l_i$. Then there exists an orthogonal matrix $Q_1$ such that $U_i$ has zero lower right $(n - k_i) \times (n - k_i)$ blocks and $V_i$ has zero upper left $l_i \times l_i$ blocks. Moreover $l_i \leq k_i$ for all $i$ and there exists a $k$, with $l_i \leq k \leq k_i$ for all such that the upper left $k \times k$ blocks of the $U_i$ and the lower $(n - k) \times (n - k)$ blocks of the $V_i$ are nonsingular.

**Proof.** We shall use induction. We can always choose the columns in $Q_i$ such that the first $k_1$
columns are orthogonal to \( \text{Null}(A_1) \), so the last \((n-k_1)\) rows of \( U_1 \) are zero. Since the BVP is well-posed, i.e. the "multiple shooting" matrix is nonsingular it follows that the last \((n-k_1)\) rows of \( R_1^{-1} B_1^{-1} \) must have full rank, so the lower right \((n-k_1) \times (n-k_1)\) block of \( V_1 \) is nonsingular.

By a suitable choice of \( R \), we can guarantee that \( V_1 \) has zeros on the first \( l_1 \) diagonal positions, where \( l_1 \) is such that \( \text{rank}(B_1) = n - l_1 \).

Now let the statement be true for \( i - 1 \). Due to the zero \( l_{i-1} \times l_{i-1} \) left upper block of \( V_{i-1} \), the corresponding block of \( U_i \) must be nonsingular, i.e. \( k_i \geq l_{i-1} \). It is always possible to permute the last \( n-l_{i-1} \) columns of \( B_{i-1} \) and \( A_i \) such that \( U_i \), when singular, i.e. of \( k_i \leq n \), is such that its right lower \((n-k_i) \times (n-k_i)\) is zero; this affects only the orthogonal matrix \( Q_i \); if the permutation \( P_i \), say, then one should replace \( Q_i \) by \( P_i Q_i \).

The zero block in \( U_i \) implies a nonsingular block at the same position in \( V_i \) hence \( l_i \leq k_i \). By permuting rows of \( A_i \) and \( B_i \) it can be assured that the left upper \((l_i \times l_i)\) block of \( V_i \) is zero. The existence of the integer \( k \) follows from the construction above.

The proof of the preceding theorem actually gives a constructive method for finding a partitioning integer \( k \) and \( \{Q_i, R_i\} \). We can go a step further and construct \( Q_i \) such that it produces an appropriately ordered diagonal of the \( U_i \) and \( V_i \) as far as the nondisappearing parts of the fundamental solution of (5.5), \( \{\Phi_i\}_{i=1}^{N} \) say, are concerned.

Now let \( \hat{k} \) be the largest possible integer such that for all \( i \), the \( \hat{k} \times \hat{k} \) left upper blocks of \( U_i \) are nonsingular (see Theorem 5.6).

Let us denote by \( \tilde{U}_i \) and \( \tilde{V}_i \) the \( \hat{k} \times \hat{k} \) left upper blocks of \( U_i \) and \( V_i \) respectively. This induces the recursion

\[
(5.7) \quad \tilde{U}_i \tilde{x}_i + \tilde{V}_i \tilde{x}_{i+1} = 0.
\]

**Property 5.8.** Let \( \hat{l} := \max l_i \). Then there exists a matrix solution \( \{\tilde{\Psi}_i\} \) of (5.7), so \( \tilde{\Psi}_i \in \mathbb{R}^{\hat{k} \times \hat{k}} \) for all \( i \) and a projection \( \tilde{P} \), with \( \text{rank}(\tilde{P}) \leq \hat{k} - \hat{l} \) such that

\[
\|\tilde{\Psi}_i \tilde{P} \tilde{\Psi}_j^+ \| \leq (\kappa + 4 \kappa^2) \gamma_j, \quad i \leq j
\]

\[
\|\tilde{\Psi}_i (I - \tilde{P}) \tilde{\Psi}_{j+1}^+ \| \leq (\kappa + 4 \kappa^2) \gamma_j, \quad i \geq j + 1,
\]

where \( \gamma_j = \max(\|A_j\|, \|B_j\|) \).

**Proof:** We use the orthogonal invariance of the 2-norm to see that the problem (5.3), (5.5) induces a matrix with the same bound for its inverse as (2.1); hence because of the orthogonality of the transformation \( \{Q_i\} \) and \( \{R_i\} \) the estimates essentially follow from Theorem 3.11, constructing \( \tilde{P} \) like \( P \) in (3.5).

From Property 5.8 we deduce that we can choose the matrix \( Q_1 \) such that the nondecreasing modes, cf. \( \{\tilde{\Psi}_i, \tilde{P}\} \) in Property 5.8, appear before the nonincreasing ones in \( \{\Psi_i\} \), i.e. \( \tilde{P} \) is of the
form diag \((0, 0, \ldots, 0, 1, \ldots, 1)\). This then finally gives us the result that there exists a stable decoupling, also in the rank deficient case.
6. Examples

In this section we give two examples to demonstrate the preceding analysis.

Example 6.1. Consider the ODE

\[
\frac{dx}{dt} = \begin{bmatrix} c^2 \lambda + s^2 \mu & cs (\mu - \lambda) \\ cs (\mu - \lambda) & s^2 \lambda + c^2 \mu \end{bmatrix} x + f(t),
\]

where \( c = \cos t, s = \sin t \) and \( f \) is chosen such that \( x(t) = (\cos t, \sin t) \) is a solution. As BC we take

\[
(6.2) \quad \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} x(0) + \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} x(\pi) = \begin{bmatrix} 1 \\ -1 \end{bmatrix}.
\]

For \( \lambda \) large positive and \( \mu \) large negative this constitutes a stiff BVP, having layers at both ends of the interval \([0, \pi]\). Therefore we use the midpoint schema on a nonuniform interval: Writing (6.1) as

\[
\frac{dx}{dt} = A(t) x + f,
\]

we have at the grid point \( t_i \)

\[
(6.3) \quad \left( I - \frac{1}{2} h A_{i+\frac{1}{2}} \right) x_{i+1} = \left( I + \frac{1}{2} h A_{i+\frac{1}{2}} \right) x_i + h f_{i+\frac{1}{2}},
\]

where \( A_{i+\frac{1}{2}} := A_i \left( t_{i+1} - t_i \right) / 2 \).

As grid points we use \( \frac{j}{10}, j = 0, \ldots, 30 \) and moreover in the left layer:

\[
t = \frac{1}{1200}, \frac{1}{600}, \frac{1}{400}, \frac{1}{300}, \frac{1}{250}, \frac{1}{200}, \frac{1}{150}, \frac{1}{100}, \frac{1}{50}, \frac{1}{25}
\]

and in the right layer the points \( t = \pi - \frac{j}{10}, \) for \( j = 0; \ldots, 30 \).

In Table 6.1 we display some typical values for \( U_i \) and \( V_i \).
<table>
<thead>
<tr>
<th>$t$</th>
<th>$U_i$</th>
<th>$V_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>1.4999</td>
<td>-0.0125 0.5000 .6 $10^{-18}$</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>.7 $10^{-10}$ 0 2.0000</td>
</tr>
<tr>
<td>0.10</td>
<td>1.9998</td>
<td>0.0225 .9 $10^{-16}$ -0.0225</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1.0001 0 2.9999</td>
</tr>
<tr>
<td>1.6</td>
<td>6.1809</td>
<td>-1.5710 4.1933 -3.0522</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>8.7366 0 10.4927</td>
</tr>
<tr>
<td>2.9</td>
<td>6.1809</td>
<td>-1.5710 4.1933 -3.0522</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>8.7366 0 10.4927</td>
</tr>
<tr>
<td>3.1316</td>
<td>1.9960</td>
<td>0.1097 .9 $10^{-15}$ -0.1100</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1.0020 0 2.9980</td>
</tr>
<tr>
<td>3.1333</td>
<td>1.4998</td>
<td>0.0225 0.5000 .4 $10^{-15}$</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>.23 $10^{-13}$ 0 2.0000</td>
</tr>
</tbody>
</table>

Table 6.1.

For $t = 0.04$, 3.1333 we see that $U_i$ is almost singular and similarly $V_i$ for $t = 0.10$, 3.1316; latter points mark the end of the layers, and if the decoupling is done adequately this should not have a noticeable global effect (cf. [1]). Though, clearly, $A$ is not constant, the matrices $U_i$ and $V_i$ appear to be almost constant (due to the fact that $h^k$, $h^{kL}$ are "large", a well-known by-product of di­stable methods, see [3]). It is worth noting that the dichotomy can be deduced from the quotient of diagonal elements of $U_i$ and $V_i$: $|l(U_i)_{22}/(V_i)_{22}| < 1$ and $|l(V_i)_{11}/(U_i)_{11}| < 1$.

In Table 6.2 we have displayed the discrete fundamental solution $\Phi \tilde{t}$ of the transformed recursion 5.5 for some values of $t$, and in the last column the absolute error vector (after transforming back).
\[
\begin{array}{cccc}
| t  | \Phi_i | \text{error} | \\
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.365 \times 10^{-39}</td>
<td>0.344 \times 10^{-2}</td>
</tr>
</tbody>
</table>
| 0   | 1.00  | 0.274 \times 10^{-2} | \\
| 0.04 | 0.299 \times 10^{-38} | -0.742 \times 10^{-19} | 0.639 \times 10^{-4} |
| 0   | 0.495 \times 10^{-17} | 0.181 \times 10^{-5} | \\
| 0.10 | 0.639 \times 10^{-22} | -0.188 \times 10^{-18} | 0.121 \times 10^{-2} |
| 0   | 0.165 \times 10^{-17} | 0.195 \times 10^{-4} | \\
| 1.6  | 0.447 \times 10^{-19} | -0.263 \times 10^{-19} | 0.265 \times 10^{-4} |
| 0   | 0.728 \times 10^{-19} | 0.125 \times 10^{-2} | \\
| 2.9  | 0.102 \times 10^{-16} | -0.118 \times 10^{-20} | 0.195 \times 10^{-2} |
| 0   | 0.560 \times 10^{-20} | 0.205 \times 10^{-4} | \\
| 3.1316 | 0.122 | -0.126 \times 10^{-22} | 0.222 \times 10^{-6} |
| 0   | 0.837 \times 10^{-21} | 0.351 \times 10^{-6} | \\
| 3.1333 | 0.367 | 0.776 \times 10^{-37} | 0.351 \times 10^{-6} |
| 0   | 0.965 \times 10^{-35} | 0.198 \times 10^{-6} | \\
| 3.1416 | 1.000 | 0 | 0 |
| 0   | 0.128 \times 10^{-35} | 0.481 \times 10^{-7} | \\
\end{array}
\]

Table 6.2.

The table shows that there is a nice layer resolution indeed; moreover the global error is of a proper order. These computations are essentially based on employing the stable decoupling.

Example 6.2. Consider the second order DAE
\[
(6.4) \quad E \dot{x} = Ax + q,
\]
where \( E \) is the (constant, singular) matrix \( \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \).

Introducing an additional variable \( y \), we can write
\[
(6.5) \quad \begin{cases}
E \dot{x} = y \\
Ey = Ax + q.
\end{cases}
\]

For this simple index 1 problem, we can use the trapezoidal method with grid spacing \( h \) resulting in (cf. [5])
(6.6) \[ A_i z_i + B_i z_{i+1} = b_i, \quad i = 0, \ldots, N - 1 \]

where

(6.7) \[ A_i := \begin{bmatrix} -\frac{1}{h}E & -\frac{1}{2}E \\ \varnothing & \varnothing \end{bmatrix}, \quad B_i := \begin{bmatrix} -\frac{1}{h}E & -\frac{1}{2}E - I \\ -A & E \end{bmatrix}, \]

and \( z_i = \begin{bmatrix} x_i \\ y_i \end{bmatrix} \), with \( x_i = x(\varnothing), \ y_i = y(\varnothing) \).

Assume we have a BC for (6.4)

(6.8) \[ M_a x(a) + M_b x(b) = c, \]

where \( M_a, M_b \in R^{1 \times 2} \).

Then a complete set of BC for (6.6) is given by (cf. [5])

(6.9) \[ M_0 z_0 + M_N z_N = d, \]

where

(6.10) \[ M_0 := \begin{bmatrix} M_a & I - E \\ -A & E \end{bmatrix}, \quad M_N := \begin{bmatrix} M_b & \varnothing \\ \varnothing & \varnothing \end{bmatrix}, \quad d := \begin{bmatrix} c \\ 0 \end{bmatrix}. \]

The BVP (6.6), (6.9) has a unique solution. A typical block row in the matrix resulting from the set of equations for \( \{ z_i \} \) is given by

(6.11) \[ \begin{bmatrix} \varnothing & -\frac{1}{h} 0 & -\frac{1}{2} 0 & -\frac{1}{h} 0 & 1 0 \\ 0 0 0 0 & 0 0 0 -1 \\ 0 0 0 0 & * * 1 0 \\ 0 0 0 0 & * * 0 0 \end{bmatrix} \]

(where * denotes an element of \( A \)). In view of the algorithm outlined in section 5, we note that whatever choice of \( Q_i \) is made, \( R_i U_i \), so \( U_i \), will have zeros in the last three rows. Hence we can take \( R_i = I \). As for the matrix \( B_i \), we note that it is nonsingular if \( A \) is (unless \( h \) is such that \( a_{11} + 2/h = a_{12} a_{21}/a_{22} \)). Hence we can take \( Q_i+1 \) simply such that \( B_i Q_i+1 \) is upper triangular (by Householder's method e.g.). The resulting matrices \( U_i \) and \( V_i \) induce a simple decoupling: The dimension \( k \) of the nonsingular diagonal block is 1. From this it follows that the projection matrix \( \tilde{P} \) as in Property (5.8) must equal

\[ \tilde{P} = \begin{bmatrix} 1 & \varnothing \\ \varnothing & \varnothing \end{bmatrix}. \]

Hence it follows that the parasitic solutions generated by the Green’s function are zero, except at the point where they arise. This then implies numerical stability of the decoupling if only the decoupled scalar recursion employing the first diagonal elements of \( U_i \) and \( V_i \) is used in a stable
direction. The existence of a stable direction follows directly from the well conditioning of the DAE (6.4), (6.8) (cf. [4]).
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