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A new boundary-integral method is proposed to study the deformation of drops between two parallel walls. The free-space Green’s functions are extended to obey the no-slip condition at the walls. The current formulation is limited to drops with viscosity equal to the matrix fluid, but can be extended to study the effect of nonunit viscosity ratio systems. With this method, the influence of the capillary number and the degree of confinement on drop deformation is investigated. Results for small capillary are compared with small-deformation theory and large capillary results with recent experiments. In both cases, an excellent match is observed. Drops undergoing shear flow deform stronger and align themselves more in the flow direction as the distance between the walls becomes smaller relative to the drop size. Furthermore, the drops start to elongate significantly from the normal ellipsoidal shapes found, as they show more pointed tips closer to the walls. The transient deformation behavior for more confined systems shows that the drops stretch out to a maximum value, and they slowly retract again to a steady situation. For larger capillary numbers even damped, oscillatory behavior is observed. Investigating the critical capillary number reveals that a minimum is found at a mediocre degree of confinement, after which the critical capillary number increases again to values even larger than the unconfined system. The breakup process also makes a significant change as it goes from binary to ternary breakup, where the breakup occurs as the drop is retracting. © 2007 American Institute of Physics. [DOI: 10.1063/1.2715621]

I. INTRODUCTION

Studying the nature of flow in confined geometries has become increasingly important due to downsizing of equipment.1,2 Many applications for microfluidic devices consider multiphase systems. For this, T-junctions and other flow-focusing devices have been used to create dispersions with a desired drop-size distribution.3–6 Flow-focusing devices have been used to create dispersions with a desired drop-size distribution.3–6

The behavior of drops and blends in bulk flow has been reviewed various times.7–11 In microfluidic applications, however, where the drop diameter is typically in the order of the channel height, the flow behavior can be significantly altered by the presence of channel walls. An example includes the behavior of blends and single drops undergoing shear flow in a confined system. Migler and co-workers showed the development of stable strings due to coalescence of drops, which were then stabilized due to wall and shear effects,12 the development of layered structures,13 and other structures not observed in bulk flow, as squashed drops.14 Vananroye et al.15 found similar results, but for lower viscosity ratios. The same authors also found that the confinement has a substantial effect on the critical capillary number.16 Compared with bulk flow, drops were found harder to break up when the viscosity ratio was low. For equal viscosities, no significant effect was found. In addition, highly viscous drops were found easier to break and even drops with a viscosity ratio well above 4 could be broken, something that is impossible in bulk shear flow.17 Sibillo et al.18 investigated drops in highly confined systems, and found oscillatory behavior in drop deformation for high, but subcritical, capillary numbers, and complex breakup modes for supercritical capillary numbers.

Contrary to all these experimental observations, the numerical and theoretical studies have been quite limited so far. Theoretical work to include the effect of two parallel walls on the motion of, and the drag force acting upon, nearly spherical drops has been conducted by Shapria and Haber.19,20 Studies for two-dimensional (2D) channel flows have been conducted to examine the migration of deformable drops,21 the behavior of concentrated blends,22 and the influence of surfactants and inertia.23

In this study, we use a three-dimensional boundary-integral method24,25 to study the evolution of the shape of a single drop placed between two parallel plates. Boundary-integral methods have been successfully used in the past to study drop deformation in bulk flow,26–32 or recently for drops squeezing through interparticle constrictions,33 and have proved to provide highly accurate deformation dynamics. The inclusion of the walls, or other solid objects, is a nontrivial task in a boundary-integral method. Coulliette and Pozrikidis34,35 considered the flow of a drop through a cylindrical tube, and discretized the walls as an extra surface to take into account the wall effects. The solid particle contribution was handled by a Hebecker representation36 by Zinchenko and Davis.33 Staben et al.37–39 used the Green’s functions associated with a parallel plate configuration, derived by Liron and Mochon,40 and studied the movement of solid spheres and spheroids through channels. Those same Green’s functions were also used to examine the movement and deformation of drops in a Poiseuille flow.41 We have
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15 Electronic mail: p.d.anderson@tue.nl
used a similar approach in this work. However, we have used the formulation for the Green’s functions as derived by Jones, which results in a convenient symmetric form and does not impose special demands on the location of the pole and the integration point relative to each other. Furthermore, in a similar fashion to Staben et al., we subtract slow decaying terms and handle them analytically to speed up the computations of the Green’s functions.

This paper is organized as follows. In Sec. II, the mathematical formulation and numerical implementation will be discussed. In Sec. III, the influence of the confinement on drop deformation will be shown. We will mainly focus on relaxation of drops between parallel plates, and deformation and breakup in shear flow. Final conclusions will be drawn in Sec. IV.

II. METHODS

We consider a Newtonian, inertialless drop with radius $R$ in a Newtonian matrix fluid, located between two parallel walls. The viscosity ratio between the drop and the matrix is $\lambda$. In this study, we limit ourselves to cases in which the drop and the matrix have the same viscosity, i.e., $\lambda = 1$. The origin of the coordinate system is located exactly halfway between the two walls, so the walls are located at $z = \pm W$, as schematically depicted in Fig. 1. The location of the origin is nontrivial, as will be discussed below. All lengths are scaled with $R$ and time with $\gamma$, the shear rate. The walls introduce one additional parameter: the confinement ratio $R/W$.

A boundary-integral method is used to obtain the velocity of the interface, where the velocity $u$ at the pole $x_0 = (x_0, y_0, z_0)$ is given by

\[
\frac{d\mathbf{x}}{dt} = \mathbf{u}(\mathbf{x}, t). 
\]

Observe that $u \neq (u, v, w)$, as $u, v$, and $w$ are used for other expressions in Appendix A. The stress jump across the interface $f$ is given by

\[
f(\mathbf{x}) = \frac{1}{Ca} 2\kappa(\mathbf{x}) n(\mathbf{x}),
\]

where Ca is the capillary number, $Ca = \gamma \mu R/\sigma$, $\sigma$ is the interfacial tension, and $\kappa$ is the local curvature, defined as $\kappa = 1/2 \nabla_n \cdot \mathbf{n}$, with $\nabla_n$ the surface gradient operator, $\nabla_n = (\mathbf{I} - \mathbf{n} \mathbf{n}) \cdot \nabla$.

In Eq. (1), $G$ and $T$ represent the Green’s functions for velocity and stress, respectively, associated with the flow due to a point force. In the case of an unbounded regime, they are given by

\[
G^\infty(\mathbf{x}, \mathbf{x}_0) = \frac{1}{|\mathbf{x}|} + \frac{\hat{\mathbf{x}} \cdot \mathbf{x}}{|\mathbf{x}|^3}, \quad T^\infty(\mathbf{x}, \mathbf{x}_0) = -6 \frac{\hat{\mathbf{x}} \hat{\mathbf{x}} \cdot \mathbf{x}}{|\mathbf{x}|^5},
\]

with $\mathbf{x} = \mathbf{x} - \mathbf{x}_0$. Here, $\mathbf{x} = (x, y, z)^T$ is the field point. To include the effects of the walls, we have used modified Green’s functions, so $G = G^\infty + G^{2W}$, where $G^{2W}$ includes all corrections due to the presence of two walls. Contrary to Staben et al., who used the Green’s functions derived by Liron and Mochon, we have used those derived by Jones. For completeness, these functions are reproduced here,

\[
G^{2W}_{xx} = -\frac{1}{2} \int_0^\infty \left( J_0(qs) + \frac{s^2 - \gamma^2}{s^4} J_2(qs) \right) t_{1pp}(q, z, z_0) dq + \int_0^\infty J_0(qs) t_{1pp}(q, z, z_0) dq,
\]

\[
G^{2W}_{zz} = \int_0^\infty J_0(qs) t_{1nn}(q, z, z_0) dq,
\]

\[
G^{2W}_{xy} = \int_0^\infty J_2(qs) t_{1pp}(q, z, z_0) dq,
\]

\[
G^{2W}_{xz} = -\frac{\hat{x}}{s} \int_0^\infty J_1(qs) t_{1pp}(q, z, z_0) dq,
\]

\[
G^{2W}_{yx} = -\frac{\hat{y}}{s} \int_0^\infty J_1(qs) t_{1pp}(q, z, z_0) dq,
\]

with $s = \sqrt{x^2 + y^2}$, $\hat{x} = x - x_0$, $\hat{y} = y - y_0$, and $J_n$ is the Bessel function of the first kind with order $n$. The integrands $t_{1nn}, \ldots, t_{1pp}$ can be found in Appendix A, rewritten in more convenient formulations. As can be found in Jones, the component $G^{2W}_{xy}$ is the same as $G^{2W}_{yx}$, with the change $\hat{x} \rightarrow \hat{y}$, $\hat{y} \rightarrow -\hat{x}$, $G^{2W}_{xz}$ is the same as $G^{2W}_{tx}$ with the factor $\hat{x}$ replaced by $\hat{y}$; the same change goes for $G^{2W}_{cx}$. Finally, by symmetry, it follows that $G^{2W}_{xy} = G^{2W}_{yx}$. The expression for $G^{2W}_{xy}$ is corrected with $1/s^2$, which we found to be missing in the original paper [Jones (personal communication)], and we have made some minor changes in notation.
All these Green’s functions, as well as those derived by Liron and Mochon,\textsuperscript{40} consist of infinite integrals with Bessel function weights. The main difference in the way these expressions were derived lies in the fact that Liron and Mochon placed the origin of the coordinate system at the bottom wall, whereas Jones defined it halfway between the walls. The latter approach yields a more symmetric expression.

Since the calculation of the Green’s functions includes cumbersome integrals over quite complicated functions, we have modified the formulation in a similar way as has been done by Staben et al.\textsuperscript{37} to reduce the computational effort. For high \( q \), some approximations can be made to simplify the expressions. For example, \( E_z \), found in Appendix A, can be approximated at high \( q \) by

\[
E_z = \frac{1}{\sinh(Wq)\cosh(Wq) + Wq} = 4e^{-2Wq}.
\]

(10)

The high \( q \) approximations for all functions \( t_{1,mm}, \ldots, r_{1pp} \) are given in Appendix B, indicated with \( \tilde{t}_{1,mm}, \ldots, \tilde{r}_{1pp} \). Using these high \( q \) approximations, we change the integration from the original formulation into

\[
G_{zz}^{2W} = \int_0^\xi J_0(qs) \times (\tilde{t}_{1,mm} - \tilde{t}_{1,mm}) dq + \int_0^\infty J_0(qs)\tilde{t}_{1,mm} dq,
\]

(11)

with \( \xi \) typically in the order of 10. The advantage comes from the fact that the numerical integration only goes from 0 to \( \xi \), since \( |t_{1,mm} - \tilde{t}_{1,mm}| \) decays rapidly, as illustrated in Fig. 2, and the other term can be evaluated analytically.

The numerical integration is performed over \( N_q \), integration points using a composite Simpson rule integration scheme. As \( |t_1 - \tilde{t}_1| \) decays rapidly, it is advantageous to have more integration points in the first part. Therefore, we split our domain into two parts: one running from 0 to \( \xi \), and one from \( \xi \) to \( \xi \), with \( \xi \) in the order of 2. The number of integration points was chosen to be the same in each subdomain. To check the convergence and accuracy of the integration, we have performed a test case. The field point is placed on the wall: \((0,0,W)\), with \( W=1.1 \) in this case. From the original demand that the velocity should be 0 at the wall, it follows directly that \( G_{zz}^{2W} = G_{zz}^\infty \). The pole is placed at \((10,2,0.2)\). This gives a value for \( s \) of 10.77, which is about the maximum value obtained in the current study. Lower values of \( s \) give fewer oscillations in the Bessel functions and hence a more accurate solution. The results are shown in Fig. 3, where the relative error of our integration, compared with the analytical solution, is plotted. As one can see, the fourth-order convergence expected from a composite Simpson integration scheme is found. The errors do not fall below \( 10^{-6} \), since that is the order of the error in the Bessel function calculation, discussed below.

As shown in Fig. 3, about 100 integration points suffice for an accurate description of the Green’s function. This yields an error in the order of \( 10^{-4} \). This is still smaller than other sources of inaccuracy, most notably the curvature calculation.\textsuperscript{29} In the initial stages of a simulation, as the maximum value of \( s \) is about 2 (the diameter of the drop), it was found that about 60 integration points are sufficient. The number of integration points is increased roughly linear as function of the maximum value of \( s \), with 120 integration points at \( s=12 \). The integration domain was defined by \( \xi = 1.5 \) and \( \xi = 7 \) for all simulations.

The total computation time can be significantly reduced by convenient storage of certain parameters in the numerical implementation. Since we integrate from 0 to \( \xi \) for every field point-pole combination with the same number of integration points, the values for \( q \) in the integration points are fixed, and the expensive hyperbolic functions only have to be calculated once for every node, and can be used for both the pole as well as for the field point. The terms \( A_z, \ldots, E_z \), as can be found in Appendix A, only depend on \( W \), which is fixed, and thus only have to be calculated once for each integration point per simulation. If \( N_q \) is increased, these terms have to be calculated again, in total no more than five times per simulation. The factors in \( t_{1,mm}, \ldots, r_{1pp} \) in front of the terms in \( z \) only have to be calculated once per pole per time step, although for every integration point, which gives
calculated with a standard contour integration method. The Bessel functions are calculated using standard surface integration, and done separately from the free-space results, where we use the nonsingular contour integration to overcome the singularities of the kernels at \( x-x_0 \) [see Eq. (4)], and a multi-time-step scheme, where the kernels are calculated every \( M \) time steps and all other parameters every time step. The parameter \( M \) was set to 50 in all simulations. Time steps were in the order of \( 5 \times 10^{-4} \).

The mesh is generated from a regular icosahedron, where each large triangle is then subdivided into \( n^2 \) smaller ones. We used an initial mesh with 8000 triangular elements in all simulations. During the simulation, nodes are convected with an additional tangential velocity to places with high curvature to increase the local accuracy there. For large deformations (simulations with \( \text{Ca}>0.35 \)), this alone is not sufficient to keep a stable mesh, as the resulting slender drop shapes give an unfavorable distribution of the nodes over the drop surface. In these cases, nodes are added and redistributed using a remesh algorithm that includes node subtraction and addition, topology optimization, and mesh relaxation. Remeshing is coupled with the increase in integration points. The post-breakup behavior is not investigated, so no mesh splicing is performed. The curvature is calculated with a standard contour integration method.

The contribution of \( \mathbf{G}^{2W} \) to the total boundary integral is calculated using standard surface integration, and done separately from the free-space results, where we use the nonsingular contour integration, as mentioned above. There are no singularities in \( \mathbf{G}^{2W} \), except when both the pole and the integration point are located on a wall, but this situation never occurs in our case, so there is no need for subtraction techniques.

In the full implementation, the computation of the additional Green’s functions takes roughly 80\% of the total computation time. This number is for \( N=8000 \) elements and \( N_q =82 \). Increasing \( N \) will make no significant changes to this, as the biggest contribution in the remaining 20\% is the computation of the free-space kernels, which also requires \( N^2 \) evaluations. Increasing \( N_q \) on the other hand, this portion will go up, as the cost of evaluating \( \mathbf{G}^{2W} \) is linear in \( N_q \). However, as \( N_q \) remains in the order of 100, no drastic changes in the relative contribution are expected. With a small time step of \( 10^{-5} \), \( N=8000 \) elements, and \( N_q =82 \), simulating one full dimensionless time unit (\( \Delta t=1 \)) takes roughly 90 min on a 2.4 GHz AMD Opteron 250 processor. So simulating from \( t=0 \) to 100 takes about 6 days.

Finally, we show mesh convergence for the case with \( \text{Ca}=0.2 \) and \( R/W=0.9 \). The number of elements for each mesh was 1280, 2000, 3920, 4000, and 12500, respectively. Meshes with a smaller number of elements proved to be unstable. In Fig. 4, the transient data for the three major axes of the drop can be seen. All meshes show a similar trend. As the number of elements is increased, the results converge to an identical solution. Clearly, 8000 elements are sufficient to describe the flow problem at hand.

III. RESULTS AND DISCUSSION

In this section, results obtained with our numerical procedure will be discussed. In the first subsection, some comparisons with other published work will be made. We will first focus on comparison with a simulation conducted with a volume-of-fluid (VOF) method. Then we will compare our results with a small-deformation theory. In the second subsection, results for various capillary numbers and confinement ratios will be shown, including those for drop retraction and drop deformation in shear flow. Finally, we investigate the influence of the confinement ratio on the critical capillary number in shear flow.

As for the Green’s functions, we denote parameters and results related to the unbounded cases with the superscript \( ^2 \), the additional effects with the superscript \( 2W \), and the combined effects without any superscript.

A. Validation

First, we validate our results by comparing them with another simulation technique: a VOF-PROST method. A drop is placed in shear flow \( [u(x) = (0, 0, 0)^T] \). Figure 4 shows the results for \( \text{Ca}=0.2 \) and \( R/W=0.9 \), obtained with our BIM simulation and with the VOF-PROST method by Renardy. The axis \( L \) is defined as twice the maximum distance from the drop center to the interface, \( B \) as twice the minimum distance from center to interface, and \( L_W \) as the width in the \( xy \) plane. \( D \) is the Taylor deformation parameter.
\[ D = \frac{L - B}{L + B}, \]  
and the orientation angle \( \phi \) is defined as the angle between the long axis \( L \) and the \( x \) axis.

The results for both axes as well as for the rotation angle show an excellent match. The oscillatory behavior of the deformation will be discussed in more detail later. There is a minor discrepancy in the values, but ultimate mesh convergence was not claimed for the VOF simulation. The coarseness of the mesh can influence derived quantities as \( L \) and \( B \).

Overall, the results are in excellent agreement and we are convinced our method is well capable of handling the flow problem.

Next, we compare our results with the small-deformation theory of Shapira and Haber.\(^{20}\) In that work, the additional deformation due to the effects of the two walls was found to be [their Eq. (64) in our variables]

\[ D^{2W} = Ca \left( \frac{R}{2W} \right)^{3} \frac{1 + 2.5\lambda}{1 + \lambda} \frac{16 + 19\lambda}{8(1 + \lambda)} \sin(\phi)\cos(\phi)C_s, \]  

where \( C_s \) is a parameter dependent on the location of the drop in the channel, tabulated in Shapira and Haber.\(^{20}\)

In Fig. 6, the additional deformation \( D^{2W} \) is plotted as function of the confinement ratio for cases in which the drop is placed halfway between the plates. Not only do we obtain the predicted \((R/W)^3\) scaling, but also the absolute value gives excellent correspondence. Results for larger capillary numbers are not shown, as the drop shape significantly starts to deviate from the typical spheroidal shape, and no good matches with this theory are obtained anymore. The fact that higher confinement ratios result in nonspheroidal drops is in disagreement with the statement of Shapira and Haber:\(^{20}\) “...wall effects have not altered the shape of the deformed droplet....” Sibillo \textit{et al.} \(^{18}\) also reported a good match between their experimental data and the results of Shapira and Haber.\(^{20}\) It was also observed by these authors that there is a significant mismatch with the small-deformation theory as the confinement ratio approaches 1. Therefore, we conclude that the validity of the small-deformation theory is only limited to small capillary numbers and small to medium confinement ratios, in other words, as long as the drops retain an almost spheroidal shape.

### B. Retraction

Next, we consider the relaxation of a deformed drop between two parallel plates. For this we first stretch a spherical drop by a factor of 2 in the \( x \) direction, and, to conserve the volume, by \( 1/\sqrt{2} \) in both the \( y \) and \( z \) directions. Subsequently, the drop is placed between two parallel walls and relaxed in time. We have considered three confinement ratios (0.75, 0.9, and 1.2) and compared the relaxation behavior of the drops in these confinements with that of an unconfined drop. The results are shown in Fig. 7(a), where the major and the minor axes are shown in time. As one can see, the confinement leads to slower relaxation, as the matrix fluid has to be squeezed out between the plates and the drop, which hampers the relaxation. All drops return to a spherical shape, except for the drop with a confinement ratio of \( R/W = 1.2 \).
this case, the drop flattens against the walls, and even a dimpled shape is formed, similar to those found in film drainage in drop coalescence, as can be seen in Fig. 7(b). Therefore, in Fig. 7(a) there are two minor axes for \( R/W = 1.2 \): one corresponds with the minimum distance from the mass center to the interface, and one with the distance between two points closest to each wall. The distance between the walls, which is the asymptotic value of the \( B \) axis, is 1.67 for this case.

To handle very small wall separations, one needs to tackle singularity problems, as done, for example, by Staben et al., who computed wall separations down to 1% of the particle diameter. As a long-term study of the drainage behavior is beyond the scope of this paper, no efforts were pursued in this direction.

### C. Drop deformation in shear flow

In this section, the deformation in shear flow as a function of the capillary number and the confinement ratio is investigated. All drops are placed halfway between the two walls. In Figs. 8 and 9, the results for \( Ca=0.2 \) and 0.4, respectively, are shown. The overshoot in \( D \) is typical for drop deformation results in confined geometries. Initially the hydrodynamic interaction with the wall is strong and the drops deform more. As the drop stretches out, it also tumbles away from the wall, so the interaction becomes less pronounced. In fact, the drop experiences a much weaker flow and starts to retract. For higher capillary numbers, a damped, oscillatory behavior can be seen, where the retracted drop rotates back, followed by an increase in deformation again. The amplitude of this deformation decreases, and eventually a stationary situation develops. Similar behavior was reported experimentally by Sibillo et al. For \( Ca=0.4 \) and the confinement ratios \( R/W=0.5 \) and 0.67, the drop breaks up, instead of reaching a stationary shape. This will be discussed below.

For the rotation angle, we find that the angle decreases with increasing confinement ratio as the drop orients itself in the flow. The results for the orientation angle show noise due to the discrete nature of the location of the nodes. As the node associated with the maximum distance to the drop center shifts, the angle makes stepwise changes.

Some typical drop shapes are shown in Fig. 10 for Ca = [0.1, 0.2, 0.3, 0.4] and \( R/W=0.9 \) in stationary situations.
The drop shows stronger deformation around the tips, resulting in a nonspheroidal shape. For the higher capillary number, the drops extend significantly, resulting in greater deformation, yet no breakup. The shape can be better described as a filament, rather than as a spheroid. These findings are in agreement with the experimental work of Sibillo et al.\textsuperscript{18} To make a direct comparison with that work, we have conducted a simulation with $Ca=0.1$ and $R/W=1$. For this, the initial spherical drop was slightly compressed in the $z$ direction and stretched in the $x$ and $y$ directions. After this, the shear flow was immediately applied, so the drop was not allowed to relax. These initial conditions probably do not match with those of Sibillo et al.,\textsuperscript{18} but are simple, prevent singularity problems, and will only have a minor influence on the eventual result. In Fig. 11, the drop shapes in time are seen at four time instances. As one can see, we obtain an excellent match with the experimental data.

Streaklines are presented in Fig. 12 for $Ca=0.2$ and $R/W=0$ and 0.9 in the stationary situation. In the case of the confined drop, high shear rates are found between the tips and the walls, where the matrix fluid is squeezed between the drop and the wall. Furthermore, a large portion of the matrix fluid does not pass between the wall and the drop, but is reversed.
D. Critical capillary number

Finally, we investigate the influence of confinement on the critical capillary number in shear flow, $C_{a_{\text{crit}}}$, above which the drop breaks up. All simulations were started with initially spherical drops. Simulations were run until a stationary state was reached, or until the drop broke up. The critical capillary number was determined within 0.01. The results can be seen in Fig. 13, and are also tabulated in Table I.

With increasing confinement ratio, $C_{a_{\text{crit}}}$ initially decreases, and reaches a minimum at $C_{a} = 0.5$, with $C_{a_{\text{crit}}} = 0.375$. By further increasing the confinement ratio, $C_{a_{\text{crit}}}$ increases again. For the highest confinement ratios, $C_{a_{\text{crit}}}$ is even larger than the unconfined result. Vananroye et al.\textsuperscript{16} also found a minor influence of the confinement ratio on $C_{a_{\text{crit}}}$ for cases with $\lambda \approx 1$. An even more interesting observation is that the breakup mode makes a significant change: it changes from binary into ternary breakup. The evolution of the drop shapes for three supercritical capillary numbers ($Ca = 0.44$ for $R/W = 0.75$, $Ca = 0.46$ for $R/W = 0.8$, and $Ca = 0.47$ for $R/W = 0.9$) is shown in Figs. 14(a)–14(c). For all cases, the drop initially stretches out and forms larger blobs at the tips that point toward the walls. As the drop starts to retract, a wave forms between the blobs. In the case of $Ca = 0.44$ with $R/W = 0.75$, the wave has only one period. Eventually, the amplitude of the wave grows, also due to retraction, and a new blob forms in the center. The drop will eventually break up into three drops, with roughly equal size. The simulation was stopped here, as the curvature became too large. As mentioned before, no mesh splicing is conducted, so the post-breakup behavior is not investigated. For $Ca = 0.46$ with $R/W = 0.8$ and $Ca = 0.47$ with $R/W = 0.9$, we see similar behavior. However, the wave between the drops has two periods. In the later stages, the two middle parts merge into a larger one. The final shape just prior to breakup shows once again three drops forming; the middle one, however, is larger than the two outer ones. However, the middle one is also more slender than the two on the outside. So eventually also three, roughly equal sized drops will form.

In Fig. 14(d), a breakup shape reported by Sibillo et al.\textsuperscript{18} for $Ca = 0.46$, $R/W = 0.7$ is shown. Similar to our results, they also found a stretched drop breaking into three fragments, all roughly equal in size. The experimental conditions are not exactly identical to the numerical, but still an excellent agreement is found.

These results show that this method can be readily applied for a more detailed study on the influence of wall effects on the critical capillary number.\textsuperscript{11,47} However, to investigate the post-breakup behavior and final drop size distribution, the code needs to be extended to handle breakup.

IV. CONCLUSIONS

A boundary integral method is proposed to study drop deformation between two parallel plates. The Green’s functions normally used are modified to include the effects of the walls. The deformation of drops with viscosity ratio 1 in shear flow is investigated as a function of the capillary number and the confinement ratio. In general, a drop placed between parallel plates shows a larger deformation than unconfined drops. Furthermore, for high confinement ratios,
oscillatory behavior is observed, as drops tumble away, retract, rotate back, and deform again. Despite the higher deformation, there is only a minor influence on the critical capillary number. With increasing confinement ratio, the critical capillary initially decreases. It reaches a minimum at a moderate confinement ratio, and then increases again. The breakup mode, however, does make a significant change, as it changes from binary breakup into ternary breakup at high confinement ratios. This behavior is similar as observed in recent experiments.

The behavior of drops in other flow conditions, such as Poiseuille flow or oscillating shear flow, can be studied with our method. Furthermore, the method can be easily extended to include the effect of surfactants or buoyancy effects. More effort will have to be taken to extend the method to handle nonunit viscosity ratios, as the double-layer potential needs to be determined and computed as well.
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APPENDIX A: GREEN’S FUNCTIONS FOR PARALLEL WALLS

The Green’s function for a point force in a fluid between two parallel walls was derived by Jones.\textsuperscript{42} The expressions are all integrals over \( q \) with Bessel function weights. The integrands are defined as follows:

\[
\begin{align*}
\mathbf{t}_{1_{pp}}(q, z, z_0) &= E_3[-v \cos(h) + B_s \sin(h)]w \cosh(w) \\
&+ E_3[v \sin(h) + A_s \cos(h)]w \sinh(w) \\
&+ E_3[A_s v \sin(h) - C_s \cos(h)] \cosh(w) \\
&+ E_3[B_s v \cos(h) - D_s \sinh(h)] \sinh(w), \quad (A1)
\end{align*}
\]

\[
\begin{align*}
\mathbf{t}_{1_{pp}}(q, z, z_0) &= E_3[v \sin(h) - A_5 \cos(h)]w \cosh(w) \\
&+ E_3[v \cos(h) - B_5 \sin(h)]w \sinh(w) \\
&+ E_3[-A_5 v \cos(h) + u^2 \sin(h)] \cosh(w) \\
&+ E_3[-B_5 v \sin(h) + u^2 \cosh(h)] \sinh(w), \quad (A2)
\end{align*}
\]

\[
\begin{align*}
\mathbf{t}_{1_{pp}}(q, z, z_0) &= E_3[-v \sin(h) + A_9 \cos(h)]w \cosh(w) \\
&+ E_3[-v \cos(h) + B_9 \sin(h)]w \sinh(w) \\
&+ E_3[A_9 v \cos(h) - u^2 \sin(h)] \cosh(w) \\
&+ E_3[B_9 v \sin(h) - u^2 \cosh(h)] \sinh(w), \quad (A3)
\end{align*}
\]

\[
\begin{align*}
\mathbf{t}_{1_{pp}}(q, z, z_0) &= E_3[v \cos(h) - B_7 \sin(h)]w \cosh(w) \\
&+ E_3[v \sin(h) - A_7 \cos(h)]w \sinh(w) \\
&+ E_3[-A_7 v \cos(h) + C_7 \cos(h)] \cosh(w) \\
&- 2u \tanh(u) \cosh(w) \\
&+ E_3[-B_7 v \cos(h) + D_7 \sinh(h)] \sinh(w) \\
&- 2u \coth(u) \sinh(h)] \sinh(w), \quad (A4)
\end{align*}
\]

\[
\begin{align*}
\mathbf{r}_{1_{pp}}(q, z, z_0) &= [-2e^{-u} \cos(h)/\cosh(u)] \cos(h) \\
&+ [-2e^{-u} \sinh(h)/\sinh(h)] \sinh(h), \quad (A5)
\end{align*}
\]

where

\[
\begin{align*}
u &= qW, \quad v = qz_0, \quad w = qz, \quad (A6) \\
A_3(u) &= u \pm \sinh(u) e^{-u} = u \pm 0.5(1 - e^{-2u}), \quad (A7) \\
B_3(u) &= u \pm \cosh(u) e^{-u} = u \pm 0.5(1 + e^{-2u}), \quad (A8) \\
C_3(u) &= u(1 + u) \pm \sinh(u) e^{-u} = u(1 + u) \pm 0.5(1 - e^{-2u}), \quad (A9)
\end{align*}
\]

TABLE I. The critical capillary number as a function of the confinement ratio.

<table>
<thead>
<tr>
<th>( R/W )</th>
<th>0</th>
<th>0.25</th>
<th>0.33</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.66</th>
<th>0.75</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{krit} )</td>
<td>0.345</td>
<td>0.415</td>
<td>0.395</td>
<td>0.385</td>
<td>0.375</td>
<td>0.385</td>
<td>0.395</td>
<td>0.435</td>
<td>0.455</td>
<td>0.465</td>
</tr>
</tbody>
</table>

FIG. 14. Drop shapes in time for supercritical situations: (a) \( C_a=0.44 \) and \( R/W=0.75 \); (b) \( C_a=0.46 \) and \( R/W=0.8 \); (c) \( C_a=0.47 \) and \( R/W=0.9 \); (d) \( C_a=0.46 \) and \( R/W=0.7 \) taken with permission from Fig. 3 of Sibillo et al. [Phys. Rev. Lett. 97, 054502 (2006)]. Copyright 2006 by the American Physical Society.
\[ D_q(u) = u(1 + u) \pm \cosh(u)e^{-u} = u(1 + u) \pm 0.5(1 + e^{-2u}), \]  
\[ E_q(u) = \frac{1}{\sinh(u)\cosh(u) \pm u}. \]  

**APPENDIX B: HIGH q APPROXIMATIONS**

In Sec. II, the high q approximations for t, indicated as \( \tilde{t} \), are introduced. They are given by

\[ \tilde{t}_{1m} = \left\{ \begin{array}{l} [-2(W - z)(W - z_0)]^{q^2} + \{ -2W + z + z_0 \}q - 1 \times \exp[\{ z - z_0 - 2W \} \]  
\[ \times \exp[\{ z + z_0 - 2W \}] + \{ -2W + z + z \}W \}^{q^2} \]  
\[ + \{ z - z_0 \}q \exp[\{ -z - z_0 - 2W \}] \), \]  
\[ \tilde{t}_{1n} = \left\{ \begin{array}{l} [[2(W - z)(W - z_0)]^{q^2} + \{ z - z_0 \}] \times \exp[\{ z + z_0 - 2W \}] + \{ -2W + z + z_0 \}W \}^{q^2} \]  
\[ + \{ z - z_0 \}q \exp[\{ -z - z_0 - 2W \}] \), \]  
\[ \tilde{t}_{1pp} = \left\{ \begin{array}{l} \{ [[2(W - z)(W - z_0)]^{q^2} + \{ -2W + z + z_0 \}q - 1 \]  
\[ \times \exp[\{ z - z_0 - 2W \}] + \{ -2W + z + z_0 \}W \}^{q^2} \]  
\[ + \{ -2W - z - z_0 \}q - 1 \exp[\{ -z - z_0 - 2W \}] \), \]  
\[ \tilde{t}_{1pp} = -2 \exp[\{ z + z - 2W \}] - 2 \exp[\{ -z - z - 2W \}] \) \].


43 We changed the notation used in Jones from $T_1$ into $G^{2W}$ to maintain $T$ as the notation for the stresslet, which is common in BIM, $x$ and $y$ were changed into $\hat{x}$ and $\hat{y}$, respectively, and $z_1$ and $z_2$ into $z$ and $z_0$.


