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Abstract

A new integer linear programming formulation for the discrete lot-sizing and scheduling problem is presented. This polynomial-size formulation is obtained from the model with the natural variables by splitting these variables. Its linear programming relaxation is shown to be tight, by reformulating it as a shortest path problem. The latter also provides a dynamic programming formulation for the discrete lot-sizing and scheduling problem.

1 Introduction

Production planning decisions in industry are made on two distinct levels: a strategic (long-term) level and an operational (short-term) level. On the strategic level planning systems are used to develop a rough production plan for the coming years, whereas on the operational level detailed production decisions are specified, typically for some months. On both levels a planner is faced with the same types of costs, the inventory holding costs and the production costs. The production costs usually consist of a fixed component, typical for lot-sizing, and a production-size dependent component. The most suitable class of models for strategic planning are economic lot-sizing models. These are capable of handling problems with relatively long periods, in which a large production capacity must be divided among several goods. For operational planning one usually takes a discrete lot-sizing and scheduling model, where periods are so short that only a single item can be produced in a fixed amount.

The history of the Economic Lot-Sizing Problem (ELSP) goes back to the late fifties, when the two seminal papers of Wagner and Whitin [18] and Manne [12] were published. In [18] a dynamic programming algorithm was developed to solve the single-item uncapacitated version of the economic lot-sizing problem. In [12] Manne suggests a linear programming approach for the multi-item capacitated version of the problem. Dynamic programming and linear programming are the two basic techniques that have been used for solving these
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and other versions of the economic lot-sizing problem. Generalizations of the problem are, among others, the case where backlogging is allowed, and the case where more machines form an assembly line. Both generalizations were introduced by Zangwill [19]. In general, the capacitated economic lot-sizing problem is \( \mathcal{NP} \)-hard. See Florian, Lenstra and Rinnooy Kan [8], and Bitran and Yanasse [4] for a detailed study on the complexity of the problem. Besides many heuristics (see Baker [1] for an overview) exact algorithms by Branch and Bound and Lagrangean relaxation have been developed by, for instance, Thizy and Van Wassenhove [17]. Recently, the polyhedral structure of the single-item economic lot-sizing problem has been investigated by Barany, Van Roy and Wolsey [2], [3]. Their valid inequalities have been implemented successfully in a cutting-plane algorithm for the multi-item problem. Krarup and Bilde [10] provide a polynomial-size complete linear description for the single-item economic lot-sizing problem by splitting the production variables. See also Eppen and Martin [5] for an evaluation of the technique of variable splitting.

Research on the discrete Lot-sizing and Scheduling Problem (DLSP) has started only recently by Schrage [16]. This late interest is due to the developments in management strategies, where short-term decisions become more and more important. Schrage [16] typified production processes with a so-called all-or-nothing policy as discrete lot-sizing and scheduling problems, and he distinguished between two different types of fixed production costs: set-up costs (typical for economic lot-sizing) and start-up or change-over costs (typical for discrete lot-sizing). Solution methods for DLSP are very similar to those for ELSP. A simple dynamic programming recursion solves the single-item version. Fleischmann [6] proposes a branch and bound algorithm by use of Lagrangean relaxation of the capacity constraints of the problem. In [7] he reformulates the problem as a travelling salesman problem with time windows. The complexity of the problem and a set of variants is discussed by Salomon [13]. The multi-item DLSP is solvable in polynomial time if the number of items is fixed, it is binary \( \mathcal{NP} \)-hard if the number of items is a problem parameter. Valid inequalities for the single-item discrete lot-sizing and scheduling problem have been developed by van Hoesel [9]. Magnanti and Vachani [11] and Sastry [15] describe facet-defining inequalities for a slightly more general problem, in which set-up costs are included. In view of the similarity of the mentioned techniques and solution methods for economic lot-sizing problems and discrete lot-sizing and scheduling problems, it is only natural to develop a formulation for the discrete lot-sizing and scheduling problem by splitting the variables. The latter formulation is the subject of this manuscript.

Section 2 contains formulations for the single-item discrete lot-sizing problem. The formulation with the natural variables (for start-ups, production, and inventory) is described and simplified by deleting the inventory variables. By splitting the variables a new extended formulation is derived. For the latter formulation a polynomial-size complete linear programming description is derived in section 3. This description is based on a shortest path model. The relation with a dynamic programming formulation will be described in section 4. Finally, in section 5 generalization of the results to the multi-item discrete lot-sizing and scheduling problem is discussed.
2 Integer programming formulations for the discrete lot-sizing and scheduling problem

Consider the single-item version of DLSP, i.e., we have one single item that must be produced. The planning horizon consists of \( T \) periods, and in each period \( t \in \{1, \ldots, T\} \) a demand of \( d_t \) units of the item occurs. This demand must be satisfied by production in one of the periods up to \( t \). Since an all-or-nothing policy is assumed in each period, the production speed can be normalized to one unit per period. Clearly, this implies that the demands can be restricted to be binary. A maximal set of consecutive periods in which production takes place is called a production batch. Such a batch must begin with a period in which a start-up takes place. The following parameters and variables are used to describe the single-item DLSP. They are defined for each period \( t \in \{1, \ldots, T\} \).

**Parameters:**
- \( d_t \): the demand of the item in period \( t \);
- \( f_t \): the start-up cost of the item in period \( t \);
- \( p_t \): the unit production cost of the item in period \( t \);
- \( h_t \): the unit inventory cost of the item in period \( t \).

**Variables:**
- \( x_t \): the production of the item in period \( t \);
- \( y_t \): \( \begin{cases} 1 & \text{if a start-up of the item is incurred in period } t; \\ 0 & \text{otherwise.} \end{cases} \)
- \( I_t \): the inventory level of the item at the end of period \( t \).

The generic formulation of the problem as suggested by Fleischmann [6] is the following.

\[
\text{(DLSP-I)} \quad \min \sum_{t=1}^{T} (f_t y_t + p_t x_t + h_t I_t) \tag{1}
\]

s.t.

\[
x_t + I_{t-1} = d_t + I_t \quad (1 \leq t \leq T) \tag{2}
\]

\[
y_t \leq x_t \leq x_{t-1} + y_t \leq 1 \quad (1 \leq t \leq T) \tag{3}
\]

\[
I_t \geq 0 \quad (1 \leq t \leq T) \tag{4}
\]

\[
x_t, y_t \in \{0, 1\} \quad (1 \leq t \leq T) \tag{5}
\]

We assume that \( x_0 \) and \( I_0 \) are equal to zero.

The constraints 2, the balance equations, ensure that the starting inventory of period \( t \) and the production at period \( t \) equal demand and ending inventory of period \( t \). The constraints 3 force a start-up when production of the item takes place in period \( t \) but not in the preceding
period \( t - 1 \). Constraints 4 ensure that the ending inventory in \( t \) is nonnegative. The problem above is, in the notation introduced by Salomon et al. [14], denoted by \( 1/1\text{SI}/G/A \), i.e., there is one machine, one item, Sequence Independent start-up costs (set-up costs in their terminology), time-dependent (General) production and inventory costs, and start-up (set-up) times are Absent.

The balance equations 2 can be used to reduce the set of variables and the number of constraints. We will use them to delete the inventory variables from the formulation.

\[
(DLSP) \quad \min_{t=1}^{T} \sum_{t} (f_t y_t + c_t x_t) \quad (6)
\]

\[
s.t. \quad \sum_{t=1}^{t} x_t \geq d_{1,t} \quad (1 \leq t \leq T) \quad (7)
\]

\[
y_t \leq x_t \leq x_{t-1} + y_t \leq 1 \quad (1 \leq t \leq T) \quad (8)
\]

\[
x_t, y_t \in \{0, 1\} \quad (1 \leq t \leq T) \quad (9)
\]

Here, \( c_t \) (\( 1 \leq t \leq T \)) denote the inventory incremented costs. Their relation to the cost coefficients in the original formulation is \( c_t = p_t + h_t + \ldots + h_T \). By \( d_{1,t} \) (\( 1 \leq t \leq T \)) we denote the cumulative demand of the first \( t \) periods, i.e., \( d_{1,t} = \sum_{\tau=1}^{t} d_{\tau} \). Note that \( d_{1,T} = D \).

By splitting the variables one can usually create a tighter integer linear programming reformulation with less constraints but more variables. Splitting the variables is done by specifying the demand period. Therefore, the demand periods are numbered, namely in increasing order of appearance on the planning horizon as follows: \( t_1, t_2, \ldots, t_D \), where \( D \) is the cumulative demand of the periods \( \{1, \ldots, T\} \). The variables, defined for \( i : 1 \leq i \leq D \), and \( t; i \leq t \leq t_i \) are as follows.

\[
x_{t,i} \begin{cases} 
1 & \text{if there is production in period } t \text{ for demand in period } t_i; \\
0 & \text{otherwise.}
\end{cases}
\]

\[
y_{t,i} \begin{cases} 
1 & \text{if there is a start-up in period } t \text{ for production of demand from } t_i; \\
0 & \text{otherwise.}
\end{cases}
\]

Clearly, \( x_t = \sum_{i:t_i \geq t} x_{t,i} \) and \( y_t = \sum_{i:t_i \geq 1} y_{t,i} \). In contrast with the economic lot-sizing problem, where splitting the production variables led to a tight linear reformulation (Krarup and Bilde [10]), for DLSP we need in addition the splitting of the start-up variables. The integer linear programming formulation with the split variables is the following.

\[
(DLSP-S) \quad \min \sum_{i=1}^{D} \sum_{t=i}^{t_i} (f_t y_{t,i} + c_t x_{t,i}) \quad (10)
\]

\[
s.t. \quad \sum_{t=i}^{t_i} x_{t,i} = 1 \quad (1 \leq i \leq D) \quad (11)
\]
The constraints 11 ensure that each demand is satisfied. The constraints 12 model the startup structure. The constraints 13 are added to the formulation to restrict the production in each period. The constraints 14 are part of the formulation to avoid certain unnecessary startups. In fact, they ensure that the demand periods increase with the production periods in a feasible solution.

The main advantage of formulation DLSP-S is that production can be related to demand much more effectively. It can be shown that constraints 7 are implied by the constraints 11. Thus, DLSP-S is a stronger formulation than DLSP, in the sense that its linear programming relaxation has a value that is not larger than the value of the linear programming relaxation of DLSP. The linear programming relaxation of DLSP-S still allows for fractional solutions. However, DLSP-S can be viewed as a shortest-path problem on an acyclic network. This viewpoint will enable us to find the set of constraints which, when added to DLSP-S will result in a formulation with integral extreme points.

3 A shortest-path formulation of DLSP

Consider an instance of DLSP. Any feasible solution of formulation DLSP-S specifies production-demand pairs \((t, i)\). The production periods \(t\) in these pairs can be reordered to an increasing sequence for increasing \(i\). We will only consider solutions with this property in the following shortest-path model for DLSP. An instance of the shortest-path problem is defined as follows.

The graph is a 2-dimensional structure that consists of \(D\) vertical layers and \(T\) horizontal layers. Moreover, there is a source node \(S_a\) and a target node \(T_a\). The intersection of vertical layer \(i\) and horizontal layer \(t\) contains at most four vertices \(P_{t,i}, Q_{t,i}, R_{t,i},\) and \(S_{t,i}\). The arcs between these vertices as well as the connection with other vertices is given in figure 1, together with the name of the corresponding variables.

Vertex \(P_{t,i}\) exists for \(i = 2, \ldots, D; t = i + 1, \ldots, t_i\).
Vertex \(Q_{t,i}\) exists for \(i = 2, \ldots, D; t = i, \ldots, t_{i-1} + 1\).
Vertex \(R_{t,i}\) exists for \(i = 2, \ldots, D; t = i, \ldots, t_i - 1\).
Vertex \(S_{t,i}\) exists for \(i = 1, \ldots, D; t = i, \ldots, t_i\).

The arcs with corresponding variables and costs are:
Figure 1: Part of the network.

\[(S_a, s_{t,1})\] with flow \(y_{t,1}\) and cost \(c_t\) \((1 \leq t \leq t_1)\);  
\[(p_{t,i}, r_{t,i})\] with flow \(\delta_{t,i}\) and cost 0 \((2 \leq i \leq D; i < t < t_i)\);  
\[(p_{t,i}, s_{t,i})\] with flow \(y_{t,i}\) and cost \(f_t\) \((2 \leq i \leq D; i < t \leq t_i)\);  
\[(q_{t,i}, r_{t,i})\] with flow \(\alpha_{t,i}\) and cost 0 \((2 \leq i \leq D; i \leq t \leq \min\{t_{i-1} + 1, t_i - 1\})\);  
\[(q_{t,i}, s_{t,i})\] with flow \(\beta_{t,i}\) and cost 0 \((2 \leq i \leq D; i \leq t \leq t_{i-1} + 1)\);  
\[(s_{t,i}, q_{i+1,i+1})\] with flow \(x_{t,i}\) and cost \(c_i\) \((1 \leq i \leq D - 1; i \leq t \leq t_i)\);  
\[(r_{t-1,i}, p_{t,i})\] with flow \(\gamma_{t,i}\) and cost 0 \((2 \leq i \leq D; i < t \leq t_i)\);  
\[(s_{t,D}, T_a)\] with flow \(x_{t,D}\) and cost \(c_l\) \((D \leq t \leq t_D)\).

The complete graph related to the following instance of DLSP is given in figure 2.

EXAMPLE: \(T = 6\)

\[
\begin{array}{c|ccccccc}
 t & 1 & 2 & 3 & 4 & 5 & 6 \\
 d_t & 0 & 0 & 1 & 0 & 1 & 1 \\
\end{array}
\]

We now describe the one-to-one correspondence between feasible solutions to DLSP and paths from \(S_a\) to \(T_a\) in the graph. This will also clarify why some of the \(p, q, r,\) and \(s\) vertices do not exist.

Let us first concentrate on vertical layer one. We will leave this layer through vertex \(s_{t,1}\) if and only if the first start-up period is \(t\). In this case the flow variables \(y_{t,1}\) and \(x_{t,1}\) are both equal to one. In general, we enter vertical layer \(i\) at vertex \(q_{t,i}\), if \(t - 1\) is the period in which the demand of period \(t_{i-1}\) is produced. We leave layer \(i\) at some vertex \(s_{t',i}\) with \(t' \geq t\). There is a unique path from \(q_{t,i}\) to \(s_{t',i}\).

\(t' = t\) if and only if we produce in period \(t\) for the \(i\)-th demand period;
Figure 2: Shortest path network of example.
\( t' > t \) if and only if we do not produce in periods \( t, \ldots, t' - 1 \) and start up production in period \( t' \) for production of the \( i \)-th demand period.

The shortest-path linear programming formulation is constrained by the following arguments. The flow leaving \( S_a \) is one unit. The flow through each arc must be nonnegative. Finally, in each node we have flow conservation. The flow conservation constraints are used to eliminate the \( \alpha, \beta, \gamma, \) and \( \delta \) variables. The nonnegativity constraints are then used to create new linear inequalities. Note that since there are no cycles in the graph the flow through each arc is automatically bounded by one.

Flow = 1: \[ \sum_{t=1}^{t_1} y_{t,1} = 1 \] (16)

Flow conservation constraints:

At \( s_{t,1} \):
\[ y_{t,1} = x_{t,1} \] (17)

At \( p_{t,i} \):
\[ \gamma_{t,i} = \delta_{t,i} + y_{t,i} \] (18)
\[ \gamma_{t,i} = y_{t,i} \] (19)

At \( q_{t,i} \):
\[ \alpha_{t,i} + \beta_{t,i} = x_{t-1,i-1} \] (20)
\[ \beta_{t,i} = x_{t-1,i-1} \] (21)

At \( r_{t,i} \):
\[ \alpha_{t,i} = \gamma_{t+1,i} \] (22)

At \( r_{t,i} \):
\[ \alpha_{t,i} + \delta_{t,i} = \gamma_{t+1,i} \] (23)
\[ \delta_{t,i} = \gamma_{t+1,i} \] (24)

At \( s_{t,i} \):
\[ \beta_{t,i} = x_{t,i} \] (25)

At \( s_{t,i} \):
\[ \beta_{t,i} + y_{t,i} = x_{t,i} \] (26)
\[ y_{t,i} = x_{t,i} \] (27)

From the flow conservation constraints we get explicit expressions for the \( \alpha_{t,i}, \beta_{t,i}, \gamma_{t,i} \) and \( \delta_{t,i} \) as follows.

Flow conservation at \( s_{t,i} \):

From 25: \[ \beta_{t,i} = x_{t,i} \] (28)

8
From 26:  \[ \beta_{t,i} = x_{t,i} - y_{t,i} \quad (2 \leq i \leq D; i < t \leq t_{i-1} + 1) \]  

(29)

Flow conservation at \( q_{t,i} \) and \( s_{t,i} \):

From 20 and 25:

\[ \alpha_{i,i} = x_{i-1,i-1} - x_{i,i} \quad (2 \leq i \leq D) \]  

(30)

From 20 and 26:

\[ \alpha_{t,i} = x_{t-1,i-1} + y_{t,i} - x_{t,i} \quad (2 \leq i \leq D; i < t \leq \min\{t_{i-1} + 1, t_i - 1\}) \]  

(31)

We now consider \( \gamma_{t+1,i} \) (\( i \leq t < t_i \)). Consider the vertices \( p_{r,i}, q_{r,i}, r_{r,i} \) and \( s_{r,i} \) (\( r > t \)). If \( t \leq t_{i-1} \), then the total flow entering these vertices is equal to \( \gamma_{t+1,i} \) (at vertex \( p_{t+1,i} \)) and \( x_{r-1,i-1} \) (at vertex \( q_{r,i} \)). The total flow leaving is equal to \( x_{r,i} \) (at vertex \( s_{r,i} \)). By flow conservation we obtain

\[ \gamma_{t+1,i} = \sum_{r=t+1}^{t_i} x_{r,i} - \sum_{r=t}^{t_{i-1}} x_{r,i-1} \quad (2 \leq i \leq D; i < t \leq t_{i-1}) \]  

(32)

If \( t > t_{i-1} \), then the total flow entering is equal to \( \gamma_{t+1,i} \) (at vertex \( p_{t+1,i} \)). The total flow leaving is equal to \( x_{r,i} \) (at vertex \( s_{r,i} \)). By flow conservation we obtain

\[ \gamma_{t+1,i} = \sum_{r=t+1}^{t_i} x_{r,i} \quad (2 \leq i \leq D; t_{i-1} < t < t_i) \]  

(33)

With these inequalities and flow conservation at \( r_{t,i} \) we get:

\[ \delta_{t,i} = \gamma_{t+1,i} - \alpha_{t,i} \]

\[ = \sum_{r=t}^{t_i} x_{r,i} - \sum_{r=t-1}^{t_{i-1}} x_{r,i-1} - y_{t,i} \quad (2 \leq i \leq D; i < t \leq t_{i-1} + 1) \]  

(34)

\[ \delta_{t,i} = \gamma_{t+1,i} = \sum_{r=t+1}^{t_i} x_{r,i} \quad (2 \leq i \leq D; t_{i-1} < t < t_i) \]  

(35)

The following constraints are implied by the nonnegativity of the variables \( \alpha_{t,i}, \beta_{t,i} \) and \( \delta_{t,i} \). Note that 22 to 24 imply that \( \gamma_{t,i} \geq 0 \). We get the following complete linear description of DLSP-S.

\[ \sum_{t=1}^{t_i} y_{t,i} = 1 \]  

(36)
\[ x_{t,1} = y_{t,1} \geq 0 \quad (1 \leq t \leq t_1) \]  
(37)

\[ x_{i,i} \geq 0 \quad (2 \leq i \leq D) \]  
(38)

\[ x_{t,i} \geq y_{t,i} \geq 0 \quad (2 \leq i \leq D; i < t \leq t_{i-1} + 1) \]  
(39)

\[ x_{t,i} = y_{t,i} \geq 0 \quad (2 \leq i \leq D; t_{i-1} + 1 < t \leq t_i) \]  
(40)

\[ x_{i-1,i-1} \geq x_{i,i} \geq 0 \quad (2 \leq i \leq D) \]  
(41)

\[ x_{t-1,i-1} + y_{t,i} \geq x_{t,i} \geq 0 \quad (2 \leq i \leq D; i < t \leq \min\{t_{i-1} + 1, t_i - 1\}) \]  
(42)

\[ x_{t-1,i-1} + y_{t,i} = x_{t,i} \geq 0 \quad (2 \leq i \leq D; t = t_{i-1} + 1 = t_i) \]  
(43)

\[ \sum_{\tau=t}^{t_i} x_{\tau,i} \geq y_{t,i} + \sum_{\tau=t-i-1}^{t_i-1} x_{\tau,i-1} \quad (2 \leq i \leq D; i < t \leq t_{i-1} + 1) \]  
(44)

Except for the last inequality 44 most constraints can easily be verified. The latter inequality is a strengthening of the inequalities 14 with \( y_{t,i} \) added to the right hand-side. Concluding, the model defined by 36 - 44 gives a complete linear description of DLSP-S.

4 Dynamic programming formulation of DLSP

In the shortest path formulation of DLSP the length of an arc corresponding to flow variable \( x_{t,i} \) is \( c_i \); the length of an arc corresponding to flow variables \( y_{t,i} \) is \( f_t \); all other arcs have length zero. We define

\[ S(t, i) = \text{length of the shortest path from } S_a \text{ to } s_{t,i} \text{ for } i = 1, \ldots, D; t = i, \ldots, t_i; \]

\[ R(t, i) = \text{length of the shortest path from } S_a \text{ to } r_{t,i} \text{ for } i = 2, \ldots, D; t = i, \ldots, t_i - 1. \]

Let us consider vertices \( s_{t,i} \) (\( t = 1, \ldots, t_1 \)). Clearly,

\[ S(t, 1) = f_t \quad (1 \leq t \leq t_1) \]  
(45)

Each path through \( s_{i,i} \) (\( 2 \leq i \leq D \)) passes through \( s_{i-1,i-1} \) and therefore

\[ S(i, i) = S(i - 1, i - 1) \quad (2 \leq i \leq D) \]  
(46)

The paths to \( s_{t,i} \) \( i = 2, \ldots, D; t = i + 1, \ldots, t_i - 1 + 1 \) pass either through \( s_{t-1,i-1} \) or \( r_{t-1,i} \). The length of the path from \( s_{t-1,i-1} \) to \( s_{t,i} \) is \( c_{t-1} \); the length of the path from \( r_{t-1,i} \) to \( s_{t,i} \) is \( f_t \). Therefore
\[ S(t, i) = \min\{S(t - 1, i - 1) + c_{t-1}, R(t - 1, i) + f_t\} \]
\[ (2 \leq i \leq D; i < t \leq t_{i-1} + 1) \] (47)

The paths to \( s_{t,i} \) \( i = 2, \ldots, D; t = t_{i-1} + 2, \ldots, t_i \) pass only through \( r_{t-1,i} \). Thus
\[ S(t, i) = R(t - 1, i) + f_t \]
\[ (2 \leq i \leq D; t_{i-1} + 1 < t \leq t_i) \] (48)

Each path through \( r_{t,i} \) \( (2 \leq i \leq D) \) passes through \( s_{i-1,i-1} \) and therefore
\[ R(i, i) = S(i - 1, i - 1) + c_{t-1} \]
\[ (2 \leq i \leq D) \] (49)

The paths to \( r_{t,i} \) \( i = 2, \ldots, D; t = i + 1, \ldots, t_{i-1} + 1 \) pass either through \( s_{t-1,i-1} \) or \( r_{t-1,i} \). The length of the path from \( s_{t-1,i-1} \) to \( r_{t,i} \) is \( c_{t-1} \); the length of the path from \( r_{t-1,i} \) to \( r_{t,i} \) is zero. Therefore
\[ R(t, i) = \min\{S(t - 1, i - 1) + c_{t-1}, R(t - 1, i)\} \]
\[ (2 \leq i \leq D; i < t \leq t_{i-1} + 1) \] (50)

The paths to \( r_{t,i} \) \( i = 2, \ldots, D; t = t_{i-1} + 2, \ldots, t_i - 1 \) pass only through \( r_{t-1,i} \). Thus, since the path from \( r_{t-1,i} \) to \( r_{t,i} \) has zero length
\[ R(t, i) = R(t - 1, i) \]
\[ (2 \leq i \leq D; t_{i-1} + 1 < t < t_i) \] (51)

Finally, the sought value is
\[ \min\{S(t, D) + c_t | t = D, \ldots, T\} \] (52)

Clearly, we can interpret \( R(t, i) \) as the minimum cost of producing the first \( i - 1 \) demands in the periods 1, \ldots, \( t - 1 \) and not producing in period \( t \), and \( S(t, i) \) as the minimum cost of producing the first \( i - 1 \) demands in the periods 1, \ldots, \( t - 1 \) and producing the \( i \)-th demand in period \( t \). The running time for the algorithm based on the recursion 45 to 52 is \( O(DT) \), since this is an upperbound on the total number of variables in the dynamic programming recursion.

5 Concluding remarks

A complete linear description for the model with disaggregated variables of the single-item DLSP has been derived and its relation to a dynamic programming formulation has been shown. Both the linear description and the dynamic programming recursion can be generalized to the multi-item case. The shortest path model then extends to an \((N + 1)\)-dimensional
network, \( N \) being the number of items. Since the number of variables and the number of constraints increases to \( O(D^N T) \) (\( D \) is the cumulative demand over all items) this model grows quickly with the number of items. Therefore the most practical way to use this formulation is to split a multi-item DLSP in \( N \) single-item problems and solve each with the linear program as defined in section 3. Note that the separation problem for the single-item DLSP can also be modelled as a shortest-path problem. By then, if any non-integral variables are still left specific multi-item constraints may be added.
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