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Abstract—Pulmonary blood volume quantification is important both for diagnosis and for monitoring of the circulatory system. It requires employment of transpulmonary indicator dilution techniques, which are very invasive due to the need for double catheterization. This paper presents a new minimally invasive technique for blood volume quantification. An ultrasound contrast agent bolus is injected peripherally and detected by an ultrasound transducer in the central circulation. Several echocardiographic views permit simultaneous detection of contrast in different cardiac cavities and central vessels, and acoustic backscatter measurements produce multiple indicator dilution curves (IDCs). Contrast mean-transit-time differences are derived from the IDC analysis and multiplied times cardiac output for the assessment of blood volumes between different detection sites. For pulmonary blood volume estimates, the right ventricle and the left atrium IDCs are measured. The mean transit time of the IDC is estimated by specific modelling. The Local Density Random Walk and the First Passage Time models are tested for IDC interpolation and interpretation. The system was validated in vitro for a wide range of flows. The results show very accurate volume measurements. The volume estimate determination coefficient is greater than 0.999 for both model fits. A preliminary study in patients shows promising results.

I. INTRODUCTION

Blood volume measurements provide valuable information on circulatory system functionality. In particular, the pulmonary blood volume (PBV, blood volume between the pulmonary artery and the left atrium) and the central blood volume (CBV, blood volume between the pulmonary artery and the aortic valve) are important parameters in both anesthesia and cardiology to evaluate cardiac preload and the symmetry of cardiac efficiency. For instance, left ventricular ejection fraction and stroke volume are related to PBV and CBV [1] [2]. The PBV measurements are based on transpulmonary indicator dilution techniques, which are based on the injection and subsequent detection of an indicator bolus [3]–[5]. The indicator concentration-versus-time curve is referred to as the indicator dilution curve (IDC), and contains the information for the volume measurement.

Nowadays, transpulmonary indicator dilution techniques are very invasive due to the need for a double catheterization [1], [2], [6]–[9]. In fact, a catheter for thermodilution (or dye dilution) must be inserted through the femoral artery up to the aorta, where the IDC is measured. Moreover, since the indicator must be injected into a central vein, the insertion of a second catheter is necessary to reach the injection site. The mean transit time (MTT) that the indicator takes to cover the distance between the injection site (central vein) and the detection site (aorta out-track) is multiplied times the cardiac output (CO, blood flow through the heart [10]). The result is the blood volume between the two sites, i.e., the PBV plus the average volume of the four cardiac chambers, which is referred to as intrathoracic blood volume. If the injection is performed in the pulmonary artery, the estimated volume is the CBV.

This paper presents a new non-invasive approach that uses an ultrasound contrast agent (UCA) as an indicator for the dilution method. UCAs are micro-bubbles (diameter from 1 to 10 µm) of gas stabilized by a shell of biocompatible material and easily detectable by ultrasound investigation [11]–[18]. They are injected into a peripheral vein and detected in the central circulation by a transthoracic ultrasound transducer. The video or acoustic intensity is measured in different regions of interest (ROI) in the B-mode output [19] of an ultrasound scanner in order to derive different IDCs.

For very small UCA doses (bolus of 0.25 mg of SonoVue® (Bracco Diagnostics, Milan, Italy) diluted in 5 mL of saline [18], [20]) and low ultrasound mechanical index1 (MI = 0.1), the relation between UCA concentration and acoustic intensity is linear and the relation between UCA concentration and video intensity can be easily modelled [14], [15], [17], [21], [22]. In fact, for such a small dose of contrast, signal saturation due to attenuation is negligible.

The UCA IDC measurements are influenced by several noise sources, such as bad mixing of the contrast, acoustic reverberation, backscatter oscillations due to pressure variations and respiration, bubble disruption due to ultrasound pressure, blood-acceleration artifacts, and contrast recirculation, resulting in very noisy IDCs. An accurate characterization and filtering of all the noise components is very complex; therefore, the employment of an IDC model is necessary for signal interpolation and interpretation.

Several models have been used for the IDC fitting; however, we focus on the Local Density Random Walk

1Ratio between the peak rarefractional pressure expressed in MPa and the square root of the central frequency of the ultrasound pulse expressed in MHz.
(LDRW) model and the First Passage Time (FPT) model, since they give an excellent fit and interpretation of the IDC [3], [4], [23]–[28]. Both models represent the contrast injection by means of an impulse function (Dirac function). The injected contrast flows through a fluid-dynamic system (an infinitely-long tube) and is detected in a different site. The difference between the models concerns the bubble passage through the detection site. The FPT model hypothesis allows only a single passage of the bubbles, whereas the LDRW model hypothesis includes multiple passages. In the UCA dilution context, a practical hypothesis is a compromise between the FPT and the LDRW models. In fact, despite the use of a small MI, some of the bubbles are still destroyed while passing through the ultrasound pressure beam. Therefore, both models are tested for the UCA IDC interpretation.

The LDRW model assumes a Gaussian spatial distribution of the contrast that translates (convection) with the same velocity of the carrier fluid, and spreads (diffusion) with a variance that is a linear function of time \( t \). The IDC at the detection site is reported by several authors [24]–[28] as given in (1), where \( m \) is the injected dose of contrast, \( Q \) is the (volumetric) flow of the carrier fluid, \( \mu \) is the time to cover the distance between injection and detection sites at the carrier fluid velocity, and \( \lambda \) represents the skewness of the curve and is equal to \( Pe/2 \), where \( Pe \) is the Peclet number and represents the ratio between diffusion and convection of a tracer in a hydrodynamic system.

\[
C(t) = \frac{m}{Q} e^{\lambda} \sqrt{\frac{\lambda}{2\pi \mu t}} e^{-\lambda t} (\text{1})
\]

Although the LDRW model is a statistical model, it is also related to the physics of the dispersion process. In fact, it can also be derived by solving the drifting diffusion equation with infinite tube boundary conditions [3], [22].

The FPT model is derived from the LDRW model (see Appendix) when only the first passage through the detection site is considered. The FPT model formulation [25]–[27] is given in (2), where the meaning of the symbols is the same as for (1).

\[
C(t) = \frac{m}{Q} e^{\lambda} \sqrt{\frac{\lambda \mu}{2\pi \mu^2 t}} e^{-\lambda t} (\text{2})
\]

Fig. 1 shows three different LDRW and FPT curves for different values of \( \lambda \).

The product of the contrast MTT and the carrier fluid flow (CO in the circulatory system) equals the volume between the injection and detection sites [29], [30]. The MTT is directly derived from both the fitted models and is equal to the parameter \( \mu \). Also, the flow, according to the Stewart-Hamilton equation\(^2\) [5], [10], can be derived from the fitted model and is equal to the parameter \( Q \) [22]. However, even when the system is not calibrated for flow measurements, i.e., the linear relation between acoustic intensity and contrast concentration is not quantified, aortic echo-Doppler time integration can be adopted for non-invasive CO assessments [31].

A specific algorithm has been developed for the LDRW model IDC fitting [22]. It is based on a least squares linear regression to the IDC logarithm, which is combined with an iterative search for the injection time. The same fitting strategy is adapted and implemented for the FPT model fitting.

The application of the UCA dilution technique for volume measurements requires the use of specific echocardiographic views. In fact, some of them permit IDC measurements in all four cardiac chambers as well as the central vessels, leading to a non-invasive assessment of the blood volume between the measurement sites. Contrast MTTs are estimated in different sites by IDC model fitting, and blood volumes are assessed as the product between MTT

\(^2\)The Stewart-Hamilton equation states that the flow equals the injected dose (g) divided by the IDC integral (g·s/L).
differences and CO. As a result, different volumes, such as the pulmonary, the intrathoracic, the central, and the systemic blood volumes, can be measured with minimal invasiveness [30]. The PBV assessment requires the positioning of two ROIs in the right ventricle and the left atrium.

For the in vitro validation of the system, SonoVue IDCs were detected by a Sonos 5500 ultrasound scanner (Philips Medical Systems, Best, The Netherlands). For a better contrast detection, the scanner was set in power modulation mode. Both the LDRW and the FPT models were employed for the measurements. The results showed very accurate volume measurements using both models. The standard deviation of the volume estimates was always smaller than 3.2% in a range of flows from 1 to 5 L/min. The determination coefficient between real and estimated volumes was larger than 0.999 with both models. The in vivo application of the system was tested on a group of seven patients: six heart failure patients (bioventricular pacing candidates) and one patient before undergoing pneumonectomy.

II. Methodology

A. Modelling

The volume measurement system is based on the detection in different sites of an injected UCA bolus. The injected contrast is detected by an ultrasound transducer and the acoustic intensity measured. For small UCA doses, the backscattered acoustic intensity is linearly related to the contrast concentration, so that the normalized acoustic intensity curve can be directly interpreted as a normalized IDC (Fig. 2). As a result, several parameters, including the PBV, can be measured with minimal invasiveness. Unfortunately, the contrast concentration measurements are influenced by several noise sources, resulting in low signal-to-noise ratio (SNR) IDCs.

The contrast recirculation in a closed system represents the major noise component. Only the first passage IDC contains the information for the parameter measurements; therefore, it must be extracted from the signal that is generated by the subsequent contrast passages (recirculation, see Appendix). The analysis of an IDC with contrast recirculation requires the employment of specific modelling techniques. A model is fitted to the first part of the IDC in order to derive the second part, which is masked by the recirculation signal.

The models adopted for IDC interpretation are the LDRW model and the FPT model. The LDRW model is based on the assumption of Brownian motion of the contrast bubbles, which follow a random walk trajectory. It is a statistical interpretation of the dispersion process and a solution of the drifting diffusion equation. The derivation of the LDRW model is reported in the literature [3], [4], [22], [24]. The FPT model derivation is very complex; however, it can be derived from the LDRW model when an absorber layer is placed right after the detection site (see Appendix). As a consequence, only a single passage of the bubbles is allowed.

The LDRW IDC fitting is performed by a specific algorithm [22]. The logarithm of the IDC is fitted by a multiple linear regression technique. The injection time is automatically determined by an iterative least squares search. The same algorithm is adapted for the FPT model fitting.

B. Volume Measurements and Contrast Mean Transit Time

The infinite tube model, as for the derivation of the LDRW and the FPT models, is adopted to derive a formula for the volume measurement. A carrier fluid flows through the tube with a steady flow \( Q \). An indicator bolus is injected (fast injection) at time \( t = 0 \) into the tube. The volume to measure is defined as the tube segment between the indicator injection and detection sections.

We define \( f(t)dt \) as the fraction of injected indicator that leaves the tube segment in the time interval \([t, t + dt]\). It is assumed that the indicator may not pass more than once through the detection section (FPT model hypothesis).

Due to the single passage hypothesis, the fraction of bubbles leaving corresponds to the fraction of bubbles that appear at the detection section. Therefore, \( f(t) \) equals the normalized indicator concentration that is measured at the detection site and is given as in (3).

\[
f(t) = \frac{C(t)}{\int_0^\infty C(\tau)d\tau}
\]  

(3)
The fraction of indicator that has left the segment by time $t$ is determined by $F(t)$ as in (4).

$$F(t) = \int_{0}^{t} f(\tau) d\tau$$  \hspace{1cm} (4)

The volume of fluid that enters the tube segment in the time interval $[0, d_t]$ is $Q \cdot d_t$ and the fraction that leaves the segment by time $t$ is $Q \cdot d_t \cdot F(t)$. Therefore, the volume of fluid that enters and leaves the tube segment in the time interval $[0, t]$ is given as in (5).

$$Q \int_{0}^{t} F(\tau) d\tau$$  \hspace{1cm} (5)

The difference between the entering and the leaving fluid volumes in the time interval $[0, t]$ is then given as in (6).

$$Q_t - Q \int_{0}^{t} F(\tau) d\tau$$  \hspace{1cm} (6)

Therefore, (6) expresses the volume of fluid that enters the segment in the time interval $[0, t]$ and is still in the segment at time $t$. For time $t \to \infty$, all the fluid in the segment is replaced by fluid that has entered for $t \geq 0$. Therefore, the total volume $V$ of the segment is given as in (7).

$$V = \lim_{t \to \infty} Q \left( t - \int_{0}^{t} F(\tau) d\tau \right)$$  \hspace{1cm} (7)

Eq. (7) can be also formulated$^3$ as given in (8).

$$V = \lim_{t \to \infty} Q \left[ t - [\tau F(\tau)]_{0}^{t} + \int_{0}^{t} \tau f(\tau) d\tau \right] = Q \int_{0}^{\infty} \tau f(\tau) d\tau$$  \hspace{1cm} (8)

Due to the definition of $f(t)$ and the FPT hypothesis, the right term of (8) represents the multiplication of the flow $Q$ times the MTT of the indicator, i.e., the average time that the indicator takes to cover the distance between the injection and the detection sections. Moreover, due to the FPT hypothesis and (3), $f(t)$ may be represented by (2) (except for the coefficient $m/Q$), which proves the convergence of the integral in (7).

$^3$The integration per parts of $\int_{0}^{t} \tau f(\tau) d\tau$ allows replacing $\int_{0}^{t} F(\tau) d\tau$ in (7). In fact, $\int_{0}^{t} \tau f(\tau) d\tau = \int_{0}^{t} \tau dF(\tau) = [\tau F(\tau)]_{0}^{t} - \int_{0}^{t} F(\tau) d\tau$.

In conclusion, the volume is given as in (9), where the MTT of the indicator, which equals the first moment of the IDC, is given as in (10).

$$V = Q \cdot MTT$$  \hspace{1cm} (9)

$$MTT = \int_{0}^{\infty} \tau f(\tau) d\tau = \int_{0}^{\infty} \tau C(\tau) d\tau$$  \hspace{1cm} (10)

The definition of the indicator MTT as the first moment of the IDC is appropriate only under the single-passage hypothesis. In this case, the MTT corresponds to the mean residence time (MRT) of the indicator in the defined segment and equals $\mu$ in (2), [25], [29], [30]. In fact, the bubble appearance time at the detection section also corresponds to the disappearance time from the segment.

The LDRW model is more general and does not satisfy the hypothesis of single passage of the indicator. As a consequence, the first moment of the model, which still represents the MRT of the indicator in the tube segment [3], [24], differs from the MTT. The MTT, which is defined as the average time that the indicator takes to go from the injection to the detection site, is equal by definition to $\mu$ in (1). In fact, in the LDRW model, $\mu$ equals the time that elapses to cover the distance between the injection and detection sites at the carrier fluid velocity, i.e., the MTT of the indicator. Instead, the first moment of the model, which corresponds to the MRT, equals $\mu(1 + 1/\lambda)$ [24]. Therefore, the MRT exceeds the MTT by the term $\mu/\lambda = 2D/u^2$, i.e., twice the ratio between indicator diffusion constant $D$ (see Appendix) and squared velocity of the carrier fluid $u^2$ [3]. Large diffusion constants lead to increased numbers of bubble passages through the detection site and, therefore, to large differences between MRT and MTT.

In conclusion, when either the LDRW model or the FPT model is fitted to the IDC, (9) corresponds to (11).

$$V = Q \cdot \mu$$  \hspace{1cm} (11)

Several techniques may be employed for the assessment of the flow $Q$ [10], [32].

C. Deconvolution and Impulse Response

The fluid-dynamic dilution system between contrast injection and detection is a linear system. In fact, if two boluses of mass equal to $\alpha m$ and $\beta m$ are injected ($\alpha, \beta \in \mathbb{R}$), the detected IDC, as from (1) or (2), equals $\alpha C(t) + \beta C(t)$. As a consequence, the system can be described by an impulse response and both the models given in (1) and (2) can be considered as the system impulse response.

Since both models assume an ideal bolus injection, which is modelled as a Dirac function and differs from a real injection, a deconvolution technique is adopted to estimate the impulse response of the dilution system [33], [34]. Due to small SNR, direct deconvolution techniques fail.
Fig. 3. Wiener filter validation results. LDRW curves are generated and convoluted with a rectangle (injection function) of 0.8 s. White noise is added to the curve and the SNR is reduced to 20 dB. 1000 different noise sequences are used and 1000 different IDCs generated for each integer value of $\lambda \in [1, 10]$. MTTs are estimated with and without Wiener filtering, and the average MTT-estimate percent error is calculated.

A possible solution is the employment of least squares techniques, such as Wiener deconvolution filtering [35, 36]. The Wiener filter $W(\omega)$ is designed in the frequency domain with the hypothesis of uncorrelated noise as given in (12). The $R^*$ term is the complex conjugated Fourier transformation of a real injection function, which is represented by a 0.8-s rectangular input, and $S_{rr}$, $S_{hh}$, and $S_{nn}$ are the injection function, the impulse response, and the noise power spectrum, respectively.

$$W(\omega) = \frac{R^*}{S_{rr} + \frac{S_{nn}}{S_{hh}}}$$  (12)

The $S_{hh}$ term is estimated as the spectrum of the IDC model fit (without deconvolution) while $S_{nn}$ is estimated as the spectrum of the difference between the IDC and the fitted model. The measured IDC is filtered by the Wiener filter in (12) to obtain the impulse response of the system between injection and detection. The resulting impulse response estimate is fitted and interpreted by the models for the parameter assessment.

The Wiener filter is tested by a specific simulation. A LDRW curve is generated and convoluted with a rectangular injection function of 0.8 s. The SNR is then reduced by white noise addition [22]. As for real UCA IDCs, the generated noise amplitude is linearly related to the signal amplitude [22]. The simulated IDC is then filtered by the Wiener filter and fitted by the LDRW model. For each integer value of $\lambda \in [1, 10]$, a set of 1000 IDCs is generated with SNR = 20 dB (noise-to-signal amplitude ratio equal to 0.1), which is a typical ratio for real signals. The range of values for the parameter $\lambda$ covers and exceeds the values encountered in clinical practice.

The fitting results in terms of average percentage MTT-estimate ($\mu$) error are shown in Fig. 3. We may conclude that the use of deconvolution filtering leads to more accurate MTT estimates. The standard deviation of the estimates equals 0.38% with and without Wiener deconvolution. Fig. 4 shows a simulation example for SNR = 20 dB and injection function $R$ equal to a rectangle of 2 s.

D. Validation Set-up

The measurement of blood volumes by means of UCA dilution was tested and validated in vitro. A specific hydrodynamic system was built to produce different water volumes as shown in Fig. 5. The system consists of a flow generator (a calibrated Medtronic 550 (Medtronic, Minneapolis, MN) bio-console centrifugal pump), a measurement water-filled basin, a tube network that simulates the PBV, and a pressure stabilizer. The generated flow, which is controlled by an electromagnetic flowmeter, passes the water-filled basin through a very thin polyurethane tube. After the basin, the tube expands into a network of eight tubes and converges again into a single tube that passes back through the basin. The hydrodynamic circuit is open in order to avoid UCA recirculation and the output static pressure is stabilized. The ultrasound measurements are per-
formed in the basin. An ultrasound transducer is mounted on the basin, so that both the tubes are simultaneously ionsonated. The transducer, a Philips S3 probe, is fixed for stability and submerged to optimize acoustic impedance matching. It is covered by conductive gel and isolated from water by a thin plastic layer. The bottom of the basin is covered by an absorbing layer to reduce acoustic reverberation.

A Sonos 5500 ultrasound scanner is used to generate B-mode videos. The scanner is set in Tissue Contrast Enhancement mode at 25 frames per second and the MI is fixed to 0.1. Series of three adjacent ultrasound pulses of four cycles at 1.9 MHz are transmitted. The amplitude of the central pulse is twice that of the side pulses. The receiver sums the reflections of the side pulses and subtracts the reflection of the central pulse. This technique, which is a specific implementation of the power modulation mode, allows the enhancement of the bubble nonlinear response and the cancellation of the tissue linear response. For low contrast concentrations, this harmonic imaging setting shows a very high correlation coefficient between contrast concentration and backscattered acoustic intensity.

Fig. 6 shows the detected acoustic intensity using the described harmonic setting and concentrations of SonoVue varying from 0.5 to 25 mg/L. Above 12.5 mg/L the attenuation effect becomes evident. Below this threshold, the correlation coefficient between concentration and acoustic intensity is 0.99 and the relation is well approximated by a linear function. For equal transmitted intensity, the use of specific contrast modes allows reduction of the injected dose of contrast with a consequent improvement of the linear relation between contrast concentration and backscattered acoustic intensity.

A small bolus of UCA is injected right after the pump to minimize disruption of bubbles. The bolus consists of 5 mL of SonoVue diluted 1:100 in saline (sodium chloride 0.9%), which corresponds to 0.25 mg of SonoVue. With this dose, the threshold of 12.5 mg/L is never surpassed. As a consequence, the attenuation effect is neglectable and the relation between UCA concentration and backscattered acoustic intensity is linear [17], [22]. The passage of the contrast bolus through the first tube (before the network) and the second tube (after the network) is recorded by the ultrasound scanner. The B-mode digital records are analyzed by the software Q-Lab® (Philips Medical Systems, Best, The Netherlands), especially designed for acoustic quantification of digital data generated by Sonos ultrasound scanners.

A ROI is overlapped on each tube to quantify the acoustic intensity that is backscattered by the contrast passage (Fig. 7). Therefore, two IDCs (one for each tube) are generated. The IDCs are processed and fitted by the LDRW model and the FPT model in order to estimate the MTT of the contrast between the first and the second ROI.

The volume $V$ between the two detection sites (before and after the tube network in Fig. 5), is estimated as given in (13), where the MTT difference ($\Delta MTT$) between the two measured IDCs is multiplied times the flow $Q$ [29], [30].

$$V = \Delta MTT \cdot Q = \Delta \mu \cdot Q$$  (13)

The IDC analysis system is implemented in Labview® (National Instruments, Austin, TX) and Matlab®, (The Mathworks, Natick, MA) and runs on a personal computer. Apart from the off-line acoustic densitometry of digital records, real-time video densitometry of analog video outputs of ultrasound scanners can also be performed.

The in vivo application of the system in humans requires the use of specific cardiac views where more IDCs can be measured simultaneously. A four-chamber view, for instance, allows the measurement of four IDCs, one for each chamber, leading to an easy assessment of pulmonary, central, intrathoracic, and systemic blood volumes.

Fig. 8 shows the application of the system to a real patient. A transthoracic four-chamber view is used for the measurement. The PBV is assessed by placing two ROI in the right ventricle and left atrium. The bolus (0.25 mg of SonoVue in 5 mL of saline) is injected into a peripheral vein (arm). The CO is assessed by aortic Doppler time-integration technique.

III. RESULTS

The hydrodynamic system described in Fig. 5 is used to measure different volumes. The volume of the tube network is changed by clamping the tubes in specific sites.
Fig. 8. Transthoracic four-chamber view of the heart after a peripheral injection of a 0.25-mg bolus of SonoVue. On the left, the opacification of the right side of the heart is shown, while later, on the right, the left side of the heart is opacified. Two ROI are placed in the right ventricle and the left atrium for the IDC measurements.

Fig. 9. *In vitro* flow measurements for different flows using the LDRW (upper) and the FPT (lower) model fits.

Four different volumes are defined: 310, 412, 625, and 1080 mL. The volumes are measured for five different flows, from 1 L/min to 5 L/min. Both the LDRW and the FPT models are used for the IDC fitting [see (1) and (2)]. The flow is measured by the electromagnetic flow meter that is combined with the pump (see Fig. 5). The resulting volume estimates are plotted in Fig. 9 for both the LDRW and the FPT model fits.

The percent standard deviation of the measurements with respect to the average estimate (from the small to the large volume) is 2.1, 3.2, 0.8, and 0.7% for the LDRW fits, and 2.2, 2.2, 1.1, and 1% for the FPT model fits. Fig. 10 shows the average estimates over all five flows using both models. The physiologic range for PBV measurements is highlighted\(^4\). The determination coefficient between the real and the estimated volumes is larger than 0.999 for both the LDRW and the FPT model fits.

Both approaches produce very stable results in a wide range of flows. However, the FPT model volume estimates show an average overestimation of 3.2% with respect to the LDRW model estimates, which are very accurate in the physiological PBV range. This is explained by the single-passage hypothesis of the FPT model. In fact, since both models show excellent IDC fits (determination coefficient larger than 0.9), the estimates for the parameter \(\mu\) as derived from the FPT model are very close to the MRT estimates from the LDRW model (Fig. 11).

As a consequence, the overestimation is quantified by the term \(\mu/\lambda\) from the LDRW model, which is related to the diffusion-to-convection ratio. When the diffusion component is larger, the difference between MTT and MRT is more pronounced.

\(^4\)The provided PBV values are non-indexed, i.e., they are not divided by the body surface area index.
The physical interpretation for the MTT-MRT difference in the UCA dilution context stands in the low MI insonation. The adopted 0.1 MI does not produce a significant bubble disruption rate. As a consequence, the FPT model hypothesis is not realistic.

Due to a problem in the volume network, the flow in the two main branches of the largest volume (1080 mL) was unbalanced. As a consequence, the resulting IDC is the sum of two different IDCs with different MTT. The fit of such a curve, as confirmed by specific simulation, provides with a MTT estimate that is close to the smallest MTT. This might be the reason for the underestimation of the largest volume with both models. However, a volume of 1080 mL is beyond the physiological boundaries for the PBV.

The system was also tested in humans. Fig. 8 shows a transthoracic four-chamber view, which was used to select two ROI in the right ventricle and the left atrium. The right ventricle and left atrium IDCs were measured and fitted by the models (Fig. 12). CO was assessed by aortic time-integration echo-Doppler. The ΔMTT were estimated from the IDC and multiplied times CO to obtain the PBV estimates. Fig. 13 shows the measured PBV in a group of seven patients.

Except for the first patient, the difference between LDRW and FPT model estimates was minimal. In fact, the cardiac valves reduced the number of bubble passages through the detection sites (cardiac chambers) and the difference between MTT and MRT was minimal. All the patients who showed a large PBV are heart failure patients (candidate for bioventricular pacing). The only patient who showed a small PBV (number 4 in Fig. 13) has a normal heart and is a candidate for pneumonectomy. These preliminary results correspond to the expectations. In fact, a decrease of left ventricular efficiency could be compensated by a pulmonary blood volume (and pressure) increase.

With respect to classic transpulmonary techniques [8], we are able to exclude the right atrium, left ventricle, and aortic volume from the PBV measurement, resulting in a more accurate estimate.

IV. DISCUSSION AND CONCLUSIONS

The assessment of blood volumes in the circulatory system provides valuable information for both diagnosis and patient monitoring. Unfortunately, such measurements used to be difficult to obtain and required the use of invasive techniques. These measurements were not an ambulatory procedure and required hospitalization.

The use of contrast echocardiography overcomes the invasiveness issue, so that pulmonary, central, intrathoracic, systemic, and other blood volume assessments can become a standard procedure in outpatients.

A bolus of UCA is injected into a peripheral vein and detected by a transthoracic ultrasound transducer for the simultaneous IDC measurement from different sites in the central circulation. Blood volumes between different detection sites are calculated as the product between blood flow and contrast MTT, which are derived from the LDRW or the FPT fit of the IDCs. Blood flow measurements can be performed by any non-invasive technique (e.g., aortic echo-Doppler).

The method was validated in vitro. The results show stable and reproducible volume estimates for a wide range of flows. In general, the LDRW model volume estimates are more accurate. Especially when the diffusion component is more pronounced, the FPT model estimates show a bias (overestimation) that is a consequence of the single-passage hypothesis. Such an assumption is unrealistic in the UCA dilution context. In fact, due to the low MI, only a minimal fraction of bubbles are destroyed while passing through the ultrasound beam.

The system was also tested in humans with very promising results. The difference between LDRW and FPT volume estimates in patients was minimal. This is a consequence of the cardiac valves, which reduce the number of bubble passages through the detection ROI.

In conclusion, the blood volume assessment by use of UCA dilution is feasible and accurate. The measurement...
can be performed with minimal invasiveness. As a consequence, this technique may be a real asset in cardiology, anesthesiology, and intensive care, since it allows the measurement of important diagnostic clinical parameters that cannot be measured without the use of very invasive techniques. Physiological processes can be studied in more detail resulting in increased knowledge, for instance, of the time course of chronic heart failure patients with minimal risk and discomfort for the patient and, possibly, new therapeutic strategies.

Moreover, this technique opens new possibilities for studying the relation between blood volumes and cardiac diseases. The characterization of this relation as well as a more extensive in vivo validation will be the object of future study. Further research will also concern the use of the recirculation curve fit (see Fig. 2) in order to assess the total circulating blood volume, which could be used to normalize the value of the other partial volumes.

APPENDIX A

The derivation of the FPT model is rather complicated. However, it can be simplified by exploiting the LDRW model definition. The probability \( p(x,t) \) that a bubble moves from a distance \( d = 0 \) to \( d = x \) in time \( t \) is described by the unbiased (diffusion without drift) LDRW model as given in (14), where \( D \) is the diffusion constant.

\[
p(x,t) = \frac{1}{\sqrt{4\pi Dt}} e^{-\frac{x^2}{4Dt}} \tag{14}
\]

If the bubble reaches the distance \( x \) for the first time at time \( t - \tau \) (\( \tau \in [0,t] \)), the probability of finding the particle at distance \( x \) at time \( t \) can be divided into two contributions: \( l(x,t-\tau) \) and \( p(0,\tau) \). The \( l(x,t-\tau) \) term is the probability of a first passage in \( x \) at time \( t - \tau \), and \( p(0,\tau) \) is the probability of a subsequent passage in \( x \) at time \( \tau \) after the first passage. Thus, \( p(x,t) \) is given by a convolution operation as in (15).

\[
p(x,t) = \int_0^t l(x,t-\tau)p(0,\tau) \cdot d\tau \tag{15}
\]

In the Laplace domain, (15) can be expressed as given in (16).

\[
P(x,s) = L(x,s) \cdot P(0,s) \tag{16}
\]

As a consequence, \( L(x,s) \) is given as in (17).

\[
L(x,s) = \frac{P(x,s)}{P(0,s)} \tag{17}
\]

The \( p(x,t) \) term is expressed in the Laplace domain as given in (18).

\[
P(x,s) = \frac{1}{\sqrt{4\pi Ds}} e^{-\frac{s x^2}{4\pi D}} \tag{18}
\]

Therefore, \( L(x,s) \) is given as in (19).

\[
L(x,s) = e^{-\sqrt{\frac{x^2}{4\pi Ds}}} \tag{19}
\]

The FPT process is the anti-transformation in the time domain of \( L(x,s) \), which is given as in (20).

\[
l(x,t) = \frac{x}{\sqrt{4\pi Dt}} e^{-\frac{x^2}{4\piDt}} \tag{20}
\]

The \( l(x,t) \) term represents the probability density function that the bubble reaches the distance \( x \) for the first time at time \( t \).

The same procedure is applicable in case of drifting diffusion. The \( p(x,t) \) term is now defined as given in (21), where \( u \) is the carrier fluid velocity.

\[
p(x,t) = \frac{1}{\sqrt{4\pi Du^2 t}} e^{-\frac{(x-ut)^2}{4\pi Du^2 t}} \tag{21}
\]

If the detection distance is fixed to \( x = x_0 = \mu u \), and \( D/u^2 = K^2 \), (21) can be rewritten as given in (22).

\[
p(\mu,t) = \frac{1}{\mu \sqrt{4\pi K^2 t}} e^{-\frac{(\mu-u\tau)^2}{4\pi K^2 t}} \tag{22}
\]

The model is valid for \( u > 0 \). For \( u = 0 \), the diffusion without drift model must be used. As for the diffusion without drift case, (22) is substituted into (15), which is now expressed as given in (23).

\[
p(\mu,t) = \int_0^t l(\mu,t-\tau)p(0,\tau) \cdot d\tau \tag{23}
\]

Eq. (23) can be solved again in the Laplace domain. The resulting \( L(\mu,s) \) represents the FPT model in the Laplace domain when drift is included. The \( L(\mu,s) \) term is expressed as given in (24).

\[
L(\mu,s) = e^{-\frac{\mu(1-\sqrt{1+4K^2s})}{4\pi K^2s}} \tag{24}
\]

Taking the inverse Laplace transform, (24) is expressed in the time domain as given in (25).

\[
l(\mu,t) = \frac{\mu}{\sqrt{4\pi K^2 t}} e^{-\frac{\mu^2}{4\pi K^2 t}} \tag{25}
\]

The \( l(\mu,t) \) term represents the FPT model with drift in the time domain. Since \( L(0,0) = 1 \), the integral of \( l(\mu,t) \) in the interval \([0,\infty)\) equals 1 and \( l(\mu,t) \) may be considered as a statistical distribution. With the substitution \( \lambda = \mu^2/(2D) \), (25) is expressed as given in (2), which is the FPT model definition as reported by Bogaard et al. [25]–[27]. The first moment of the model, as proven by Sheppard [4], is equal to \( \mu \).
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