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Multilayer optical switches by photopolymerization-induced phase separation
Summary

Large, light and flat are currently key words manufacturing liquid crystal displays (LCDs). However with the conventional cell-technology the size limits for LCDs are approached. In order to further stretch the boundaries new process routes are necessary. This thesis introduces such a novel route, the cholesteric self-stratification process, with the potential to produce large area stratified electro-optical switches using continuous processing manufacturing. Moreover, having access to such a production methodology would enormously expand the application field ranging from light-controlling devices in e.g. homes, offices, cars, greenhouses to ambient-intelligent related devices such as electronic wall papers, smart paints, etc.

The cholesteric self-stratification process is a promising method to produce multilayer optical films in a single polymerization step. The advantages are unlimited device size and easily manipulated layer periodicity, stretching from nanometers to millimeters. Furthermore, the experimental curing set-up is simple; a normal UV-light source combined with a polarizer. In contrast, the reaction method is considerably more complicated. The formation of the periodic layers of polymers and liquid crystals is based on photopolymerization-induced phase separation, and the layer periodicity is determined by a periodic modulation of the reaction rate in depth of the reaction mixture. The liquid crystalline (LC) reaction mixture is self-organized in the chiral nematic LC phase, all components in the reaction mixture, including a dichroic photoinitiator, align in the cholesteric LC phase. The modulated reaction rate is obtained by an absorbed intensity profile created with linearly polarized light and dichroic photoinitiators. The initiators are elongated, rod-like molecules with transition dipole moment for UV absorption parallel to the molecular long axis. The initiators mainly absorb linearly polarized light at every depth where the light polarization direction is parallel to the molecular length direction. During polymerization periodic layers are formed by phase separation between the polymer network and the unreactive LCs. To predict the photopolymerization-induced phase separation process a model was introduced which was verified on holographic stratified polymer dispersed liquid crystals (PDLCs).

The phase separation model is based on the Gibbs free energy (in form of the chemical potentials). The influences on the phase separation caused by isotropic mixing, network elasticity and nematic ordering were investigated. The elasticity of densely cross-linked polymer networks was found the most important mechanism to induce and enhance phase separation. Interestingly, simulations of the reaction-
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diffusion behavior during the polymerization was found to be diffusion independent for diffusion constants applicable for the current systems ($> 10^{-10}$ m$^2$s$^{-1}$). Only for lower values effects on the reaction-diffusion behavior was found. Increasing, or decreasing, the polymerization rate did not show any effects on the diffusion behavior for the pitches ($< 200$ nm) studied in this thesis.

By combining the phase separation model with simulations of the reaction-diffusion behavior, compositions of the film at the moment of phase separation are predicted. The results from the modeled holographic reflection gratings agree well with the experimental results. However, verifying the combined models with imaging techniques (as e.g. scanning electron microscopy) that depend on the contrast between the layers is difficult. Therefore, to validate the combined models, analysis technique(s) that can detect the small concentration changes in depth of the sample are assumed to be more valuable.

Dynamic secondary ion mass spectrometry (SIMS) is such a method. SIMS depth profiles of phase separated films result in complex fingerprint spectra. By applying multivariate statistical analysis to the SIMS spectra, we could identify different polymers, LCs and their blends. Quantification of the concentrations of liquid crystals in PDLCs was complicated by evaporation of the nematic liquid crystals. Evaporation was suppressed by capping the PDLC samples with poly(vinyl alcohol) before inserting samples into the SIMS vacuum system. To suppress further evaporation of the LCs, cryogenic temperatures during analysis are required. Only then, layer concentrations of liquid crystal-polyacrylate stratified gratings were possible to be correctly determined. Small concentration differences between the layers of the holographic recorded gratings were obtained from the SIMS depth profiles and the discriminant function analysis. These results agree with the results from the phase separation model, and support further use of the model to be applied on the cholesteric self-stratification process.

The absorption profile in the cholesteric reaction mixture was investigated. Dichroic photoinitiators were experimentally tested on their preferential light absorption (along the long axis), and their alignment with the chiral nematic liquid crystals. Three suitable candidates were found. The influence on the propagating curing light by the anisotropic LCs in the cholesteric phase was studied by light propagation simulations using Berreman’s 4x4 matrix method. Simulations revealed that the curing light of 351 nm remains linearly polarized for cholesteric pitches below 1100 nm, and the dichroic photoinitiators absorb light with a periodicity comparable to half the cholesteric pitch. The estimated absorption profile was applied in the phase separation model.

Predictions of the phase separation behavior of the cholesteric self-stratification process showed that the reaction temperature, compared to the clearing temperature of the mixture, is critical. First, the reaction mixture is required to be liquid crystalline. Secondly, the relation between the clearing temperatures of the pure monomers respectively the unreactive LCs, also influences the phase separation behavior. For example, a large difference between the clearing temperatures induced phase separation at an earlier stage (at lower monomer conversions). Reaction-diffusion simulations reveal that the reaction kinetics did not influence the layer
formation process: by altering the curing light intensity from 0.05 to 250 mW/cm², identical reaction-diffusion lines were simulated. However, with a higher curing intensity, phase separation is reached faster.

From the phase separation simulations experimental parameters for the cholesteric self-stratification process, as e.g. the reaction temperature and composition of the reaction mixture, can be estimated. The composition of the reaction mixture before polymerization, should preferable have a LC concentration corresponding to the solubility limit (i.e. the highest LC concentration that can be held within the polymer network without phase separating). The simulations in chapter 5 revealed that large amounts of monomers (> 50 %) are required in the cholesteric reaction mixture to obtain polymerization-induced phase separated layers. Based on these results, and that the reaction mixture for the cholesteric self-stratification must keep a stable liquid crystalline phase before polymerization, materials were selected for the process.

Two alternative monomers for the cholesteric self-stratification were found to be suitable for the reaction mixtures (that also contain unreactive LCs, chiral dopants, cross-linkers and dichroic photoinitiators): reaction mixtures with large amounts of liquid crystalline monoacrylates, or reaction mixtures with isotropic monoacrylates (<10% 2-phenoxyethyl acrylate) in which the monomer content was increased by liquid crystal cross-linkers (~ 40%). The latter reaction mixture was investigated for the process and thus polymerized by linearly polarized UV-light. However, due to the large content of reactive anisotropic material (the LC cross-linker), it was not possible to conclude unambiguously whether the cholesteric LC phase was solely remained in the polymerized film, whether periodic stratified films were created, or a combination of the two. A larger contrast between the refractive indices of the polymer and the phase separated liquid crystals would facilitate the characterization.

An improved contrast between the layers remains a challenge for the cholesteric self-stratification process. The absorption profile depends mainly on materials parameters as the extinction and concentration of the photoinitiator, and the periodic absorption contrast. The latter, the absorption contrast, influences the reaction-diffusion behavior significantly, which was shown by simulations. Adding radical scavengers to the reaction mixture the polymerization can be inhibited at the positions with low absorbed light intensity, while at the depths with high intensity are the scavengers consumed faster and polymerization will start. As a result, the layer formation process becomes less dependent on the concentration of the reaction mixture and the temperature.

To summarize, the cholesteric self-stratification process is a promising tool for the next generation liquid crystal optical switches. In spite of the understanding of the phase separation mechanism as studied in this thesis, still experimental parameters are difficult to control. In particular the construction of a functional device based on switchable selective reflection by periodic layers of polymers and LCs remains to be proven. Solving the final intricacy of the cholesteric self-stratification process offers versatile multilayer optical switches.
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</tr>
<tr>
<td>$n_e$</td>
<td>extraordinary refractive index</td>
</tr>
<tr>
<td>$n_i$</td>
<td>number of molecules of species $i$</td>
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**Symbols**

- **S**: sample population matrix
- **SEM**: scanning electron microscopy
- **SIMS**: secondary ion mass spectrometry
- **s**: order parameter
- **T**: total sums and squares of cross product matrix
- **ToF**: time-of-flight (detector)
- **$T_{ni}$**: phase transition temperature between nematic and isotropic phase; clearing temperature
- **$T_{n^i}$**: phase transition temperature between chiral nematic and isotropic phase; clearing temperature
- **$T_p$**: polymerization temperature
- **V**: matrix of eigenvectors
- **V** abs: holographic fringe constant
- **$V_{abs}$**: absorption contrast
- **W**: within groups matrix of sums and squares of cross products
- **$X_{C=O}$**: average number of double bonds reacted per monomer
- **X**: double bond conversion

**Greek characters**

- **α**: monomer conversion
- **$ε_{1n}$**: extinction coefficient of the photoinitiator
- **κ**: cross-linking efficiency factor
- **Λ**: holographic pitch
- **$λ_{ref}$**: central wavelength of reflection
- **μ**: chemical potential
- **ν**: nematic interaction parameter
- **Σ**: covariance matrix
- **Φ**: quantum efficiency of the photoinitiator
- **$φ_i$**: volume fraction of species $i$
- **χ_{ij}**: Flory-Huggins interaction parameter between molecule $i$ and $j$
- **χ²**: statistical significance test
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Chapter 1

Introduction

1.1 Background

More than a century ago, in 1888, liquid crystals (LCs) were discovered by the Austrian botanist Friedrich Reinitzer. He observed that the molecule cholesteryl benzoate had two, what he called, “melting points”\(^1\). By melting the solid sample the crystals changed into a hazy liquid. As he increased the temperature further, the material changed again into a clear, transparent liquid. The formation of the hazy meso-state, or what we now call the liquid crystal phase, is promoted by the anisotropic shape of the cholesteryl benzoate molecules in their lowest energy conformation. The self-organization and the shape anisotropy lead to anisotropic optical and dielectrical properties, which are qualities used in liquid crystalline optical switches.

Liquid crystalline switches are applied in a wide range of devices, of which the liquid crystal display (LCD) is by far the most known. In the last decade mid-sized LCDs (15-16 inch screen diagonal) became market leader for applications as desktop computer monitors because of their slim form factor and high resolution. Recently also larger sized LCDs became available competing with cathode ray tube (CRT) and plasma screens for the television market. The development of notebook computers with high performance screens would not have been possible without the LCD development.

Among the principles of LCDs, the switching of polarized light on pixel level is the best known. The liquid crystals confined in a cell respond to an electric field because of their dielectric anisotropy, and change the state of polarization of the transposing light depending on the applied electrical field. Light passes through a polarizer before entering the LC cell. The linearly polarized light experiences the anisotropy of the liquid crystals, which leads to transmission or extinction by the analyzer situated after the LC cell. LCDs are available in numerous applications including mobile phone displays, supermarket price tags and devices for technical instruments and vehicles as clocks, speedometers and navigation systems\(^2,3,4\). Another application is sunscreen windows, or privacy windows, that control the transmitted light by switching between clear and scattered states\(^5\). Thereto the LCs are embedded as
droplets in a polymer matrix (polymer dispersed liquid crystals, PDLCs) of which the refractive index of the LCs matches the polymer either when an electric field is applied over the cross section of the film or without an electric field.

In a few years time several new devices with liquid crystal switches may appear on the market. Such devices might be control devices (non-display applications) as micro-lenses with tunable focal lengths for applications in optical beam steering and image processing\(^6\). Furthermore, novel proposals of LC switches are in the telecommunication and fiber optics branch where LCs and PDLCs have been studied as photonic band-gap materials\(^7,8\) and compact laser light sources\(^9,10\).

Fixing the liquid crystals by polymerization generates passive optical films that keep their optical properties constant. Thereto the anisotropically shaped liquid crystal molecules are modified with reactive, polymerizable moieties such as acrylates. They can be processed and aligned like normal LCs but additionally can be fixed by photo-initiated polymerization\(^11,12\). Polymerized liquid crystals are found in devices as filters, retarders, polarization sensitive reflection gratings and passive reflective displays\(^13,14,15\).

Lately, the market has asked for wider, lighter and thinner electro-optical switches e.g. to be used as cost-effective large privacy windows (in homes and offices), effective sunscreens (for agricultural applications in e.g. greenhouses), or as wall coverage (ambient intelligence), but also for large area wall-sized displays and television sets. For the latter it is essential to find operational solutions using unpolarized light in order to enhance the brightness, weight and energy efficiency of the LCDs.

This thesis introduces a new production method for next generation liquid crystalline switches. The technique builds on the photopolymerization-induced phase separation process. Recently, paintable displays (liquid crystals covered by a phase separated polymerized coating) have been produced by this technique\(^16\). Here, the self-organization of LCs is exploited to create more complex phase separated films, serving as optical switches with wavelength selective reflection. The gain, procedure and underlying mechanism to form complex stratified optical switches by photopolymerization-induced phase separation are discussed.

### 1.2 Liquid crystal optical switches

Liquid crystal switches are the basic components of liquid crystal displays (LCDs). Compared to traditional cathode ray tube (CRT) screens or plasma displays, LCDs are cheaper to produce and lighter in weight, but lack image quality. Most research was focused on the latter, resulting in image qualities of today’s LCDs being comparable with those of the CRTs.

The operating principles of LCDs are based on the self-organization and optical properties of the liquid crystals. LCs are mesogens, i.e. organic molecules that have intermediate phases containing both rheological properties of fluids and crystalline properties of solids. Thermotropic LCs, which are mainly used in LCDs, change phase by temperature (figure 1.1(a)). At high temperatures, the isotropic state, the molecules are totally disordered. Decreasing the temperature, more order is
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Figure 1.1: (a) The liquid crystalline phases change with temperature. The directional order of the LC molecules is given by the director $\hat{n}$. (b) Light polarized parallel to the long axis of the molecules experiences a different index of refraction (extraordinary refractive index, $n_e$) than light polarized perpendicular to the long axis (ordinary refractive index, $n_o$).

Present LCDs employ several variations of liquid crystal switches, the most common is the twisted nematic (TN-LCD)$^2$. In such a display the nematic LCs are sandwiched between two transparent substrates with transparent electrodes. Alignment layers are applied on the substrates in order to direct the long axis of the LCs in the plane of the LC cell. Since the alignment direction of the bottom and top substrates are perpendicular, a 90° twist of the LC molecules is induced (figure 1.2). On the outside of the substrates, sheets of polarizers with a direction parallel to the alignment layers are glued. Due to the 90° twist, the cell thickness and the
Figure 1.2: The principles of a twisted nematic liquid crystal display. Light is generated from the backlight at the bottom of the display and the light becomes linearly polarized by a polarizer before entering the LC cell. On the substrates alignment layers are applied facing the liquid crystal layer. In the left image (OFF state) the liquid crystal molecules are rotated 90° in the LC cell in order to guide the light through the display, and the light is transmitted through the analyzer. In the right image (ON state), an electrical field is applied, which aligns the LCs in the cell along the field direction, with a result that the light is not any longer guided through the LCD. At the analyzer the light is absorbed and the display appears dark. (Image kindly provided by Chris van Heesch).

Birefringence, the incoming light, polarized by the sheet polarizer, is guided through the twisted LCs, as is seen in figure 1.2. In this OFF state, without external field, the display appears bright. Adding a color-filter changes the black and white switch to a color display. Next, an external field applied over the cross section of the device, aligns the LC’s largest dielectric constant in the field direction. In this ON state (right image in figure 1.2), the incoming light becomes totally blocked by the perpendicular polarizers (also called the dark state).

Studies of the LC switching mechanism, liquid crystalline materials and alignments have led to successful advances of the image quality of LCDs. Yet, the power consumption in the LCD, mainly used for powering the light source, remains an issue due to the light absorbing optical components such as polarizers and color filters. These optical components absorb large amounts of the light, decreasing the power efficiency of the device. Although research to recycle light has shown promising results, the most efficient is to totally discard the polarizers and the color-filters. In fact, color filters can be replaced by using cholesteric LCs in the switchable LC-cell. The principle for such a cholesteric LC cell will be explained in next paragraph.

The cholesteric, or chiral nematic, LC phase include liquid crystal molecules with chiral centers inducing the director, $\vec{n}$, to rotate in depth of the film (figure 1.3). The cholesteric LCs form a helix where the 360° rotation of the molecules represents the cholesteric pitch. Since the birefringent LC molecules are rotated in depth, macroscopically linearly polarized light experiences periodic layers of material with different refractive index. Due to the helix rotation, cholesteric LCs reflect the circu-
Cholesteric liquid crystals are aligned in planes that rotate in depth of the film, this is visualized by showing a cross-section of the film where the cholesteric helix is seen as rotating LC molecules. The distance at which the director has rotated 360° is called the cholesteric pitch. Cholesteric liquid crystals reflect one handedness of circularly polarized light, the same handedness as the rotation of the cholesteric pitch. The other handedness is transmitted. (Image kindly provided by Chris van Heesch).

Figure 1.3: Cholesteric liquid crystals are aligned in planes that rotate in depth of the film, this is visualized by showing a cross-section of the film where the cholesteric helix is seen as rotating LC molecules. The distance at which the director has rotated 360° is called the cholesteric pitch. Cholesteric liquid crystals reflect one handedness of circularly polarized light, the same handedness as the rotation of the cholesteric pitch. The other handedness is transmitted. (Image kindly provided by Chris van Heesch).

Switchable cholesteric LC-cells replace both the color filter and the LC cell. Unfortunately also several drawbacks are reported, such as changed reflected colors with viewing angle and the need for large switching voltages. However, stabilizing the cholesteric LC by polymerization, gives bright and power efficient passive color reflectors which can replace a traditional (and absorbing) color filter in a modified LC cell.

Other switchable reflective films are based on the principles of Bragg-reflection as a result of alternating polymer and LC layers with different refractive indices (figure 1.4). A periodic mismatch in refractive indices between the polymer and LC layers generates reflection of light (left image in figure 1.4). Compared to cholesteric LCs, Bragg gratings reflect both handedness of light. The reflected wavelength depends on the layer periodicity and the refractive indices likewise to the cholesteric LCs. By applying an electrical field over the cross section of the device, the LCs align with the field similar to the ON state in the TN-LCD. If the refractive index of the aligned LC molecules ($n_0$) equals that of the polymer, the grating becomes transparent (right image in figure 1.4). Such a polarization independent switchable grating can replace not only the LC cell and the color filters in the device, but also the polarizers.

Switchable Bragg gratings can be obtained by polymerization-induced phase separation from mixtures of non-reactive liquid crystal and reactive monomers.
Figure 1.4: A liquid crystalline switchable Bragg grating consists of polymer layers with in between liquid crystals. The birefringence of the LCs is used to switch the optical properties. In the left image the grating reflects light due to the periodic mismatch of refractive indices in the polymer and LC layers. Applying an electric field over the cross section of the Bragg grating the LC molecules align with the field direction (right image) and the refractive indices of the LC- and the polymer-layers match resulting in a transparent grating. (Image kindly provided by Chris van Heesch).

Polymerizing monomers mixed with non-reactive liquid crystals, droplets of LCs phase separate from the polymer network forming a polymer dispersed liquid crystal (PDLC) film. By initiating the polymerization at periodic depths in the film, stratified PDLCs are obtained where LC droplets are confined into layers in the polymer matrix. Controlling photo-induced phase separation to produce the desired optical components such as complex structured PDLC films remains difficult, but is essential for the ultimate device properties. In the following sections two methods to achieve stratified PDLCs will be discussed: holographic recording and cholesteric self-stratification process. The former is a well established technique using the interference pattern of two coherent laser beams to create an intensity gradient in depth of an isotropic reaction mixture. The latter is a novel method based on the self-organization of LCs and on dichroic photoinitiators. First the holographic technique to obtain stratified PDLCs is explained, followed by the cholesteric self-stratification process. The similarities and differences between the two methods are discussed.

1.3 Holographic stratified PDLC gratings

Holography is a technique for recording and reproducing objects with the use of interference effects\textsuperscript{21,22}. Scattered and/or reflected light from an object, such as the plant in figure 1.5, overlaps with a reference beam to produce an interference pattern on the holographic plate. The recording material on the plate preserves the fringe information from the interference pattern. By illuminating the hologram with
Introduction

Figure 1.5: Principles of holography: light that scatters from an object, the plant, interferes with a reference beam on the holographic plate. The recorded interference pattern is the hologram. By illuminating the hologram with the reference beam, the object is reconstructed and the plant appears as an image. (Image kindly provided by Chris van Heesch).

the reference beam, the object is reconstructed, and visualized as a virtual image. When the hologram is thicker than the fringe spacing in the interference pattern, the reconstructed image is three dimensional.

Grating holograms, used for optical devices, are holograms made from interference pattern of two plane waves without using an object. Typically two coherent laser beams interfere on the recording material and create an intensity profile in the hologram (figure 1.6). By recording the interference pattern in an isotropic mixture of LCs and monomers, the intensity profile initiates the polymerization at periodic positions, producing a structured PDLC with phase separated layers of LC droplets in the polymer matrix. Positioning the sample with the interference profile in depth of the hologram produces a reflection grating. Turning the sample 90°, the layered planes become perpendicular to the film surface. Such a transmission grating has diffraction properties valuable for diffractive optics technology in e.g. optical data storage and integrated optic devices. Holograms with slanted periodic planes generate polarization selective out-coupling of light, which is of interest.

Figure 1.6: Laser beam holography setup for recording reflection gratings (a) and transmission gratings (b). (Images kindly provided by Chris van Heesch).
in lighting systems of LCDs. In the concept of this thesis, focus is on reflection gratings. The performance of reflective switchable PDLC gratings polymerized from a isotropic LC/photo-acrylate systems has been improved since the introduction in 1993, nevertheless the processing still requires a complicated optical set-up of coherent laser beams. Additionally, the device size and grating periodicity are limited by the spot size of the laser beams and the recording wavelength. The size of the interference pattern determines the device size and is generally a few square centimeters. The layer periodicity based on the intensity profile is determined by the laser wavelength and the angles between the interfering beams. Therefore, a layer periodicity smaller than the half of the laser wavelength is not physically possible. Due to these limitations laser beam holography is not a suitable production technique for large area optical reflection switches. To offer a new possibility to solve all these problems, we introduce a novel production method: the cholesteric self-stratification process.

1.4 The cholesteric self-stratification process

Cholesteric self-stratification is a novel method based on the self-organization of liquid crystals. A reaction mixture of chiral nematic LCs, monomers and photoinitiators is aligned in the cholesteric LC phase (cholesteric LC phase is shown in figure 1.3). The reaction mixture is applied on a rubbed polyimide alignment layer which in principle can be of any size; from molecular size to square meters. The purpose of the alignment layer is to organize the LC molecules at the interface in the same direction. In this way at every depth in the cell the LC molecules are aligned with respect to their horizontal neighbors.

Dichroic photoinitiators with preferential absorption of light linearly polarized to the molecular length direction are used (figure 1.7). By aligning the dichroic photoinitiators with the rotating director in the cholesteric LC reaction mixture and polymerizing with linearly polarized UV-light, light is absorbed at every depth position where the dichroic photoinitiators are parallel oriented with the linearly polarized curing light, ideally i.e. at every half cholesteric pitch (figure 1.8). In other words, an absorption profile is created in depth of the film that generates

![Figure 1.7: Light polarized along the length direction of the dichroic photoinitiator is absorbed, resulting in photodissociation of the initiator into two radicals. Other polarization directions of the light are not efficiently absorbed by the dichroic photoinitiator.](image)
The principles of the cholesteric self-stratification process. A mixture of monomers, liquid crystals and dichroic photoinitiators are all in the chiral nematic phase (ordered in the cholesteric helices). Applying linearly polarized light on the cholesteric mixture, the dichroic photoinitiators aligned with the polarized light will most efficiently absorb the light; an absorption profile is created in depth. Polymers are predominantly formed at every half cholesteric pitch due to the absorption profile. This favors phase separation into a stratified PDLC. (Image kindly provided by Chris van Heesch).

The periodicity of the absorption profile relies on the cholesteric pitch, which is easily manipulated before polymerization by adding chiral dopants to the nematic reaction mixture. Before the polymerization also the temperature can change the cholesteric helix: at higher temperatures the cholesteric pitch is increased. After polymerization, the periodicity of the stratified film is expected to be fixed.

The advantages of the cholesteric self-stratification process are unlimited device size and easily manipulated layer periodicity, stretching from reflecting light in the deep UV to in the far IR. Furthermore this new technique overcomes the inhomogeneous reflection effects caused by localized polymerization shrinkage during the holographic exposure\cite{30,31}. During the holographic recording the polymerized structure shrinks while the interference pattern remains unaltered, this leads to a localized intensity disturbance which blurs the reflection from the grating. The cholesteric self-stratification process surpasses this problem since the absorbed intensity profile remains with the relative position of the aligned photoinitiators although the absolute periodicity might shift. The cholesteric order act as a spring that when being compressed the positions that initially have the highest absorption intensity remain the highest intensity and only change their periodicity. The positions with low absorbed intensity will not be subjected to higher absorbed intensity. Moreover, the experimental curing set-up is simple, with a normal UV-light source combined
with a polarizer. In contrast, the reaction method is considerably more complicated. In order to realize the stratified PDLC switch by the cholesteric self-stratification method the reaction mixture has to fulfill certain requirements:

- allowing curing light to propagate through the reaction mixture without rotation to initiate the dichroic photoinitiator at every half cholesteric pitch
- having perfectly miscible components in the cholesteric LC phase to align the dichroic photoinitiator and obtain the absorption profile
- favoring the polymerization-induced phase separation starting from the LC phase (in contrast to ordinary PDLC formation which involves phase separation from an isotropic phase)
- producing isotropic polymer layers with refractive index matching the refractive index of the aligned LCs

Cholesteric LCs reflect light with a color and polarization corresponding to the cholesteric pitch (as was discussed in section 1.2). However, if the cholesteric pitch is much larger than the wavelength of light ($P_{\text{chol}} >> \lambda$), the light is wave-guided with the cholesteric helix (an effect used in TN-LCDs). The curing light for the cholesteric self-stratification has to be unaffected by the cholesteric pitch and remain linearly polarized while propagating through the cholesteric reaction mixture. Only then, a periodic absorption profile is obtained which initiate the polymerization. The created polymer layers should preferentially become optically isotropic. This is favored by isotropic monomers, but due to their isotropic nature they do not favor, but un-stabilize, the cholesteric LC phase. If LC monomers are used, the cholesteric LC phase of the reaction mixture will be stabilized, but the anisotropic LC properties remain in the formed polymer. Furthermore, the differences and similarities of the refractive indices of the (isotropic) polymer and the phase separated LCs must be optimized for the optical switching characteristics of the phase separated grating.

Obviously, the phase separation mechanism is crucial for the required layer formation by the cholesteric self-stratification process. Photopolymerization-induced phase separation is generally favored by a polymer network, implying that cross-linking monomers should be present. Moreover, polymer networks increase the stability of the device. On the other hand, cross-linking monomers are often bulky and therefore a disadvantage to the cholesteric LC phase of the reaction mixture.

To realize the cholesteric self-stratification process, the curing light propagation through the cholesteric reaction mixture is simulated, the miscibility of monomers and LCs is studied, and the polymerization-induced phase separation behavior is modeled. The latter lay a ground for designing the experimental conditions for the cholesteric self-stratification process, but also to understand the phase separation mechanism in a general sense.
1.5 Theoretical model of photopolymerization-induced phase separation

As discussed in the previous section, phase separation starting from a cholesteric LC phase is the requirement for the cholesteric self-stratification process. To study the conditions for such phase separation, we modeled the thermodynamic behavior during the layer formation process.

Phase separation during photopolymerization can be considered as the process where the liquid phase, containing only liquid components (monomers and LCs), emerges from the three-component phase of polymers, monomers and LCs. The latter phase is created during polymerization of the monomer-LC mixture. The two phases can coexist when the system is in thermodynamical equilibrium, expressed as a minimum in Gibbs free energy. Three effects are assumed to contribute independently to the free energy of a system: isotropic mixing, network elasticity and nematic ordering of the liquid crystalline compounds. The isotropic mixing takes into account the relative sizes of the molecules and the van der Waals interactions between the different species in the mixture. The elasticity of a cross-linked network can affect the phase separation considerably. The theory of Maier-Saupe for nematic ordering is adopted to account for the extra energy term originating from the nematic ordering of the LC molecules.

A phase separation model based on these principles has been reported by Penterman, who considered photopolymerization-induced phase separation from an isotropic reaction mixture. The model presented in this thesis is based on Penterman’s model, with the modification adapted to the fully liquid crystalline phase of the reaction mixture.

Understanding the phase separation behavior the experimental conditions for the cholesteric self-stratification process can be designed. Combining the phase separation model with dynamic polymerization-diffusion simulations, we can estimate the produced grating periodicity and composition.

1.6 Outline of thesis

The objective of this thesis is to present a novel method to produce large area stratified PDLC switches. For that purpose a phase separation model is described and verified on holographic stratified PDLCs (chapter 2).

To verify the phase separation model experimentally we need to accurately identify when and where phase separation occurs. Imaging techniques such as spectroscopy and scanning electron microscopy usually characterize optical devices in terms of reflected/transmitted wavelength and grating periodicity. However, these analysis techniques are dependent on the contrast between the layers thus reducing their accuracy. Moreover they do not provide information on the compositions of layers. Ion beam analysis techniques could offer such a possibility. Nuclear reaction analysis was studied for depth profiling nitrogen containing LCs in stratified PDLCs. Resonant reactions have a very narrow energy range where they are likely to occur,
and are therefore suitable for depth profiling specific elements. However, due to the small concentration differences between the layers in the grating and the low gamma yield from the liquid crystals, nuclear reaction analysis showed not to be accurate enough to depth profile stratified PDLCs.

An alternative analysis technique available for depth profiling polymers is secondary ion mass spectrometry (SIMS). The primary ion source sputters off fragments from the sample surface and secondary ions are detected. During continuous sputtering, the intensities of the fragments can be followed in depth of the sample. Since SIMS detects all elements, the layers do not need to contain specific labels. Chapter 3 presents methods to quantify LC concentrations in stratified LC/polyacrylate samples. The necessary sample treatments and quantification methods using multivariate statistical analyses are discussed. In chapter 4, the LC concentrations of a holographic stratified PDLC film are quantified and compared with the modeled results.

In chapter 5 the cholesteric self-stratification process is theoretically investigated by simulating the phase separation behavior. The phase separation model designs the ideal reaction mixtures and experimental conditions for obtaining stratified PDLC films. Since the cholesteric self-stratification process differs from the holographic grating recording by the reaction mixture initially being in the chiral nematic LC phase instead of isotropic, a phase separation model describing the former specific situation is proposed. The layer periodicity of self-stratified gratings is predicted by comparing the simulated curing light propagation and the directionality of the dichroic photoinitiators. Materials for the cholesteric self-stratification process are investigated in chapter 6, which ends with recommendations for further work. The potential use of the cholesteric self-stratification process is evaluated in the Technology Assessment.

1.7 References


Chapter 2

Photopolymerization-induced phase separation

2.1 Introduction

Optical components which contain polyacrylate - liquid crystal (LC) composites are applied in liquid crystal displays (LCD). Promising components for the new generation LCD screens are switchable reflection gratings, or switchable photonic band-gap films. Such a switchable component can be realized by a periodic structure (a Bragg grating) consisting of layers with LC droplets dispersed in a polymer matrix\(^1\). Periodic concentration profiles in polymer dispersed liquid crystals (PDLC) can be obtained by laser beam holography where a position-dependent intensity pattern is recorded in an isotropic reaction mixture of LCs and monomers\(^2\). The holographic interference pattern induces a position-dependent reaction rate, which creates local distortions in the compositional equilibrium causing diffusion of the reactive materials to the high-intensity sites. Non-reactive materials, i.e. the LC molecules, are transported to the low-intensity sites. For a given LC concentration, phase separation can take place at a critical monomer conversion. The liquid components separate from the polymer, forming periodic layers of liquid droplets (containing LCs and unreacted monomers) in the polymer matrix\(^3\).

Several theoretical models have been suggested for the formation of holographic LC-polyacrylate reflection gratings, most of them concentrating only on the reaction-diffusion kinetics\(^4,5,6\). However, the phase separation mechanism is also important. Sutherland et al.\(^7\) proposed a phenomenological model explaining holographic reaction-diffusion kinetics combined with phase separation mechanisms expressed as minimum in Gibbs free energy of the system. Recently, a reaction-diffusion model combined with the phase separation mechanism for non-coherent and low intensity curing light forming stratified layers in LC/polyacrylates was proposed by Penterman et al.\(^8\). The main difference between the models is how the authors treat the formed polymer network. In Sutherland’s model holes are formed during polymerization (due to polymerization shrinkage), and the hole formations and collapses explain the network elasticity of the polymer. Penterman, on the other hand, adds
a contribution to the Gibbs free energy in the form of network elasticity. We adopt Penteman’s approach for our combined phase separation - reaction-diffusion model, and apply it on multilayer LC/polyacrylate systems prepared by either holographic recordings or cholesteric self-stratification processes. The model allows us to predict where phase separation starts in order to control grating configuration in terms of relative polymer/LC layer thicknesses and composition. The phase separation model is a promising tool to predict morphologies of all kinds of structured PDLCs. The ultimate goal is to simulate the experimental conditions needed for holographic stratification and to translate this later to the cholesteric self-stratification processes.

**Aim of chapter**

First we discuss the contributions to the Gibbs free energy: Flory’s and Huggins’ isotropic mixing, network elasticity and nematic ordering. We proceed with the kinetic principles of photopolymerization and diffusion applied on cross-linking polymerization. We combine the phase separation model with diffusion and reaction kinetics characteristic for holographic recordings. Simulation results are verified by experimental results on holographic reflection gratings. The thermodynamic behavior of the reaction mixture upon photopolymerization is described.

### 2.2 Phase separation mechanisms

Before the polymerization starts, a homogeneous and miscible two-component reaction mixture of monomers and LCs is present. For reason of simplicity we treat the LC and monomers as single components, although in practice it may contain multiple components often homologous of the same basic structure. During polymerization, monomers are converted to polymers, and the two-component system is transformed into a three-component system: monomer-polymer-LC. When the reaction has proceeded to a certain degree of polymerization, the polymer network can no longer hold the liquid components and phase separation occurs.

During polymerization a ternary system is formed of LCs, monomers and polymers in which two phases are distinguished: the polymer matrix phase (phase I) and the liquid phase (phase II). The matrix phase is a three-component phase, containing polymers, monomers and liquid crystals. The liquid phase is a two-component phase, containing monomers and liquid crystals, and is the phase present before polymerization. A description of the phase behavior of such a ternary system is presented next.

Upon polymerization, the ratio of polymer-monomer-LC is changed locally. Assuming that each reaction step induces only a local disturbance of the thermodynamic equilibrium, a thermodynamic treatment of phase separation is legitimate.

Coexistence of two phases in a system is characterized by the equality of the intensive variables (variables that are not dependent on the size of the system) in both phases. Consequently, the chemical potential $\Delta \mu$, or rather the difference in chemical potential in the mixed state and of the pure component, of all components
in both phases must be equal:

$$\Delta \mu_i^I = \Delta \mu_i^{II} \quad (2.1)$$

The chemical potential of a component is the derivative of the Gibbs free energy $G$ of the system to the number of molecules of that component, at constant temperature ($T$), constant pressure ($p$) and constant number of molecules for the other species present.$^{10}$ $\Delta G_i$ is the difference in free energy of the mixed and pure state of the component $i$.

$$\Delta \mu_i = \left( \frac{\partial \Delta G}{\partial n_i} \right)_{T,p,n_j(j \neq i)} \quad (2.2)$$

The next sections give an overview of the thermodynamic models that describe the contributions of isotropic mixing (Flory-Huggins), network elasticity (Dušek) and nematic ordering (Maier-Saupe) to the Gibbs free energy. An important assumption is made: these three effects contribute independently to the free energy of the system.

### 2.2.1 Isotropic mixing

The isotropic mixing of polymers, monomers and solvents is described by the Flory-Huggins lattice model.$^{11}$ The fundamental thermodynamic equation to describe a mixing process relates the Gibbs free energy function, $\Delta G$, to the enthalpy, $\Delta H$, and the entropy, $\Delta S$:

$$\Delta G = \Delta H - T \Delta S \quad (2.3)$$

Mixtures will be homogeneous, well-mixed, when the Gibbs free energy of mixing is negative:

$$\Delta G^M \leq 0 \quad (2.4)$$

The macroscopic behavior is connected to the behavior on the molecular level of the mixture by statistical mechanics in terms of the Boltzmann relation. This relation links the entropy to the total number of distinguishable microscopic states, $\Omega$.

$$\Delta S = k_B \ln \Omega(n, V, E) \quad (2.5)$$

$n$ is the number of molecules in volume $V$ at the constant energy $E$. $k_B$ equals the Boltzmann’s constant. Consider a mixture of two components, species 1 and 2, with respectively $n_1$ and $n_2$ molecules in the mixture, ordered in a lattice of size $n_1 + n_2$. We assume that species 1 and 2 follow Raoult’s law (i.e. an ideal solution where the chemical potential of a species is related to its molar fraction), and that there is no change in volume or heat (energy) upon mixing. When all molecules have the same size, every molecule occupies one unit cell in the Flory-Huggins lattice. The number of possible configurations is:

$$(n_1 + n_2)! \quad (2.6)$$

Since two molecules of the same species are indistinguishable, the total number of characteristic states of the system becomes:

$$\frac{(n_1 + n_2)!}{n_1!n_2!} \quad (2.7)$$
Using Stirling’s approximation \( \ln x! \approx x \ln x - x \), for large \( x \), this yields for the entropy:

\[
\Delta S = -k_B(n_1 \ln \frac{n_1}{n_1 + n_2} + n_2 \ln \frac{n_2}{n_1 + n_2})
\]  

(2.8)

Flory and Huggins independently derived expressions for \( \Omega \) for mixtures of polymers and solvents\(^{12,13,14} \). We convert their two-component system to our three-component system of monomers-polymers-LCs. The components are large and unequal in size and they can occupy different numbers of unit cells in the lattice. Therefore the number of LCs, monomers and polymers are converted into volume fractions. The number of molecules for the three components are \( n_{lc}, n_m \) and \( n_p \), and they occupy respectively \( N_{lc}, N_m \) and \( N_p \) unit cells per molecule. The volume fraction of species \( i \), \( \phi_i \), in the mixture is \( \frac{n_i}{n_{lc}N_{lc} + n_mN_m + n_pN_p} \). Extending equation 2.8 to a three-component system of large molecules, the entropy of mixing becomes

\[
\Delta S^M = -k_B[n_m \ln \phi_m + n_{lc} \ln \phi_{lc} + n_p \ln \phi_p]
\]  

(2.9)

Up till now, no heat or energy exchange upon mixing was assumed, however this is an unrealistic situation. From regular solution theory\(^{15} \), an expression can be obtained for the enthalpy \( \Delta H^M \). The energy change is assumed to originate from the exchange of contacts between monomer-monomer, LC-LC and polymer-polymer with monomer-LC, polymer-LC and monomer-polymer contacts\(^{16} \). For two components, \( i \) and \( j \), this can be represented by:

\[
(i - i) + (j - j) \rightarrow 2(i - j)
\]  

(2.10)

where the formation of an \( i - j \) contact requires breaking of \( i - i \) and \( j - j \) contacts. The change in energy can be expressed as an interchange energy \( \Delta w_{ij} \) per new contact, given by:

\[
\Delta w_{ij} = w_{ij} - \frac{1}{2}(w_{ii} + w_{jj})
\]  

(2.11)

Here \( w_{ii} \) and \( w_{jj} \) are the contact energies for each species. Consequently, if the total volume remains constant upon mixing, the energy of mixing can be expressed by \( \Delta H^M \). When \( q \) new contacts are formed in the solution, the enthalpy of mixing becomes:

\[
\Delta H^M = q\Delta w_{ij}
\]  

(2.12)

The average number of possible contacts can be estimated from the total number of possible contacts between molecule \( i \) and any neighbor and the probability that the neighbor is of the other species\(^{11} \). First, the total number of any contact with \( i \) is \( zN_i \), where \( z \) is the lattice coordination number or the number of unit cells of the closest neighbors. \( N_i \) is the number of unit cells that molecule \( i \) occupies. If \( N_i \) is large (i.e. molecule \( i \) is a chain and occupy several unit cells), it has \( (z - 2)N_i \) contacts per chain unit plus 2 for both chain ends, thus a total of \( (z - 2)N_i + 2 \) neighbors. For large \( z \) the total number of neighbors approaches \( zN_i \). The probability that one of the neighbors to \( i \) is of the other kind \( (j) \) approximates to the volume fraction
of \( j (\phi_j) \). As a result, for \( n_i \) molecules of \( i \) the number of \( i - j \) contacts become:

\[
q = n_i \cdot z N_i \cdot \phi_j.
\]

The expression for \( \Delta H^M \) can then be written as:

\[
\Delta H^M = z n_i N_i \phi_j \Delta w_{ji} \tag{2.13}
\]

To eliminate \( z \), a dimensionless parameter \( \chi \), called the interaction parameter, is introduced. It is defined\(^{17}\) as:

\[
k_B T \chi_{ij} = z \Delta w_{ij} \tag{2.14}
\]

The final expression for the enthalpy becomes:

\[
\Delta H^M = k_B T \chi_{ij} n_i N_i \phi_j \tag{2.15}
\]

Having calculated the entropy and enthalpy contributions to mixing, these can now be combined to give the expression for the free energy of mixing, \( \Delta G^M = \Delta H^M - T \Delta S^M \). For the monomer-polymer-LC system the Gibbs free energy of mixing is:

\[
\Delta G^M = \left. k_B T \ln \phi_m + n_{lc} \ln \phi_{lc} + n_p \ln \phi_p + \sum_{i<j} \chi_{ij} n_i N_i \phi_j \right] \tag{2.16}
\]

The chemical potentials are the derivatives of the free energy, shown here for the three components: the monomer (2.17), the LC (2.18) and the polymer (2.19)

\[
\frac{\Delta \mu_m^M}{k_B T} = \left. \frac{\partial \Delta G^M}{\partial n_m} \right|_{T,P,n} = \ln \phi_m + (1 - \phi_m) - \phi_{lc} \left( \frac{N_m}{N_{lc}} \right) - \phi_p \left( \frac{N_m}{N_p} \right) + (\chi_{m-\text{lc}} \phi_{lc} + \chi_{m-\text{p}} \phi_p)(\phi_{lc} + \phi_p)N_m - \chi_{p-\text{lc}} \phi_{lc} \phi_p N_m \tag{2.17}
\]

\[
\frac{\Delta \mu_{lc}^M}{k_B T} = \left. \frac{\partial \Delta G^M}{\partial n_{lc}} \right|_{T,P,n} = \ln \phi_{lc} + (1 - \phi_{lc}) - \phi_m \left( \frac{N_{lc}}{N_m} \right) - \phi_p \left( \frac{N_{lc}}{N_p} \right) + (\chi_{m-\text{lc}} \phi_m + \chi_{p-\text{lc}} \phi_p)(\phi_m + \phi_p)N_{lc} - \chi_{m-\text{p}} \phi_m \phi_{lc} N_{lc} \tag{2.18}
\]

\[
\frac{\Delta \mu_p^M}{k_B T} = \left. \frac{\partial \Delta G^M}{\partial n_p} \right|_{T,P,n} = \ln \phi_p + (1 - \phi_p) - \phi_{lc} \left( \frac{N_p}{N_{lc}} \right) - \phi_m \left( \frac{N_p}{N_m} \right) + (\chi_{p-\text{lc}} \phi_{lc} + \chi_{m-\text{p}} \phi_m)(\phi_{lc} + \phi_m)N_p - \chi_{m-\text{lc}} \phi_{lc} \phi_m N_p \tag{2.19}
\]

### 2.2.2 Network elasticity

Phase separation is among others dependent on the elasticity of the polymer network. The network can be swollen by diffusing solvent molecules. It has been demonstrated\(^{18}\) that phase separation during polymerization was induced by the
increased elasticity of the growing and swollen polymer network. The elasticity of the network chains aims to resist swelling, giving an extra energy to the system. Duˇsek provided an expression for the contribution of the network deformation by swelling to the Gibbs free energy:\textsuperscript{19,20,21}

\[
\frac{\Delta G_{el}}{Nk_BT} = \frac{\nu_e}{N} \left[ \frac{3}{2} A \phi_p^{2/3} (\phi_p^{-2/3} - 1) + B \ln \phi_p \right]
\]

(2.20)

\(\phi_p\) is the volume fraction of the polymer, in this case it is assumed that all polymer formed is part of the network. \(\nu_e\) is the number of polymer chains between two cross-links in the network, and \(N\) is the total size of the lattice \((N = n_{lc}N_{lc} + n_{m}N_{m} + n_{p}N_{p})\). Thus \(\nu_e/N\) reflects the fraction of polymer chains in the elastic network, this can also be expressed by \(\phi_p/m_c\), where \(m_c\) is the average length of the chains between two cross-links. During the polymerization \(m_c\) decreases since the probability for cross-linking increases with the monomer conversion \((\alpha)\). It is assumed that the lengths of the polymer chains between the cross-links have a Gaussian distribution, and can be represented by the average \((m_c)\). An expression for \(m_c\) is proposed in section 2.8.3 where also the cross-linking efficiency is discussed. The derivatives of equation 2.20 gives the chemical potentials for the network contribution.

It is assumed that the network is created instantaneously and remains homogeneous upon polymerization, therefore the polymer volume fraction during cross-linking, \(\Phi_p\), equals \(\phi_p\). \(A\) and \(B\) are constants defined as:\textsuperscript{18}

\[
A = 1 \quad B = 2/f
\]

(2.21)

where \(f\) is the monomer functionality (one double bond has a functionality of \(f = 2\)).

The elastic contribution to the chemical potentials, using equation 2.20 with 2.21, becomes

\[
\frac{\Delta \mu_{el}^m}{k_BT} = \frac{N_m}{m_c} \left[1 - \frac{2}{f}\right] \phi_p
\]

(2.22)

\[
\frac{\Delta \mu_{el}^{lc}}{k_BT} = \frac{N_{lc}}{m_c} \left[1 - \frac{2}{f}\right] \phi_p
\]

(2.23)

### 2.2.3 Nematic ordering

Self-organized liquid crystals add an extra contribution to Gibbs free energy due to the molecular ordering. The nematic phase has one-dimensional order since the molecules are aligned in a preferred direction represented by the director \(\hat{n}\) (figure 1.1(a) in chapter 1). The order of the LC molecules can be quantified by the order parameter:\textsuperscript{22,23,24} \(s\), or \(<P_2>\), defined as the average of the second-order Legendre polynomial of the orientational distribution function:

\[
s = <P_2> = \frac{3}{2} \cos^2 \theta - \frac{1}{2}
\]

(2.24)
θ is the angle between the director and the long axis of each molecule. The time averaged cosine square of θ, $<\cos^2\theta>$, is defined as

$$<\cos^2\theta> = \int \int \cos^2\theta f(\theta, \phi) d(cos\theta)d\phi$$

(2.25)

where $f(\theta, \phi)$ is the distribution function of the orientation of the LCs, assuming each molecule having well defined long axes with the polar angles $\phi$ and $\theta$. The distribution function gives the probability of finding a LC molecule in the direction at the angle $\theta$. When $f(\theta, \phi)$ yields high probability for the directions $\theta = 0^\circ$ and $\theta = 180^\circ$, $s$ is 1. This is the case for an ideal macroscopically ordered LC state where all molecules are perfectly aligned with the director. Contrary, with a totally random distribution function, equation 2.24 averages to 0 and $s$ equals 0. The disordered phase, with the director in random directions, is present in the isotropic phase. The order parameter for LCs in the nematic phase have typically values between 0.3-0.8, depending on the nature of the LCs and the temperature. Below the nematic-isotropic phase transition temperature ($T_{ni}$), a liquid crystal component prefers to be nematic. Above $T_{ni}$, the isotropic phase is present.

Maier and Saupe developed a mean-field theory applied as the free energy of nematic ordering. At equilibrium, a minimum value for the thermodynamic potential, $\Delta G^N$, is obtained.

$$\frac{\Delta G^N(p, T)}{Nk_BT} = \frac{\phi_{lc}}{N_{lc}} \int \int f \log(4\pi f) d(cos\theta)d\phi - \frac{\phi_{lc}}{N_{lc}} \frac{1}{2} \nu \phi_{lc} s^2$$

(2.26)

where $N$ is the total number of lattice unit cells ($N = n_{lc}N_{lc} + n_mN_m + n_pN_p$). The decrease in entropy due to the anisotropic angular distribution is described by the integral. The logarithm originates from the Gibbs entropy formula:

$$S = -k_B \sum_{\nu} P_{\nu} \ln P_{\nu}$$

(2.27)

where $P_{\nu}$ is the probability for the system to be in a state $\nu$. In this particular case, this probability is related to the distribution function $f$.

Minimizing $\Delta G^N$ with respect to all variations of $f$ that satisfy the constraint

$$\int f d(cos\theta)d\phi = 1$$

(2.28)

gives the form of the distribution function:

$$f(\theta) = \frac{1}{Z} \exp\left(\frac{-u(\theta)}{k_BT}\right)$$

(2.29)

$u(\theta)$ is the energy associated with one particular orientation of a molecule to the director:

$$\frac{u(\theta)}{k_BT} = -\frac{1}{2} m(3\cos^2\theta - 1)$$

(2.30)
with $m$ a mean-field parameter, expressing the strength of the mean field. $Z$ is the nematic partition function; the total number of possible states of the nematic system:

$$Z = \int \exp \left( \frac{-u(\theta)}{k_B T} \right) d(cos \theta) \quad (2.31)$$

The second term in equation 2.26, describes the effects of intermolecular interactions and the potential of the director orientation. Maier and Saupe assumed the potential being independent of temperature and that only van der Waals forces contribute (which interactions scale with $1/r^6$ or $1/V^2$ or $\phi^2$, with $r$ radius and $V$ volume of LC). They defined these interactions to be quadratic in the order parameter. $\nu$ is a quadrupole interaction parameter defined as

$$\nu = 4.54 \frac{T_{ni}}{T} \quad (2.32)$$

with $T_{ni}$ the nematic to isotropic transition temperature of the liquid crystal.

The order parameter $s$ may be evaluated based on the free energy minimization approach by deriving equation 2.26 to $s$:

$$-\frac{d \ln Z}{ds} + s \frac{dm}{ds} + m - \phi_{lc} \nu s = 0 \quad (2.33)$$

Since the first two terms cancel out, a simple equation remains which gives:

$$m = \phi_{lc} \nu s \quad (2.34)$$

In the Maier-Saupe theory adopted here they mean field parameter $m$ is linear dependent of the concentration (or volume fraction) of the LCs. In other studies the strength of the mean field is assumed to scale to the square of the concentration based on the assumption that the nematic interactions of van der Waals type influence not only the intermolecular forces ($N_1$) but also the mean field. A square dependence, $m \sim \phi_{lc}^2$, would increase the strength of the ordering of the LCs, with higher order parameters as a result. This is often found for (long) liquid crystal polymer chains.

Note that the order parameter is defined as a function of the distribution function $f$, which in turn depends on the mean field parameter $m$. Therefore $s$ can be expressed as a function of $m$. However, solving $m$ from 2.24 using 2.25, 2.30 and 2.31 is not trivial. Since $Z$ has a form of an error function, the relation $s(m)$ becomes a sigmoidal curve. In order to obtain a simpler relation between $s$ and $m$, Shen et al. proposed $s(m)$ being a polynomial of $m$:

$$s(m) = c_1 \cdot m + c_2 \cdot m^2 + c_3 \cdot m^3 + c_4 \cdot m^4 \quad (2.35)$$

$$\ln Z = \int s(m) dm = \frac{1}{2} c_1 \cdot m^2 + \frac{1}{3} c_2 \cdot m^3 + \frac{1}{4} c_3 \cdot m^4 + \frac{1}{4} c_4 \cdot m^5 \quad (2.36)$$

$c_1 = 0.1983$  \quad  $c_3 = -0.01653$

$c_2 = 0.03768$  \quad  $c_4 = 0.001458$
Equation 2.35 correctly predicts the values of the order parameter for lower values of $m$ ($m < 6$ for which $s < 0.88$), but at higher $m$, $s$ increases drastically above 1. Order parameters, that describe the directionality of the LCs, are physically only allowed to have values between 0 and 1. For nematic LCs (generally having values of $s$ below 0.8)\textsuperscript{25}, equation 2.35 is valid to use as an approximation. However for liquid crystals with higher order parameters, which is possible for some smectic phases, Shen’s equation would not yield correct results for the order parameter\textsuperscript{29}.

For given sets of temperatures and compositions, substitution of 2.34 in 2.35 yield a solution for $s$. Graphically, the possible solutions for $s$ can be seen in figure 2.1(a) as the intersections of equation 2.34, a straight line with slope $\left(\frac{1}{\phi_{lc}\nu}\right)$ and equation 2.35. At $T = T_{ni}$ the critical values ($s_c \approx 0.44$ and $m_c \approx 2.00$) are determined by the tangent point of the slope and equation 2.35\textsuperscript{28}. With slopes having greater values, at $T > T_{ni}$, there is no intersection except $s = 0$, implying that the system is in the isotropic state. At lower temperatures $T < T_{ni}$, the straight line (equation 2.34) intersects 2.35 at $s = 0$ and $s$ for that temperature. The order parameter increases with decreased temperature, until the crystallization occurs and the nematic state is lost.

The critical composition $\phi_{ni}$ for which nematic phase is present in a mixture of an isotropic monomer and a nematic liquid crystal can be calculated from the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.1}
\caption{(a) Graphical presentation of the self-consistent solution for the order parameter using $s = m/\left(\phi_{lc}\nu\right)$ (equation 2.34) and $s = d\ln Z/dm$ (equation 2.35), for $\phi_{lc} = 1$. At temperatures higher than $T_{ni}$ the slope $1/\left(\phi_{lc}\nu\right)$ only intersect with equation 2.35 at $s = 0$, implying that the system is isotropic. (b) Effects of temperature and LC volume fractions on the order parameter are shown (equations 2.34 and 2.35). At room temperature (25°C) minimum 91 volume% of LC has to be present in order to obtain a nematic phase (for $T_{ni} = 58^\circ$C). Decreasing the temperature allows more monomers being mixed in while keeping the nematic LC phase.}
\end{figure}
critical order parameter \( s_c \) (figure 2.1(b)).

\[
\left( \frac{\phi \cdot s_c}{T} \right)_{\phi=\phi_{ni}} = \left( \frac{\phi \cdot s_c}{T} \right)_{T=T_{ni}, \phi=1}
\]  

(2.37)

\[
\phi_{ni} = \frac{T}{T_{ni}} \quad T \leq T_{ni}
\]  

(2.38)

Mixtures in the isotropic phase \((T > T_{ni})\) have no nematic contribution to the free energy.

Rewriting equation 2.26 by inserting equation 2.34, a more convenient form is obtained:

\[
\Delta G_N^N = \frac{\phi_{lc}}{N_{lc}} \left[ -\ln Z + \frac{1}{2} \nu \phi_{lc}^2 s^2 \right]
\]  

(2.39)

where \( \ln Z = \int s(m)dm \).

The chemical potentials contribution from the Maier-Saupe theory are the derivatives of 2.39:

\[
\frac{\Delta \mu_{lc}^N}{k_B T} = \frac{1}{k_B T} \left( \frac{\partial \Delta G_N}{\partial n_{lc}} \right)_{T,p,n} = -\ln Z + \frac{1}{2} \nu \phi_{lc}^2 s^2
\]  

(2.40)

\[
\frac{\Delta \mu_{m}^N}{k_B T} = \frac{1}{k_B T} \left( \frac{\partial \Delta G_N}{\partial n_{m}} \right)_{T,p,n} = \frac{1}{2} \frac{N_m}{\nu} N_{lc} \nu \phi_{lc}^2 s^2
\]  

(2.41)

2.3 Reaction-diffusion mechanisms

A periodic modulation of polymerization rate in depth of the reaction mixture of liquid crystals and monomers is necessary to form layered PDLC structures. The differences in polymer content caused by the modulated polymerization rates create macroscopic concentration differences in depth of the film. These are the driving force for diffusion of the monomers and liquid crystals. Here, theoretical expressions for position dependent reaction rates and diffusion will be discussed and equations derived in order to thermodynamically describe the formation of layered LC/polyacrylate structures.

2.3.1 Radical photopolymerization

Radical photopolymerization is a fast process. Polymer chains are formed by a chain addition reaction in a fraction of a second, and the whole process takes typically seconds to minutes depending on the initiator and irradiation power. The polymerization requires radicals to start the propagation and since monomers alone in general do not sufficiently absorb UV-light to dissociate into radicals, photoinitiators (\( I_n \)) are added. The radicals from the dissociated initiators (\( R^* \)) react with an unsaturated double bond on the monomer (\( M \)), and the radical is transferred to the monomer unit (\( RM^* \)). By addition of more unreacted double bonds, the polymer chain (\( P^* \)) grows. When each monomer has one reactive bond a linear polymer is
created. The polymer chain grows until it terminates by a reaction with another radical-molecule. The termination procedure can occur by several processes: interaction of two active chain ends (combination and disproportionation), reaction of an active chain end with an initiator radical, transfer of the active center to another molecule which may be solvent, initiator or monomer, or by interaction with impurities or inhibitors. The process can also terminate by capturing radicals in unaccessible sites. The bimolecular mechanisms, combination and disproportionation, are assumed to be the dominant termination effects\textsuperscript{16,30}.

The reactions and the corresponding reaction rates ($R$) of photopolymerization are:

\begin{align*}
\text{Photodissociation} & : \quad \text{In} \xrightarrow{h\nu} 2\text{R}^* \quad R_d = 2k_d[\text{In}] \quad (2.42) \\
\text{Initiation} & : \quad \text{R}^* \xrightarrow{M} \text{RM}^* \quad R_i = k_i[\text{R}^*] \quad (2.43) \\
\text{Propagation} & : \quad \text{RM}^* + \text{M} \rightarrow \text{P}^* \quad R_p = k_p[\text{RM}^*][\text{M}] \quad (2.44) \\
\text{Termination (combination)} & : \quad \text{P}^* + \text{P}^* \rightarrow \text{PP} \quad R_t = 2k_{tc}[\text{P}^*]^2 \quad (2.45) \\
\text{Termination (disproportionation)} & : \quad \text{P}^* + \text{P}^* \rightarrow 2\text{P} \quad R_t = 2k_{td}[\text{P}^*]^2 \quad (2.46)
\end{align*}

The photodissociation of the initiator molecules is the rate determining step, since that process is slower than the reaction between a radical and a double bond\textsuperscript{16}. Further it is assumed that the reaction rate of the radicals with the monomers is independent of the type and size of the radical. The reaction rate for the initiation step is defined as:

$$R_i = k_i[\text{R}^*] = 2\Phi_{\text{In}}I_a \quad (2.47)$$

where $\Phi_{\text{In}}$ is the initiation quantum yield of the photoinitiator molecules at the irradiation wavelength, and $I_a$ is the light intensity that is effectively absorbed by the initiator. Since two radicals are formed per initiator, a factor 2 is present in equation 2.47. Using Beer’s law for light absorption in thin films\textsuperscript{31}, and assuming that the only absorption in depth of the film is from the initiators (i.e. assuming that the intensity remains almost constant), the absorbed intensity is expressed as:

$$I_a = 2.3I_0\epsilon_{\text{In}}[\text{In}]z \quad (2.48)$$

where the factor 2.3 ($= \ln 10$) indicates the use of natural logarithms of Beer’s absorption law. $[\text{In}]$ and $\epsilon_{\text{In}}$ are the concentration and the molar extinction coefficient of the photoinitiator and $z$ the thickness of the film of reaction mixture. $I_0$ is the light intensity applied on the reaction mixture. Structured PDLCs are formed due to a gradient in effectively absorbed light by the initiator in depth of the film, $I_a$.

During polymerization, if steady state conditions apply, the number of active radicals are assumed constant: $d[\text{RM}^*] \over dt = 0$. The overall polymerization rate expresses the depletion of monomers (with one reactive bond) during steady state: $-d[M] \over dt = R_p$. In order to have a constant number of active radicals, the initiation
rate must equal the termination rate.

$$R_i = R_t \quad (2.49)$$

$$2\Phi_{I_n} I_a(z) = 2k_t [P^*]^2 \quad (2.50)$$

$$[P^*] = \sqrt{\frac{\Phi_{I_n} I_a(z)}{k_t}} = [RM^*] \quad (2.51)$$

where $2k_t$ is the effective rate constant for all involved termination mechanisms with the factor 2 since two radicals are consumed during bimolecular termination. Combining the equations 2.44 and 2.51, the steady-state reaction rate can be expressed in terms of the monomer concentration as

$$R_p = k_p [RM^*][M] = \frac{k_p}{\sqrt{k_t}} \sqrt{\Phi_{I_n} I_a(z)}[M] \quad (2.52)$$

The monomer conversion, $\alpha_t$, at time $t$ is defined as

$$\alpha_t = 1 - \frac{[M]_t}{[M]_0} \quad (2.53)$$

with $[M]_t$ being the monomer concentration at $t$ time of polymerization, and $[M]_0$ the initial monomer concentration.

Equation 2.52 is only valid for diluted reaction mixtures creating linear polymers, for any form of cross linking polymerization an adapted version of 2.52 can serve as an approximation of the polymerization kinetics. This is caused by several effects arising during cross-linking polymerization.

Cross-linked polymer networks can decrease the mobility of the active polymer chains ($P^*$) so that they are hindered to terminate the polymerization\textsuperscript{32}. Locally a drastic decrease of $k_t$ auto-accelerates the polymerization (the Trommsdorff effect) followed by a local and high polymerization and conversion rates.

Moreover, the polymer network can also vitrify the system, resulting in decreased mobility. Then monomers are hindered to diffuse to the active chains, and the polymerization terminates by trapping radicals in the network\textsuperscript{33}. Lowering the viscosity, e.g. by adding solvent or increasing the temperature, the mobility of the system increases which can favor the propagation reaction. However, unlike most other chemical reactions, increased temperature only favors polymerization kinetics to certain degree. At high temperatures the thermodynamic conditions for forming polymers are no longer fulfilled (this occurs at ca 220°C for acrylates).

Multi-functional monomers are required to create polymer networks. Since cross-linking monomers have multiple reactive groups; one, some or all reactive groups are involved when converting a monomer. Thus, the monomer conversion does most probably not equal the double bond conversion. Instead the decrease in double bond
concentration \([\text{[C}=\text{C}]]\) is approximated by the steady-state polymerization rate:

\[
\frac{-d[\text{[C}=\text{C}]]}{dt} = \frac{k_p}{\sqrt{k_i}} \sqrt{\Phi_{\text{In}} I_a(z)} [\text{C}=\text{C}] \tag{2.54}
\]

\[
x = 1 - \frac{[\text{C}=\text{C}]_t}{0.5f [M]_0} \tag{2.55}
\]

where \(x\) is the double bond conversion and \(f\) the functionality of the monomer and \(0.5f\) is the number of reactive bonds per monomer. Strict qualitatively, equation 2.54 describes cross-linking kinetics for polymerization at low \([\text{C}=\text{C}]\) conversions before vitrification. Equations 2.54 and 2.55 assume that all reactive bonds are equally likely to react. However for cross-linking polymerization it has been suggested that pendant bonds are less reactive at high monomer conversions \(^{34}\). It is therefore assumed that the polymerization rate decreases with increased amount of polymer formed. From experiments it is known that double bond conversions when polymerizing multi-functional monomers do not reach \(100\%\) \(^{30,35,36}\). This is due to vitrification, where pendant double bonds are trapped in the polymer network. The vitrification decreases the polymerization rate when a certain amount of double bonds has reacted, at conversion \(x_{\text{max}}\). Experimentally \(x_{\text{max}}\) can be measured by e.g. differential scanning calorimetry by following the reaction heat of the converted double bonds.

Also, the monomer conversion during cross-linking is often assumed not to proceed to completion. The maximum monomer conversion \((\alpha_{\text{max}})\) can be experimentally determined by extracting the unreacted monomers from the polymer network. The decrease in polymerization rate is assumed to be linear with the increase in monomer conversion. At \(\alpha_{\text{max}}\) polymerization is assumed to terminate due to the decreased mobility. The cross-linking polymerization rate can then be expressed as:

\[
\frac{-d[\text{[C}=\text{C}]]}{dt} = \frac{k_p}{\sqrt{k_i}} \left(1 - \frac{\alpha}{\alpha_{\text{max}}}\right) \sqrt{\Phi_{\text{In}} I_a(z)} [\text{C}=\text{C}] \tag{2.56}
\]

Equation 2.56 serves as an general approximation of the cross-linking kinetics. In order to gain a true description of the complex initiating, propagating and terminating reaction steps, supportive measurements and/or Monte Carlo simulations are necessary.

An expression for the monomer conversion is necessary to use equation 2.56. Until now, no valid theoretical relationship for cross-linking polymerization is available. One assumption, the mean field approximation (MF), which assumes that all double bonds are equally likely to react, is generally applied in simulations of cross-linking polymerization kinetics for diacrylate monomers \(^8\). The MF assumes that the double bond and the monomer conversion proceeds to completion (figure 2.2), and uses the relationship between the monomer conversion \((\alpha)\) to the double bond conversion \((x)\) as

\[
\alpha = 1 - (1 - x)^{f/2} \tag{2.57}
\]

where \(f\) is the monomer functionality. For higher monomer functionalities, \(f > 4\), the mean field approximation and experimental results deviate \(^{34}\). It is assumed
Figure 2.2: The relation between monomer and double bond conversions using the mean field approximation (equation 2.57). The conversion is plotted for monomers with one double bond (— $f = 2$), two (- - $f = 4$), three (··· $f = 6$), four (·-· $f = 4$), and five (-··· $f = 10$) double bonds.

that the deviation is caused by the vitrification $^{30,35,36}$. However, at the onset of the polymerization, it is realistic to assume the double bond reactivity to be similar for all double bonds, as the MF does.

Experimentally measured values of $\alpha_{max}$ and $x_{max}$ can support the mean field theory, in order to use it in simulations.

2.3.2 Diffusion

Photopolymerization with a non-uniform intensity profile induces depth dependent polymerization kinetics. The latter gives in fact rise to local distortions in concentrations that induce transport of material: diffusion. Fick’s first law for steady-state diffusion states that the flux is proportional to the concentration gradient $^{37}$:

$$ J = -D \frac{\partial c}{\partial z} $$

where $J$ is the diffusion flux in m$^{-2}$s$^{-1}$, $D$ the diffusion coefficient in m$^2$s$^{-1}$ and $c$ the concentration in particles per volume (m$^3$).

During the formation of PDLCs, the composition within the volume changes in time. Then Fick’s second law for non-steady state diffusion applies.

$$ \frac{\partial c}{\partial t} = \frac{\partial}{\partial z} \left( D \frac{\partial c}{\partial z} \right) $$

A concentration gradient manifests itself in a gradient of the chemical potential which is the driving force for diffusion $^{10}$. The flux of particles is then given by:

$$ J = -\frac{Dc \partial \mu}{kT \partial z} $$
For ideal gaseous mixtures of non-interacting hard spheres, the chemical potential is obtained from equation 2.59 as $\mu = kT \ln c$. The LC/monomer/polymer system treated here is not consisting of ideal spheres, therefore the more general diffusion law (equation 2.62) should be applied. Furthermore, the concentration $c$ can be replaced by the density $\rho$, volume fraction $\phi$, and the molar weight $M$, of the component of interest.

$$c_i = \frac{\phi_i \rho_i}{M_i}$$

(2.61)

The general diffusion equation for species $i$ with volume fraction $\phi_i$ and diffusion constant $D_i$ becomes:

$$\frac{\partial \phi_i}{\partial t} = \frac{\partial}{\partial z} \left( \frac{D_i \phi_i}{kT} \frac{\partial \mu_i}{\partial z} \right)$$

(2.62)

The diffusion coefficient $D$ is defined as a constant, independent of the composition and morphology of the sample. Obviously, during polymerization the mobility of the molecules decreases due to the formation of the polymer network. Therefore $D$ has to be a function of the volume fraction $\phi_p$. From the free volume theory, the following expression for $D$ can be obtained:

$$D(\phi_m) = D_m \cdot e^{k_1(\frac{1}{\phi_m} + k_2)}$$

(2.63)

where $\phi_m$ is the monomer volume fraction, $D_m$ is the monomer diffusion coefficient in the pure polymer, and $K_1$ and $K_2$ are positive constants described in the free volume theory. For any value of $\phi_m$, $D(\phi_m) > D_m$, $D(\phi_m)$ decreases with increased polymer content (or decreased monomer fraction).

The net change of the volume fractions has to equal zero (ignoring polymerization shrinkage) according to the material balance: $\frac{\partial \phi_{lc}}{\partial t} + \frac{\partial \phi_m}{\partial t} + \frac{\partial \phi_p}{\partial t} = 0$. The increased volume of polymer equals the decreased volume of monomer since only the monomers polymerize. Due to cross-linking polymerization the polymer is assumed to be immobile, thus not to diffuse. Even linear polymers can be assumed immobile since they have much lower diffusion coefficients compared to $D_m$ and $D_{lc}$. In order to fulfill the material balance, the diffusion flux of the LCs has to be opposite and equal to the diffusion flux of the monomers (if the size and density of the two species are assumed to be equal). Therefore one of the species is assumed to be dominant in the diffusion process, and it will control the diffusion flux of the other component. Penterman found that the gradient in monomer concentration was the driving force for the diffusion for the LC-acrylate system studied. Our reaction systems are similar to Penterman’s, and we assume the diffusion flux of the LCs to be determined by that of the monomers:

$$\frac{\partial \phi_{lc}}{\partial t} = -\frac{\partial \phi_m}{\partial t} = -\frac{\partial}{\partial z} \left( \frac{D_m \phi_m}{kT} \frac{\partial \mu_m}{\partial z} \right)$$

(2.64)
2.4 Ternary conversion-phase diagrams

A graphical representation of polymerization induced phase separation in a monomer-LC mixture was introduced by Boots et al.\textsuperscript{18} with the concept of ternary conversion-phase diagrams. It combines the thermodynamics of the three-component system (monomer-polymer-solvent) with the conversion of monomers into polymer.

The following relation holds between the monomer conversion $\alpha$ and the overall volume fractions:

$$\phi_m = (1 - \alpha)(1 - \phi_{lc})$$  \hspace{1cm} (2.65)

$$\phi_p = \alpha(1 - \phi_{lc})$$  \hspace{1cm} (2.66)

Together with the condition that the sum of all volume fractions equals one in both phases:

$$\phi_I^I + \phi_I^m + \phi_I^{lc} = 1$$  \hspace{1cm} (2.67)

$$\phi_{II}^m + \phi_{II}^{lc} = 1$$  \hspace{1cm} (2.68)

and the requirement of equality of chemical potentials in both phases for having coexistent phases,

$$\Delta \mu_I^I = \Delta \mu_{II}^I$$  \hspace{1cm} (2.69)

$$\Delta \mu_{II}^m = \Delta \mu_{II}^{lc}$$  \hspace{1cm} (2.70)

all equations needed to find all possible combinations of $\phi_I^I$, $\phi_I^m$, $\phi_{II}^m$, $\phi_{II}^{lc}$ for which 2 phases can coexist are available.

Figure 2.3 shows an example of a conversion-phase diagram. The gray line CD is called the phase separation line. Points to the left of this line refer to a one phase system (phase I); points to the right of the line refer to a two-phase system (phase I and II). Hence, CD is comprised of the points with the lowest conversion that satisfy the conditions 2.69 and 2.70.

Polymerization takes place on a horizontal line of constant LC-concentration, called polymerization line. At some point (X in the diagram) the polymerization line crosses the phase separation line. Phase separation occurs and phase II emerges, containing only monomers and LCs. From the fact that at the moment of phase separation the volume of phase II is infinitesimal, the composition of phase I at that point is equal to the overall composition before phase separation. The conversion at which the phase separation takes place (for a certain liquid crystal volume fraction) and the composition of the second phase can be determined as follows: Equations 2.65 and 2.66 give $\phi_I^I$ and $\phi_I^m$ as a function of the conversion $\alpha$. From 2.68 $\phi_{II}^m$ is given as a function of $\phi_{II}^{lc}$. This leaves 2 variables, $\phi_{II}^{lc}$ and $\alpha$, which can be obtained by solving 2.69 and 2.70.

The conversion-phase diagram visualizes how the phase separation behavior depends on the initial composition of the reaction mixture. The procedure to solve 2.69 and 2.70 as described here cannot be carried out by analytical methods. A numerical solution to this set of equations will be proposed in section 2.5.
Photopolymerization-induced phase separation

Figure 2.3: Ternary conversion-phase diagram of LC, monomer (M) and polymer (P). Starting with a composition of monomers and LCs as in point A, monomers are converted into polymers following the straight line A-B during polymerization. The formed polymer is miscible in the monomers and LCs (phase I) until a certain conversion ($\alpha$) is reached. Then, at position X where the polymerization line reaches the phase separation line (the gray line CD), phase separation occurs and a liquid phase (phase II) emerges from the polymer containing phase (phase I). At phase separation the compositions of phase I (at position X) is $p$ polymer, $m$ monomer and $B$ LCs, and for phase II: $Y$ monomer and $(1-Y)$ LCs.

It is important to realize the difference between a conversion-phase diagram and a phase diagram. In a phase diagram, the size and structure of the molecules of each component are invariable; each point represents a certain ratio of the component. During polymerization however, this is not necessarily the case. The polymer increases in weight, and also changes in molecular structure and molecular size distribution. Therefore at each point in the diagram, the composition of the system as well as the polymer itself are different.

2.5 Combined phase separation and reaction-diffusion model for holographic stratified films

2.5.1 Formalism

The expressions of the chemical potentials for monomer and liquid crystal molecules are the governing equations for both phase separation and reaction-diffusion kinetics. Isotropic mixing, network elasticity and nematic ordering are assumed to contribute independently to the Gibbs free energy. This implies that the chemical potentials due to these three effects add up independently to the total chemical potential of
both compounds.

\[
\Delta \mu_{total}^M = \Delta \mu_{m}^M + \Delta \mu_{el}^M + \Delta \mu_{N}^M
\]

\[
\Delta \mu_{total}^{lc} = \Delta \mu_{lc}^M + \Delta \mu_{el}^{lc} + \Delta \mu_{N}^{lc}
\]

However, in their current condition the expressions for the chemical potentials are not suitable to be used in a numerical model. In the coming paragraphs, the three terms will be discussed separately and expressions will be derived that can be exploited in a simulation program.

Expressions for the isotropic mixing, \(\Delta \mu_{m}^M\) and \(\Delta \mu_{lc}^M\), were derived in section 2.2.1. Since polymers and monomers are comprised of the same building blocks, the interaction parameter \(\chi_{m-p}\) between monomer and polymer is assumed to be zero. In addition, the sizes of the monomer and liquid crystal molecules in the system under study are presumed to be comparable. Consequently, it is assumed that \(N_{lc} = N_{m} = 1\) and that the polymer chains are infinitely long, \(N_{p} = \infty\). Consequently, the formulation of the chemical potentials for monomers and liquid crystals are simplified considerably:

\[
\frac{\Delta \mu_{m}^M}{k_B T} = \ln \phi_{m} + \phi_{p} + \chi_{m-lc} \phi_{lc} (\phi_{lc} + \phi_{p}) N_{m} - \chi_{p-lc} \phi_{lc} \phi_{p} N_{m}
\]

\[
\frac{\Delta \mu_{lc}^M}{k_B T} = \ln \phi_{lc} + \phi_{p} + (\chi_{m-lc} \phi_{m} + \chi_{p-lc} \phi_{p})(\phi_{m} + \phi_{p}) N_{lc}
\]

Polymerizing multi-functional monomers result in a cross-linked polymer network. Phase separation may occur either before or during vitrification (increased viscosity which slows down the polymerization reaction). In any case, cross-linking polymerization forms a network instantaneous and phase separation can be induced by the elasticity of the swollen network during polymerization. Therefore the network elasticity has to be taken into account.

Finally the nematic ordering contribution; \(\Delta \mu_{m}^N\) and \(\Delta \mu_{lc}^N\) are described in section 2.2.3 with equations 2.40 and 2.41. The order parameter, \(s\), of the liquid crystal is calculated by the equation 2.35.

### 2.5.2 Procedure for obtaining phase separation line

In section 2.4, an analytical method for determining the points in a phase diagram where two phases can coexist was proposed. However, the set of governing equations for phase separation is not analytically solvable. Therefore, a numerical method is suggested here. The main idea is to calculate the total chemical potential for all possible compositions of phase I and phase II, and when equal the compositions of both phases at phase separation are found.
Phase I consists of polymer, monomer and liquid crystal, which gives three volume fractions to vary. Since the sum $\phi_I + \phi_m + \phi_{lc} = 1$, one parameter cancels. Two parameters need to be varied to obtain all possible compositions of the three-component phase. The liquid crystal volume fraction and the conversion were selected arbitrarily to do this. For phase II, the same line of reasoning leaves one variable volume fraction, $\phi_{lc}^I$.

For every possible combination of $\phi_I$, $\alpha$ and $\phi_{lc}^I$, the chemical potentials of monomer and liquid crystal in both phases ($\Delta\mu_{m,I}^I, \Delta\mu_{lc,I}^I, \Delta\mu_{m,I}^II$ and $\Delta\mu_{lc,I}^II$) are calculated separately. Next, the condition for phase separation, $\Delta\mu_{m}^I = \Delta\mu_{lc}^I$ is verified. The combinations of $\phi_I, \phi_m$ and $\phi_{lc}$ that satisfy the conditions $\Delta\mu_{m}^I = \Delta\mu_{lc}^I$ and $\Delta\mu_{m}^II = \Delta\mu_{lc}^II$ are the points in the conversion-phase diagram where the two phases can coexist. The composition of phase I at phase separation is equal to the overall composition of the system, since at the moment of phase separation, the volume of phase II is infinitesimal. A summary of the procedure is depicted in table 2.1.

### 2.5.3 Procedure for obtaining reaction-diffusion line

A reaction-diffusion model developed by Leewis et al.\cite{Leewis37, Leewis38} simulates the diffusion behavior of two reactive monomers with different reactivity in samples prepared by mask illumination. We have modified the reaction-diffusion model to apply for stratification processes.

In Leewis’ reaction-diffusion model a step in the reaction is assumed to give only a small distortion of the equilibrium, which justifies a thermodynamic treatment. The mask illumination pattern is divided into discrete steps. In each reaction step, a small volume of polymer is formed, depending on the intensity and the monomer concentration in the segment. This causes an inequality in the chemical potential between segments. Chemical potential gradients are the driving force for diffusion. The discretized diffusion equation gives the change in concentration due to diffusion between segments. After this diffusion step, new volume fractions per segment are obtained. Hereafter, a new reaction step can be performed.
Although this is already a very comprehensive model, polymerizations of mixtures containing both reactive and non-reactive components demand some subtle modifications.

The chemical potentials are adapted to the system of interest. Isotropic mixing, network elasticity and nematic ordering are incorporated in the chemical potentials used in the diffusion equation. Diffusion due to surface tension is omitted, since the samples prepared do not hold open surfaces.

Next, the polymerization kinetics is modified to adapt to holographic intensity profiles in depth of the sample. The polymerization rate predicts the decrease in reacted double bonds per time unit:

\[- \frac{d[C=C]}{dt} = R_p = \frac{k_p}{\sqrt{k_t}} \left(1 - \frac{\alpha}{\alpha_{\text{max}}}ight) \sqrt{\Phi_{Ia}(z)}[C=C] \quad \text{(2.75)}\]

The diffusion behavior will be plotted in two different ways. Concentration as a function of depth will be used to visualize the in-depth profile of all volume fractions (figure 2.4(a)), and conversion-phase diagrams will be used to visualize the diffusion behavior of the components in a sample during ongoing polymerization. At every depth, the compositions are calculated by the simulation program, each composition is represented by a point in the conversion-phase diagram. Plotting all compositions of one specific depth in time gives a line in the diagram. This line will henceforth be called the reaction-diffusion line.

Figure 2.4(b) illustrates the reaction diffusion line in a ternary phase diagram for a stratified sample. For two specific points in depth, at maximum and mini-
ium intensity, reaction-diffusion lines are plotted in the ternary conversion-phase diagram. If no diffusion would occur, the lines would be horizontal (as shown in figure 2.3). Due to the faster depletion of monomers at the point of high intensity, the reaction-diffusion line bends slightly downward due to diffusion of monomer to the reactive sites, which gives a higher concentration of polymer at the higher intensity side. The low intensity point shows more diffusion, the diffusion coefficient decreases less due to the less dense polymer network and larger material transport can take place. The diagram in figure 2.4(b) represents an idealized situation, and is therefore only meant to illustrate the reaction-diffusion behavior.

2.6 Holographic reflection gratings

Reflection holograms have periodic layers of materials in depth of the sample. The gratings are recorded in photosensitive material by two coherent laser beams, represented by the electric field vectors $\mathbf{E}_1$ and $\mathbf{E}_2$ (with the propagating wave vectors $\mathbf{k}_1$ and $\mathbf{k}_2$). At the intersection of the two beams, an interference pattern with dark and bright fringes (low respectively high intensity) appears. The intensity profile of the interference pattern can be obtained from the electric field vectors\(^{39,40}\) (figure 2.5(a)).

![Figure 2.5: (a) Coherent laser beams with propagation vectors $\mathbf{k}_1$ and $\mathbf{k}_2$ interfere with Λ spacing between the fringes. The grating vector, $\mathbf{G}_{12}$, is defined as $\mathbf{k}_1 - \mathbf{k}_2$. (b) Interference profile of two coherent and plane laser beams with grating spacing Λ. When the intensity of the two beams are equal ($I_2 = I_1$) the dark fringes (at 0.5Λ) have zero intensity. With unequal intensities ($I_2 = 0.9I_1, 0.7I_1, 0.5I_1, 0.3I_1$) the "dark" fringes are not completely dark, but carry light intensity. Then polymerization is possible also in the (semi) dark fringes.](image)
\[ I = E_1^2 + E_2^2 + 2E_1E_2 \cdot \cos((k_1 - k_2) \cdot z) \]  
(2.76)

\[ E_1 = A_1 \cos(k_1 \cdot z) \]  
(2.77)

\[ E_2 = A_2 \cos(k_2 \cdot z) \]  
(2.78)

where \( A_i \) is the amplitude of \( E_i \), \((k_1 - k_2)\) determines the fringe spacing, or the grating periodicity, \((\Lambda)\) and is generally denoted as the grating vector \((G_{12} = -G_{21})\) with length: \(|G_{12}| = 2\pi/\Lambda\). According to Bragg’s law, the expression for \( \Lambda \) is

\[ \Lambda = \frac{\lambda_{\text{rec}}}{\sin \theta_1 + \sin \theta_2} \]  
(2.79)

where \( \lambda_{\text{rec}} \) is the wavelength of the laser beams in the recording medium. \( \theta_1 \) and \( \theta_2 \) are the angles of incidence of the interfering laser beams to the sample plane, as defined in figure 2.5(a). For \( \theta_1 = \theta_2 = \theta \) and \( \lambda_{\text{rec}} = \lambda_{\text{laser}}/\pi \) with \( \pi \) the average refractive index of the recording medium, the grating period becomes

\[ \Lambda = \frac{\lambda_{\text{laser}}}{2\pi \sin \theta} \]  
(2.80)

When the angle of incidence is perpendicular to the sample plane \((\theta = 90^\circ)\) the interference spacing is \(\lambda_{\text{laser}}/2\pi\). For very small angles: \( \theta \to 0 \) and \( \Lambda \to \infty \).

The holographic interference profile is generally given as

\[ I(z) = I_0(1 + V \cdot \cos([G_{12} \cdot z])) \]  
(2.81)

where \( I_0 = I_1 + I_2 \), and \( V \) is the fringe contrast. If the two laser beams have equal intensity \( I_1 = I_2 \), the fringe contrast becomes unity:

\[ V = \frac{2\sqrt{I_1I_2}}{I_1 + I_2} = \frac{2I_1}{2I_1} = 1 \]  
(2.82)

If the intensities of the beams differ, there will not be any completely dark fringes with zero intensity, as is seen in figure 2.5(b).

In the reaction-diffusion model, the intensity profile is generated by inserting equation 2.81 in 2.48, and the depth profile of the absorbed intensity, \( I_a \), becomes:

\[ I_a = \int_0^z 2.3 (I_1 + I_2) \left( 1 + V \cos \left[ \frac{4\pi \sin \theta}{\lambda_{\text{laser}}} z \right] \right) \epsilon_{In}[In]dz \]  
(2.83)

**Holographic polymer dispersed liquid crystal reflection gratings**

Using an isotropic mixture of LCs and monomers as the holographic recording material, holographic polymer dispersed liquid crystals (H-PDLCs) are obtained. The interfering laser beams record an intensity profile in depth of the mixture. The intensity profile initiates the polymerization of the monomers resulting in periodic layers of polymer and phase separated LCs. Having different refractive indices of the layers, certain wavelengths of light are not allowed to propagate through the film, but are reflected. Reconstructing the reflection hologram involves reflection of wavelengths fulfilling the Bragg criterium:

\[ \lambda_{\text{ref}} = 2\pi\Lambda \sin \beta \]  
(2.84)

where \( \beta \) is the angle of the incident light reconstructing the hologram.
2.7 Experimental

2.7.1 Stratified gratings by laser beam holography

The holographic Bragg gratings were prepared from a mixture of monomers and nematic liquid crystals (E7, Merck). The monomers consisted of a blend in which 67 weight% were dipentaerythritolhydroxy pentacrylate (DPHPA, Polysciences Inc.), 15 weight% N-vinyl-2-pyrollidone (NVP, Aldrich) and 18 weight% hexafluoro bisphenol A diacrylate (6F-bisA, Polysciences Inc.), figure 2.6. Since the monomers have different functionalities, respectively 5, 1 and 2 acrylate bonds, the average functionality was estimated to 3.6 acrylate bonds per molecule ($f = 7.2$) and the average molecular weight to 448 g/mole. One weight% of the UV-sensitive photoinitiator Irgacure 369 (IRG 369, Ciba) was added to the mixture. Structure formulas and molecular weights of the components are summed up in table 2.2.

Reflection gratings were recorded with the interference pattern of an Ar$^+$ ion continuous wave laser at a wavelength 351 nm (Spectra Physics Beamlock 2085-25S). The experimental set up is presented in figure 2.7.

A time-controlled shutter (s), placed directly after the UV-laser is used to control the exposure time. The UV-beam is focused by a focusing stage consisting of a UV-lens (f1) and an aperture (a) followed by another UV-lens (f2). A linear polarizer (p1) is used as a filter to reduce the intensity of the beam. A UV mirror (r1) is used to guide the beam after which it passes a half-wave plate ($\lambda/2$) and polarizer (p2) to polarize the laser beam horizontally, in the plane of the sample. Hereafter the beam is guided to the sample surface, on which the beam spot has a diameter of approximately 1.5 cm.

![Figure 2.6: Molecular structures of 1: dipentaerythritolhydroxy pentacrylate (DPHPA), 2: hexafluoro bisphenol A diacrylate (6F-bisA), 3: N-vinyl pyrollidone (NVP), 4: E7, components (composition of E7 mix$^{43}$: 8% (4A), 51% (4B), 16% (4C) and 25% (4D)), 5: Irgacure 369.](image-url)
Table 2.2: Chemical properties of the H-PDLC compounds.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Empirical formula</th>
<th>Molecular weight [g/mol]</th>
</tr>
</thead>
<tbody>
<tr>
<td>E7(1)</td>
<td>C_{24}H_{23}N</td>
<td>325.45</td>
</tr>
<tr>
<td>E7(2)</td>
<td>C_{18}H_{19}N</td>
<td>249.35</td>
</tr>
<tr>
<td>E7(3)</td>
<td>C_{31}H_{25}NO</td>
<td>307.43</td>
</tr>
<tr>
<td>E7(4)</td>
<td>C_{20}H_{23}N</td>
<td>277.40</td>
</tr>
<tr>
<td>DPHPA</td>
<td>C_{25}H_{32}O_{12}</td>
<td>524.51</td>
</tr>
<tr>
<td>HF-bisA</td>
<td>C_{21}H_{14}F_{6}O_{4}</td>
<td>444.32</td>
</tr>
<tr>
<td>NVP</td>
<td>C_{6}H_{9}NO</td>
<td>111.14</td>
</tr>
<tr>
<td>IRG369</td>
<td>C_{23}H_{30}N_{2}O_{2}</td>
<td>366.5</td>
</tr>
</tbody>
</table>

The reaction mixture was sandwiched between a Si wafer coated with 150nm Ag and a cover glass slide. The interference pattern was generated by the incoming and reflected laser beams (figure 2.8(a)). The loss of intensity of the reflected beam was measured by a power meter (Newport 1815-C) by letting the incoming laser beam reflect on a clean silver coated Si-wafer (without reaction mixture). The periodicity of the interference pattern and thus the grating pitch was controlled by the angle of incidence ($\theta$) of the laser beam to the sample plane (figure 2.8(a)). For $\theta < 60^\circ$ we coupled the laser beam onto the sample with a prism, using cyclohexane as contact liquid to reduce losses from total internal reflection (figure 2.8(b)). The intensity of the incoming laser beam ($I_1$) and the illumination time were varied between 0.1-4.5mWcm$^{-2}$ and 10-60s. After the holographic recording, the samples were flood exposed by non-coherent UV-light (0.3 mW cm$^{-2}$, Philips Cleo 15W) for 20 min in order to fix the grating.

The layer periodicity, $\Lambda$, was analyzed by scanning electron microscopy (SEM, XL 30 ESEM-FEG, Philips) on the cross section of the holographic sample. Thereto the samples were broken in liquid nitrogen, followed by removal of the liquid crystal at the cross section by washing with methanol. Prior to the SEM analysis, a conducting layer of 15nm gold was sputter coated (K575 XD Turbo sputter coater, Emitech, Ltd.) on the remaining polymer layers of the cross section.

![Figure 2.7: Schematic representation of the laser setup, top view. (Image kindly provided by An Prenen).](image-url)
The wavelength of the reflected light from the H-PDLC reflection grating was measured by a UV-vis scanning spectrophotometer (Shimadzu UV-3102PC equipped with MPC-3100). The transmission as a function of wavelength was measured at normal incidence. The loss in transmission describes reflection from the film for wavelengths that are not absorbed by the sample itself (or its supporting glass plates).

2.7.2 Monomer conversions

Monomer and double bond conversions are determined for homogenous polymerization of different concentrations of for which the heat release during reaction is followed in time. This is done for reaction mixtures with different LC concentrations in order to simulate all possible concentrations in stratified gratings.

Differential scanning calorimetry (DSC) is a thermoanalytical technique in which the difference in heat release of the polymerizing sample and the reference (empty sample pan) is measured as a function of time and under isothermal conditions. Assuming that the heat capacity of the sample remains constant, the heat flow is directly related to the double-bond conversion. By observing the difference in heat flow between the sample and reference, differential scanning calorimeters measure the amount of energy released during polymerization, and the reaction heat flow during photopolymerization as a function of time, at a constant temperature, is measured.

\[
\frac{dH}{dt} = V \Delta H_0 \frac{-d[C=\text{C}]}{dt} \quad (2.85)
\]

Here \(\Delta H_0\) is the apparent heat per double-bond (78 kJ/mol for acrylates\(^{44}\)), and \(V\) the reaction volume. From the area, \(A\), under the DSC curve, the reacted number of \(C=\text{C}\) bonds can be determined.

\[
A(t) = \int_0^t \frac{dH}{dt'}(t')dt' \quad (2.86)
\]

The unreacted double bond concentration \([C=\text{C}]\) is given by:

\[
[C=\text{C}] = [C=\text{C}]_0 - \frac{A}{V \Delta H_0} = [C=\text{C}]_0 - \frac{A}{\Delta H_0} \frac{\rho}{m} \quad (2.87)
\]
with $[C=C]_0$ the initial double bond concentration, $\rho$ the density and $m$ the mass of the sample.

Double bond conversions were measured using a Perkin Elmer Photo-DSC 7 (Wellesley), under nitrogen atmosphere to prevent oxygen inhibition of the initiation. The samples were photopolymerized in the DSC with a UV-source (300-400 nm) with a maximum intensity at a wavelength of 365 nm (Philips TL08, 4W). Between the sample and the light source a shutter was placed. The samples were allowed for 5 minutes to obtain a thermal equilibrium before the shutter opened and started the polymerization. During 10 minutes the shutter was open to polymerize the sample and the differential heat flow rate to keep both samples at the same temperature was measured. Upon phase separation, a sample that initially was transparent became opaque due to the formation of liquid crystal droplets in the polymer matrix. A microscope (Leica Z16, Leica microsystems AG) with camera (Sony DFW-X700, Sony) was installed to determine at which time after the shutter was opened the sample became turbid.

After the polymerization, the measurement was continued in dark for another 5 minutes to allow any possible ”dark-polymerization”, which generally continues until the sample reaches equilibrium with (nearly) the same heat flow as before the reaction.

Since heat transfer has a finite rate, the DSC apparatus has a limited detection speed. If double bond conversion is too fast, the double bond conversion at a certain time will be underestimated. Therefore the reaction rate was lowered by decreasing the light intensity. The intensity of 0.017 mW cm$^{-2}$ was achieved by using a pinhole and a filter in front of the 0.18 mW cm$^{-2}$ UV-source.

DSC heat flows were measured for different ratios (30, 32, 36, 40, 50, 60, 80 weight\%) LC in the monomer blend (composition of the monomer blend is described in the previous section). Photoinitiator concentration was 1 weight\% for all DSC samples. The sample and reference pan were kept at constant temperature during measurement.

After the DSC measurement the sample pan with the polymerized films were weighted. Next, the LCs and unreacted monomers were removed from the polymer film by solvent extraction. Four solvents were used: methanol, cyclohexane and toluene (Biosolve) and tetrahydrofuran (THF, Normapur, VWR). The samples and pans were kept in the solvent between 1 min to 5 weeks. Thereafter the solvents were evaporated at a temperature above the transition temperature of the LCs, followed by weighting the dry polymer films and the DSC pan. The soaking and drying steps were repeated until the weight of the dry films was constant. The difference in weight before the first and after the last wash represents the weight of the LCs and unreacted monomer.
2.7.3 Constants for polymerization kinetics

The holographic interference pattern (equation 2.81) generates a gradient in polymerization kinetics, expressed as $R_p(z)$ in depth ($z$) of the reaction mixture.

$$R_p(z) = \frac{k_p}{\sqrt{k_t}} \sqrt{2.3 \cdot \Phi I_n I_a(z) I_c} \cdot \Delta z \cdot [C=C]$$ (2.88)

$$I_a(z) = (I_1 + I_2) \left( 1 + V \cos \left( \frac{2\pi}{\Lambda} z \right) \right)$$ (2.89)

where $I_1$ and $I_2$ are the intensities in $\text{Einstein} \cdot l^{-1}s^{-1}$ of the interfering beams. Generally light intensities are measured as power per cross section: $\text{mW cm}^{-2}$. Converting the intensity ($\text{mW cm}^{-2}$) to Einstein per volume is done by first dividing the intensity by the thickness of the depth of interest ($\Delta z$) to get the irradiating power per volume. Secondly, the power per volume is divided by the energy of one mole photons of the irradiating wavelength. One mole photons has the energy

$$E_{\text{photon}} = h N_A \frac{c}{\lambda_{\text{photon}}}$$ (2.90)

where $h$ is Planck’s constant ($= 6.626 \cdot 10^{-34}$ Js), $N_A$ Avogadro’s constant ($= 6.023 \cdot 10^{23}$ mole$^{-1}$) and $c$ the speed of light ($= 3 \cdot 10^8$ m$s^{-1}$). $\lambda_{\text{photon}}$ is the wavelength of the photon. One mole of photons with wavelength of 351 nm, has an energy of 340 kEinstein ($= 340 \text{ kJ mole}^{-1}$). The thickness of the simulated volume ($\Delta z$) is set in the reaction-diffusion model as a fraction of the grating pitch ($\Lambda$).

Polymerization rate constants are dependent on the functionality of the monomers. In general the initial rate increases with increasing functionality and auto acceleration is reached earlier with high functional monomers. For bulk-polymerization of DPHPA monomers (nr 1 in figure 2.6) with $f = 10$, the rate constant $k_p/\sqrt{k_t}$ was determined to 0.7 ($l \cdot \text{mole}^{-1}s^{-1})^{0.5}$ by Anseth et al.\cite{35}. They have also determined the rate constants for tetra-, tri- and di-acrylates to 1.8, 0.6 and 1.1 ($l \cdot \text{mole}^{-1}s^{-1})^{0.5}$. It is surprising to see that the rate constants do not increased with decreasing functionality. However, the rate constants for tri- and di-acrylates are rather low; other sources report\cite{30,33} higher rate constants for diacrylates $k_p/\sqrt{k_t} = 13-30 (l \cdot \text{mole}^{-1}s^{-1})^{0.5}$. Rate constants for other tetra-acrylate monomers have been measured by Selli et al.\cite{30} to $k_p/\sqrt{k_t} = 0.4 (l \cdot \text{mole}^{-1}s^{-1})^{0.5}$. For our holographic reaction mixture with high monomer functionality (in average 3.8 acrylate bonds per monomer), we predict $k_p/\sqrt{k_t} = 1 (l \cdot \text{mole}^{-1}s^{-1})^{0.5}$.

The extinction coefficient of the photoinitiator (IRG 369) was found to be 4555 $l \cdot \text{mole}^{-1}cm^{-1}$ at 363 nm\cite{45}, and 17000 $l \cdot \text{mole}^{-1}cm^{-1}$ at 313 nm\cite{46}. Since the extinction coefficient is wavelength dependent, we estimated $\epsilon_{351}$ using $\epsilon_{363}$, $\epsilon_{313}$ and information from Ciba\cite{47} to 14000 $l \cdot \text{mole}^{-1}s^{-1}$.

Reported values of the quantum efficiency of the photo initiator IRG651 (from Ciba)\cite{8,48,49} are $\Phi = 0.4-0.7$. The photoinitiator used for the holographic exposures (IRG369, Ciba) has, what we know of, no reported values of its quantum efficiency. We assume its value being similar to that of IRG651, and use $\Phi_{I_n} = 0.5$ in the simulation model.
2.7.4 Diffusion constants

The initial diffusion coefficients of monomers and liquid crystals in the reaction mixture are estimated from values reported in literature. Monomers have in general diffusion coefficients \(8,38,50\) in the order of \(10^{-10}\) \(m^2 s^{-1}\). The values for LCs are reported similar to that of monomers\(^4\), \(10^{-10}\) \(m^2 s^{-1}\), however diffusion perpendicular to the director is less than parallel\(^28\). Since the holographic reaction mixtures are isotropic, the LCs are assumed to have the same diffusion behavior in all directions. Values for the initial diffusion coefficients (before polymerization) were chosen to:

\[
D_m = 10^{-10} \ m^2 s^{-1} \quad \text{and} \quad D_{lc} = D_m.
\]

Since the diffusion of the monomer is assumed to be dominant and determine that of the liquid crystals, only the monomer diffusion coefficients are used in the model.

The values for the constants \((K_1\) and \(K_2\)) in the expression describing the decrease in diffusion during polymerization (equation 4.3) have been estimated by measurements\(^8,38\) to

\[
K_1 = 0.21 \ to \ 0.35 \\
K_2 = 0
\]

2.8 Results and discussion

2.8.1 Holographic reflection gratings

The stratified gratings were polymerized with a periodic intensity profile in depth from the holographic interference pattern (as shown in figure 2.8(a)). When the interference pattern is perfect, the dark fringes are dark (no light intensity). This generates the largest possible difference in monomer conversion between the bright and dark fringes. A local large compositional difference also means a large driving force for diffusion, which is preferable for creating well defined LC and polymer layers. However, the reflection is not perfect. Due to absorption at the silver mirror, the reflected beam is less intense (absorption of the monomers and LCs is neglected). The intensity loss was measured to \((54 \pm 8)\%) after reflection. Using equation 2.82 the fringe contrast became \(V = 0.93 \pm 0.04\). Due to the intensity difference between the interfering laser beams, polymerization was allowed in the low intensity regions.

Holograms were recorded with \(I_0 = 0.10-4.5 \ mW cm^{-2}\) during 10-60 s. With lower intensities unstructured PDLCs were obtained with large droplets of LCs scattering light in all directions. For higher intensities the holograms were transparent due to fast polymerization rate only allowing phase separated LC droplets smaller than the wavelengths of visible light. Holographic recordings in reaction mixtures with LC concentration \(> 40\) weight\% resulted in white scattering films with randomly spread phase separated LC droplets. Recordings in mixtures with lower LC concentrations \(< 20\) weight\%) did not show phase separation and the films were
Photopolymerization-induced phase separation

Figure 2.9: (a) Measured grating pitches versus incident angle ($\theta$) of laser beams. (b) SEM images of cross-sections of gratings recorded with decreased fringe spacing of the interference patterns from right top to left bottom. All gratings were recorded at room temperature in a reaction mixture with 30 weight% E7.

Reflection gratings were recorded in reaction mixtures containing 30 weight% LCs.

Reflection gratings were recorded in a reaction mixture of 30 weight% E7, 69 weight% monomer blend (for composition see experimental section 2.7.1) and 1 weight% photoinitiator (IRG 369). The gratings were recorded with layer pitches of 110-164 nm, which were measured by SEM (figure 2.9(b)). The experimentally measured layer pitches for the smaller $\theta$ were in general smaller (ca 20%) than the theoretical calculated ones (using the incident angle of the interfering laser beams). Polymerization shrinkage, sample deformation during cleavage for SEM analysis, and estimated collapse of the morphology after the removal of the LCs and unreacted monomers explain the deviations (figure 2.9(a)).

The grating pitch ($\Lambda$) can also be determined from the reflected wavelength ($\lambda_{ref}$) as long as sufficient refractive index contrast between the polymer and LC layers is present (equation 2.84). Unfortunately the refractive index was relatively low and the gratings appeared transparent. However, by extracting the LCs from the gratings and replacing with air or solvent, the optical properties of the films change. The LCs were extracted by solvent; and gratings recorded by $\theta = 32^\circ$ (top left grating in figure 2.9(b)) reflected green light when swollen in methanol (figure 2.10). After having evaporated the methanol, the dry grating reflected blue light (figure 2.10). The average refractive index of the isotropic reaction mixture of 30 weight% LCs was measured by an Abbe refractometer at 589 nm wavelength to 1.52. With a rough estimation the average refractive index of the methanol swollen film to $n_{\text{average}} = 1.5$, the grating pitch was calculated to 170 nm, almost 20 nm larger than measured by SEM. As was suggested before, the differences in the measured pitches are due to pitch deformation during sample preparation for SEM analysis and/or collapsed layers after LC removal.
Figure 2.10: Reflection of grating where the LCs are removed. Thin line: grating where LCs are replaced by air. Bold line: grating swollen with methanol. The reflection grating was made from reaction mix of 30 weight% E7, laser intensity of the incoming beam \((I_1)\) 1.7 mWcm\(^{-2}\), 30 s exposure at RT. (Identical results for 60s holographic exposure).

2.8.2 Monomer conversion versus double bond conversion

In this paragraph we determine the maximum double bond conversion \((x_{\text{max}})\) and the corresponding maximum monomer conversion \((\alpha_{\text{max}})\). Effects on the polymerization rate such as reaction mixture concentration, temperature, vitrification and intensity, are investigated and discussed. Double bond conversions at phase separation were measured, and an experimental phase separation line is proposed.

The double bond conversions during polymerization of several mixtures with different LC-monomer concentrations were measured with DSC. Reaction mixtures with low LC concentrations converted more double bonds per unit time during the polymerization, this is seen in the measured heat flows during the polymerization (figure 2.11). All samples showed a rapid increase in heat flow during the first seconds of illumination, this is caused by the Trommsdorff effect and is characteristic for cross-linking polymerization\(^{31}\). Since the Trommsdorff effect was present immediately, the kinetic constants (as \(k_p/\sqrt{K_I}\)) could not be determined from the DSC measurements. After 600 s of light exposure, the shutter closed and heat flow during dark polymerization was measured. Hardly any additional double bond conversions were detected; indicating that the polymer films were cross-linked and the mobility in the network was low.

During the polymerization of the DSC samples phase separation occurred, the compositions in the two phases are different which induce local polymerization rates. The maximum double bond conversion \((x_{\text{max}})\) after 600 s illumination ranged from 0.25-0.36 which is higher than reported values for bulk polymerization at room temperature\(^{35}\). The two phases and the plasticizing effect of the LCs are probably the cause. Increasing the polymerization temperature, The end conversion increased
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Figure 2.11: Heat flows measured by differential scanning calorimetry during photopolymerization. The heat flows for five different compositions are plotted, highest peak has the mixture of 30 weight% LCs followed by 36, 40, 50, 60 weight% LCs.

with higher polymerization temperature or higher curing light intensity (figure 2.12), which was expected\textsuperscript{30,35,46,51}.

The maximum monomer conversions were experimentally determined by washing out the LCs and the unreacted monomers from the polymer film. Table 2.3

<table>
<thead>
<tr>
<th>LC [weight%]</th>
<th>$x$ [%]</th>
<th>$T$ [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>33.4 ± 0.0</td>
<td>20</td>
</tr>
<tr>
<td>30</td>
<td>37.3 ± 0.3</td>
<td>65</td>
</tr>
<tr>
<td>30</td>
<td>39.2 ± 0.4</td>
<td>80</td>
</tr>
</tbody>
</table>

Figure 2.12: (a) Double bond conversions, $x$, at the end of DSC measurements at different polymerization temperatures. Illumination with 0.017 mW cm\textsuperscript{-2} UV light intensity. (b) Double bond conversions measured at the end of the DSC measurements during polymerization with 0.017 mW cm\textsuperscript{-2} and 0.18 mW cm\textsuperscript{-2} UV intensity at 20°C.
Table 2.3: The double bond conversion, $x$, is measured with DSC and is the end conversion after 10 min polymerization and 5 min dark polymerization. The experimental measured monomer conversions, $\alpha$, were obtained from residue after washing out liquid components from the polymer. The solvents used were methanol (MeOH), cyclohexane ($c$-$C_6H_{12}$), tetrahydrofuran (THF) and toluene. For comparison the monomer conversions calculated by the mean field approximation (equation 2.57) with $f = 7.2$.

<table>
<thead>
<tr>
<th>LC [weight%]</th>
<th>DSC $x_{\text{max}}$ [%]</th>
<th>Exp. $\alpha_{\text{max}}$ [%]</th>
<th>$X_{C\equiv C/M}$</th>
<th>solvent</th>
<th>MF approx. $\alpha_{\text{max}}$ [%]</th>
<th>$X_{C\equiv C/M}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>33.4</td>
<td>95.4</td>
<td>1.3</td>
<td>MeOH</td>
<td>76.9</td>
<td>1.6</td>
</tr>
<tr>
<td>34</td>
<td>25.3</td>
<td>89.6</td>
<td>1.1</td>
<td>THF</td>
<td>65.0</td>
<td>1.4</td>
</tr>
<tr>
<td>36</td>
<td>32.2</td>
<td>79.7</td>
<td>1.5</td>
<td>MeOH $c$-$C_6H_{12}$</td>
<td>75.3</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MeOH $c$-$C_6H_{12}$</td>
<td>74.1</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>35.5</td>
<td>90.8</td>
<td>1.5</td>
<td>MeOH $c$-$C_6H_{12}$</td>
<td>79.4</td>
<td>1.6</td>
</tr>
<tr>
<td>40</td>
<td>34.3</td>
<td>93.5</td>
<td>1.4</td>
<td>MeOH $c$-$C_6H_{12}$</td>
<td>78.0</td>
<td>1.6</td>
</tr>
<tr>
<td>60</td>
<td>34.2</td>
<td>85.4</td>
<td>1.5</td>
<td>toluene</td>
<td>77.8</td>
<td>1.6</td>
</tr>
</tbody>
</table>

shows the results from the monomer conversion measurements compared with the DSC measured double bond conversions at the end of DSC measurements (after 10 minutes of polymerization plus 5 minutes of dark polymerization). The average number of reacted double bonds per monomer ($X_{C\equiv C/M}$) was determined to 1.4 from the experimental values. This value can seem to be low for cross-linking polymerization, but was confirmed by the mean field approximation (MF) that computed an average of 1.6 double bonds reacted per monomer for the experimentally measured $x_{\text{max}}$ (table 2.3). The mean field approximation estimates a lower monomer conversion than the one experimentally measured. Even though it can be discussed whether the mean field approximation predicts a correct monomer conversion (commonly it is assumed that MF underestimates $\alpha$), there are two main reasons that the experimentally determined monomer conversions are overrated. First, the removal of unreacted monomers and LCs are hindered by the cross-linked polymer network. Secondly, is it possible that double bond reaction proceeds after the DSC measurements, which underestimates the true double bond conversion.

At the start of the polymerization it is reasonable to assume that all double bonds are equally reactive, as the mean field approximation predicts. Since the average number of double bonds reacted per monomer ($X_{C\equiv C/M}$) for both the MF approximation and experimentally determined resemble, we choose to use the MF approximation to link $\alpha$ to $x$ using equation 2.57.

**Monomer conversions at phase separation**

Phase separation is favored by the formation of polymer networks (as described in section 2.2.2), and was in the DSC detected almost instantaneously after the start
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Figure 2.13: (a) Double bond conversion at phase separation measured by DSC when polymerizing with 0.017 $mWcm^{-2}$ UV intensity. (b) Monomer, polymer and LC compositions at phase separation ($\times$) calculated from the measured double bond conversions using the mean field approximation. At $\alpha_{max} = 0.75$ the polymerization stops due to decreased mobility, as a result the compositions in the shaded area are never reached.

of the polymerization. Since fast polymerization rates are difficult to follow in the DSC, low curing intensity (0.017 $mWcm^{-2}$) was needed to enable accurate determination of the double bond conversion at phase separation. The onset of phase separation was determined visually in the optical microscope, coupled to the DSC, by noting the time at which the sample became turbid during polymerization. The double bond conversions at the moments of phase separation are plotted for reaction mixtures with different LC concentrations (figure 2.13(a)). Reaction mixtures with initial LC concentrations below 32 weight% LCs did not show phase separation during or after polymerization. If any phase separation actually occurred, the liquid droplets were smaller than the wavelengths of visible light. In figure 2.13(a) it is seen that phase separation occurs at lower $x$ when more LC is present. Moreover, reaction mixtures with LC concentrations above 60 weight% phase separated rapidly after polymerization started. Due to difficulties visually determining phase separations at short reaction times in the microscope, combined with the limited accuracy of measurement rate of the DSC, the measurement points for the high LC concentrations have large error margins.

The experimentally measured double bond conversions at phase separation are converted to monomer conversions with equation 2.57 and plotted in the conversion phase diagram in figure 2.13(b). The polymer and monomer compositions, determined experimentally, have possible errors, while the liquid crystal content is certain
since it does not change during the (homogeneous) polymerization. Additionally, when the maximum monomer conversion ($\alpha_{\text{max}} = 0.75$, table 2.3) is reached, the polymerization reaction terminates (as discussed in section 2.3.1). Compositions with $\alpha > 0.75$ are not observed, and the compositions in the shaded triangle are never attained.

2.8.3 Cross-linking probability and efficiency

In order to predict the experimentally observed phase separation with our model the elasticity of a cross-linked network formed by multi-functional monomers has to be revisited. The elasticity of the network is one of the contributions to the Gibbs free energy (section 2.2.2) which we use to predict the compositions at phase separation. To simulate the network contribution an expression for $m_c$ has to be established.

Before polymerization begins, there are $y$ number of monomers (with functionality $f$) on which $0.5fy$ number of double bonds are available for reaction. When $x$ double bonds and $\alpha$ monomers have been converted, $\alpha y$ double bonds are necessary to link the monomers to the polymer chains. The other double bonds, $0.5fx - \alpha y$, are assumed to be involved in the cross-linking reaction. Consequently, the fraction of reacted double bonds that are cross-linked is $\frac{0.5fx - \alpha}{0.5fx}$.

During the polymerization densely cross-linked microgel particles containing polymer rings are likely to form. These do not contribute to the elastic network, and decrease the fraction of cross-links contributing to the elastic behavior of the network. Additionally, cross-linking polymerization does not necessarily produce a homogenous polymer network. Locally, highly cross-linked polymers can be surrounded with less densely cross-linked or even linear polymers, this effect has been suggested by simulations where non-homogenous cross-linked polymer networks were formed according to the percolation theory\textsuperscript{34}. In our model we insert an overall efficiency factor $\kappa(\alpha) \leq 1$, to account for the ineffective elastic network chains. We assume that the cross-linking efficiency increases linearly with the monomer conversion: $\kappa(\alpha) = C_{\text{eff}} \cdot \alpha$. Then the average chain length between cross-links ($m_c$) can be obtained with

$$m_c = \frac{\alpha}{\frac{0.5fx - \alpha}{0.5fx} \cdot \kappa(\alpha)}$$ \hspace{1cm} (2.91)

The fraction of cross-links corresponds to the probability that a cross-link is formed ($P(\text{cross})$). Logically, monomers with many double bonds (high functionality) have a larger probability to form cross-links than low functional monomers. This behavior is plotted in figure 2.14 using the mean field approximation introduced in the photopolymerization section 2.3.1. At a certain double bond conversion in figure 2.14 all monomers are converted and $P(\text{cross})$ reaches one. Depending on the polymerization monomer functionality, this double bond conversion is equal to, or higher than, the double bond conversion necessary to create a linear polymer. At higher $x$ the reacted double bonds are only involved in cross-linking and $P(\text{cross}) = 1$. 
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The cross-linking probability increases with the monomer functionality. At a certain double bond conversion ($x$) $P(\text{cross})$ reaches 1. For higher double bond conversions the cross-linking probability remains 1 since all monomers are converted. $C_{\text{eff}} = 0.5$. The mean field theory expresses the monomer conversion in double bond conversion.

The elastic contribution to the chemical potentials are equal for both the monomers and the LCs assuming that $N_m = N_{lc} = 1$. Inserting $\kappa(\alpha)$ and equation 2.91 into equations 2.22 and 2.23, the expression for the network contribution becomes

$$\frac{\Delta \mu_{\text{el}}^m}{k_B T} = \frac{\Delta \mu_{\text{el}}^{lc}}{k_B T} = \frac{1}{m_c} \left[ 1 - \frac{2}{f} \right] \phi_p = \kappa(\alpha) \frac{0.5 f_x - \alpha}{0.5 f_x \cdot \alpha} \left[ 1 - \frac{2}{f} \right] \phi_p \quad (2.92)$$

2.8.4 Weight of effects in the combined phase separation model

To evaluate the relative importance of the different terms in the expression of the chemical potential, the following situation is considered. Assume a theoretical sample that contains two phases with composition $\phi_{lc}^I = 0.3$, $\phi_{m}^I = 0.35$, $\phi_{p}^I = 0.35$ and $\phi_{lc}^{II} = 0.3$, $\phi_{m}^{II} = 0.70$. The polymer chains are assumed to be infinitely long, monomer and LC molecules are of the same size ($N_m = N_{lc} = 1$). With these assumptions, an estimate of the influence of variations in the different parameters on the numerical values of the chemical potentials has been studied.
### Table 2.4: Magnitudes of the terms in the monomer and liquid crystal chemical potential for isotropic mixing.

<table>
<thead>
<tr>
<th></th>
<th>phase I</th>
<th>phase II</th>
<th></th>
<th>phase I</th>
<th>phase II</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln $\phi_m$</td>
<td>-1.049</td>
<td>-0.350</td>
<td>ln $\phi_{lc}$</td>
<td>-1.204</td>
<td>-1.204</td>
</tr>
<tr>
<td>$\chi$-terms $\mu_m$</td>
<td>0.045</td>
<td>0.045</td>
<td>$\chi$-terms $\mu_{lc}$</td>
<td>0.245</td>
<td>0.245</td>
</tr>
<tr>
<td>$\phi_p$</td>
<td>0.350</td>
<td>-</td>
<td>$\phi_p$</td>
<td>0.350</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta \mu^M_m / (k_B T)$</td>
<td>-0.654</td>
<td>-0.305</td>
<td>$\Delta \mu^M_{lc} / (k_B T)$</td>
<td>-0.609</td>
<td>-0.959</td>
</tr>
</tbody>
</table>

**Isotropic mixing**

With the assumption that $\chi_{m-p} = 0$ and $\chi_{p-lc} = \chi_{m-lc} = 0.5$ the terms in the expression for the chemical potentials become:

$$\frac{\Delta \mu^M_m}{k_B T} = \ln \phi_m + \phi_p + \chi_{m-lc} \phi_{lc} (\phi_{lc} + \phi_p) - \chi_{p-lc} \phi_{lc} \phi_p$$

(2.93)

$$\frac{\Delta \mu^M_{lc}}{k_B T} = \ln \phi_{lc} + \phi_p + (\chi_{m-lc} \phi_m + \chi_{p-lc} \phi_p) (\phi_m + \phi_p)$$

(2.94)

Approximate values for the terms in 2.93 and 2.94 for phase I and II with a composition as described in the previous paragraph are shown in table 2.4.

The logarithmic term changes with composition, while the interaction terms remain constant. The latter is caused by the assumption that $\chi_{p-lc} = \chi_{m-lc} = 0.5$. Now the question is whether phase I and II can coexist as a consequence of isotropic mixing alone. The answer is negative since $\Delta \mu^I_m \neq \Delta \mu^{II}_m$ and $\Delta \mu^I_{lc} \neq \Delta \mu^{II}_{lc}$. In this specific case with $\phi_{lc}^I = 0.3$, $\phi_m^I = 0.35$, $\phi_p^I = 0.35$, for one component e.g. the liquid crystal, the chemical potential in the two phases can become equal, which appears when $\phi_{lc}^{II} = 0.47$. However, the chemical potential of the other component ($\phi_m^{II} = 0.53$) will never be equal in the two phases. The difference $\Delta \mu^I_m - \Delta \mu^{II}_m$ for the latter example ($\phi_m^{II} = 0.53$) is -0.073. No phase separation will be predicted by considering solely isotropic mixing for $\chi = 0.5$.

However for $\chi > 0.5$, the difference in chemical potentials $\Delta \mu^I - \Delta \mu^{II}$ can equal zero, but only for high liquid crystal contents. Additionally, an inequality of the interaction parameters between LC-monomer and LC-polymer also creates an additional contribution in the chemical potential. Even though this is a very small difference - in the order of $\Delta \mu^I_i - \Delta \mu^{II}_i = 0.01$ for $\chi_{m-lc} - \chi_{p-lc} = 0.1$ - it will give a small range of compositions in which the two phases can coexist. This will be elaborated further in section 2.8.5.

**Network elasticity**

The presence of the polymer network in phase I necessitates the addition of a network elasticity term to the chemical potential for that phase (equation 2.92). For the theoretical sample ($\phi_{lc}^I = 0.3$, $\phi_m^I = 0.35$, $\phi_p^I = 0.35$ and $\phi_{lc}^{II} = 0.3$, $\phi_m^{II} = 0.70$, $f = 7.2$, $\alpha = 0.5$, and $C_{eff} = 1$), its magnitude is 0.052, and it is linearly dependent on
the polymer volume fraction. Since no network is present in the second phase, the network elasticity term for phase II is 0. This induces a larger difference between the chemical potentials of the different phases, giving rise to a stronger driving force for phase separation. With decreasing polymer volume fraction of phase I, the isotropic mixing term increases, which compensates for the change in chemical potential due to network elasticity. Since this effect is a factor of 5 larger than the difference in interaction parameters will ever create (compared with the last example in the previous section), a possibility for coexistence of the two phases is expected in a large range of volume fractions.

Nematic ordering

For a liquid crystal content higher than the critical $\phi_{ni} = T_{ni}$ is $\sim 0.89$ for E7 at 20°C (from equation 2.38), the nematic ordering of the liquid crystal adds an extra term in the expression for the monomer and liquid crystal chemical potential. None of the two phases in the theoretical sample ($\phi_{Ilc} = 0.3$, $\phi_{Im} = 0.35$, $\phi_{Ip} = 0.35$ and $\phi_{Ilc} = 0.3$ $\phi_{Ilm} = 0.70$) has any contribution to the nematic ordering, since the volume fraction of LC is lower than the critical, $\phi_{ni}$. For 91 volume% LCs, the nematic term for the monomer is 0.904, for the liquid crystal -0.166 (at 20°C, $T_{ni} = 58°C$, using equations 2.41 and 2.40).

Again, this value is different for the two phases (since the volume fractions of LCs and monomers differ in phase I and II), therefore nematic ordering will influence the position of the phase separation line in the conversion-phase diagram. The nematic ordering only plays a role in a certain range of LC volume fractions, and the fact that network elasticity also induces phase separation, raises the idea that not a single phase separation line in the conversion-phase diagram exists, but several. This will be discussed further in the next section.

2.8.5 Simulation results: phase separation lines

In this paragraph the compositions at phase separation are studied and plotted in the ternary conversion phase diagram. The effects on the phase separation of the interaction parameter, network efficiency and nematic ordering will be discussed.

Interaction parameter: $\chi$

The interaction parameter between two components denotes the gain in energy upon mixing of these components. Therefore, if $\chi_{ij} > \chi_{ik}$, the i-k mixing is the more stable one. Meaning that in a system containing components i, j and k, the contact between i and k is energetically more favorable than the contact between i and j. Consequently, different $\chi$ values between the components in a system could be the driving force for phase separation.

Since polymers and monomers consist of the same building blocks, the interaction parameter $\chi_{m-p}$ was assumed to be zero. However, the interactions between monomer-LC and polymer-LC were assigned non-zero $\chi$ values. Several models exist that describe the behavior of $\chi$, as a function of composition and temperature.
These will not be discussed in detail here. Generally values for the interaction parameter between polyacrylate chains and solvents are in the range of 0.4-0.6\textsuperscript{17}.

It was evaluated whether phase separation is possible on the basis of differences in interactions between LC-monomer and LC-polymer, with the assumption that the LC-polymer interaction is weaker (larger $\chi$) than that with the monomers (i.e. the LC gives preference to be near monomers). Since the difference in interaction parameters is expected to be very small, due to the similarity in size and functional groups of the monomers and the polymer-units, values of $\chi_{p\rightarrow lc} = 0.55$ and $\chi_{m\rightarrow lc} = 0.45$ were chosen. The resulting phase separation line is shown in figure 2.15(a). A phase separation line is observed, although in a very small volume fraction region with a high liquid crystal content.

Consequently, to simplify the interpretation of the conversion-phase diagrams, it is proposed that $\chi_{m\rightarrow lc} = \chi_{p\rightarrow lc} = \chi$. Chemical potentials are further simplified to:

\[
\frac{\Delta \mu_m}{kBT} = \ln \phi_m + \phi_p + \chi \phi_{lc}^2 \tag{2.95}
\]
\[
\frac{\Delta \mu_{lc}}{kBT} = \ln \phi_{lc} + \phi_p + \chi (\phi_m + \phi_p)^2 \tag{2.96}
\]

Using an interaction parameter of 0.5, no phase separation is predicted by the isotropic mixing described by Flory-Huggins. Increasing the value of $\chi$, i.e. the interactions between the polymer-LC and monomer-LC are less favorable than the interactions between monomer-polymer, phase separation becomes possible (figure 2.15(b)). For $\chi = 0.55$ the phase separation line resembles that in figure 2.15(a). $\chi$ values much larger than 0.6 are not expected since the LCs and monomers used in this study are miscible.

**Network elasticity: $\kappa(\alpha)$**

In the expression for the chemical potential due to cross-linked networks, an efficiency factor $\kappa(\alpha) (= C_{eff}(\alpha))$ was introduced. This section gives an overview of the effects of an elastic network on phase separation. More substantially, variations of $C_{eff}$ and $\chi$ are studied.

For $\chi = 0.5$, the efficiency term for cross-linked networks ($C_{eff}$) is varied, and its contribution is added to the Gibbs free energy (figure 2.16(a)). The elastic contribution induces the phase separation at lower liquid crystal contents than when only isotropic mixing is considered. At the intersection of the phase separation line with the $\phi_{lc}$ axis determines the solubility limit, a lower limit of $\phi_{lc}$ that will remain dissolved in the polymer network.

With decreased network strength (a lower $C_{eff}$ value) the driving force for the phase separation is weaker. The solubility limit increases and a higher LC content is needed to obtain phase separation, which is plotted for $C_{eff} = 0.5$ in figure 2.16(a).

Next is the strength of the intermolecular interactions ($\chi$) together with the network elasticity ($C_{eff} = 1$) examined and plotted in figure 2.16(b). When there is more interaction between LC-monomer and LC-polymer, the interaction parameter $\chi$ is lower and the phase separation line shifts upward. This signifies that for the
Figure 2.15: (a) Phase separation line with $\chi_{p-lc} = 0.55$ and $\chi_{m-lc} = 0.45$. Only at very high LC contents phase separation can occur due to a difference in interaction parameter between polymer-LC and monomer-LC contacts. (b) Phase separation line with $\chi = 0.55$ and 0.60, when only isotropic mixing contributes to the phase separation. For $\chi < 0.5$ phase separation does not occur. The larger the $\chi$ value is, the less miscible are the liquid crystals in the polymer.
same LC content, phase separation occurs at higher conversions. For a lower value of \( \chi \), phase separation occurs later. This is plausible, since a stronger interaction is energetically more favorable. Accordingly, the system will remain in the well-mixed three-component phase up to a higher monomer conversion.

**Nematic ordering**

Below the nematic to isotropic transition temperature, a liquid crystal is in the ordered nematic phase. When nematic ordering is considered, together with the Flory-Huggins isotropic mixing and the network elasticity the contributions to the chemical potentials are:

\[
\Delta \mu_{M}^{m} + \frac{\Delta \mu_{el}^{m}}{k_{B}T} + \frac{\Delta \mu_{N}^{m}}{k_{B}T} = \ln \phi_{m} + \phi_{p} + \chi \phi_{lc}^{2} + \kappa(\alpha) \frac{0.5fx - \alpha}{0.5fx \cdot \alpha} \left[ 1 - \frac{2}{f} \right] \phi_{p} + \frac{1}{2} \nu \phi_{lc}^{2} \phi_{p}^{2}
\]

\[
\Delta \mu_{M}^{lc} + \frac{\Delta \mu_{el}^{lc}}{k_{B}T} + \frac{\Delta \mu_{N}^{lc}}{k_{B}T} = \ln \phi_{lc} + \phi_{p} + \chi (\phi_{m} + \phi_{p})^{2} + \kappa(\alpha) \frac{0.5fx - \alpha}{0.5fx \cdot \alpha} \left[ 1 - \frac{2}{f} \right] \phi_{p} - \ln Z + \frac{1}{2} \nu \phi_{lc}^{2} \phi_{p}^{2}
\]

For temperatures above \( T_{ni} \) there is no contribution from the nematic ordering since the order parameter, \( s \), is zero. For temperatures below the liquid crystal clearing temperature, a new and ordered phase appears (figure 2.17). Examining the compositions in the three separated areas of the diagram, it is found that the lower area (A) is the same phase I as before, consisting of polymers, monomers and liquid crystals. Area B is a two-phase area, containing phase I and phase II (monomers and LCs), with the liquid crystals in phase II in the isotropic phase. In area C another liquid phase, phase III, is apparent, which contains only monomers and LCs like phase II. However, the difference is that the LC volume fraction is high enough for the liquid phase to be in the nematic phase. For LC concentrations larger than \( \phi_{ni} \) the phase is nematic.

**Phase separation line for the holographic materials**

Simulating the phase separation line for the holographic reaction mixture, two parameters (\( \chi \) and \( C_{eff} \)) can be used to fit the curve to the experimentally measured phase separation line (figure 2.13(b)). As discussed earlier, there are experimental difficulties measuring double bond conversions at phase separation and correctly correlating it with the monomer conversions. Therefore only one experimentally measured composition can be used with confidence: That is the liquid crystal content at the intersection with the \( \alpha_{max} \) line: \( \phi_{lc} = 0.32 \) (section 2.8.2). For \( C_{eff} = 1 \) and \( \chi = 0.53 \) the phase separation line crosses the \( \alpha_{max} \) line at \( \phi_{lc} = 0.32 \) (figure 2.18).
Figure 2.16: (a) Phase separation line, considering isotropic mixing ($\chi = 0.5$) and an elastic network, with elastic network efficiencies: $C_{eff} = 0.50$ and 1. (b) Shift of the phase separation line due to the interaction parameter $\chi = 0.4$, 0.5 and 0.6. Contributions from isotropic mixing and elastic network, with $C_{eff} = 0.5$. 
With $C_{eff} = 1$ the cross-linking probability becomes 1 for $x \geq 0.22$. Theoretically this indicates that cross-linking starts before all monomers are converted, which experimentally is realistic.

The interaction parameter $\chi$ was fitted to 0.53. Initially we expected the value of $\chi$ being lower than 0.5 based on the relatively similar chemical structures of the LCs and monomers and reported values in literature. However, the different size and especially the bulkiness of the holographic monomers and the liquid crystals is expected to cause $\chi > 0.5$.

The nematic ordering induces a small range of compositions for which phase separation into a nematic phase is possible. The isotropic-nematic phase separation line is broken and does not enclose an area as was seen in figure 2.17. It seems plausible that complete isotropic-nematic phase separation lines only are possible below a certain temperature, which is supported with a higher contribution from the nematic ordering at lower temperatures. For our purposes the stratified PDLC grating requires nematic liquid crystals in the phase separated droplets. Therefore the holographic recording is proceeded with flood exposure converting the monomers.

**Figure 2.17:** (a) Phase separation behavior at $T = T_{ni} - 60$ K with isotropic mixing ($\chi = 0.5$), network elasticity ($C_{eff} = 1$) and nematic ordering contributing to the chemical potentials. At the critical composition ($\phi_{ni} = 0.89$) for nematic mixture of LCs and monomers, the phase separation line intersects the monomer-LC axis. Four compositions on the phase separation lines are chosen (1-4, ⊗) for which the corresponding compositions of the second phase are plotted on the M-LC axis (1'-4', ⊗). The compositions of the two phases are given in the table (b). When the liquid crystal content in phase II is larger than $\phi_{ni}$ ($= 0.89$), the phase separated liquid phase is nematic.
in the phase separated liquid phases leaving the LCs in nematic phase.

2.8.6 Simulation results: reaction-diffusion lines

Reaction-diffusion lines describe the local change in composition of monomers and liquid crystals during polymerization. In a reaction step polymer is formed, the amount of which is different in depth of the sample, giving rise to a gradient in the chemical potential. This is the driving force for diffusion, or material transport in time:

\[ \frac{\partial \phi_i}{\partial t} = \frac{\partial}{\partial z} \left( \frac{D_i \phi_i \partial \mu_i}{kT} \right) \]  
(2.97)

The influences on the diffusion is studied regarding the chemical potentials of isotropic mixing, network elasticity and nematic ordering and also the polymerization rate and the value of the diffusion coefficients. It was already suggested that the diffusion flux of the liquid crystals is determined by the diffusion flux of the monomers in order to fulfill the material balance (section 2.3.2). The thermodynamical effects on the diffusion will be investigated for monomer and liquid crystal transport separately.

The terms in the chemical potentials, corresponding to isotropic mixing, nematic ordering and elastic networks, and which contain \( \phi_p \) and \( \phi_m \) are influencing the diffusion. These terms are summarized in table 2.5. Polymer is formed more rapidly at higher light intensity sites, giving locally a higher polymer volume fraction. In the columns in table 2.5, towards high or towards low denotes that the driving force for diffusion is towards the high or low light intensity side, so towards the higher or lower polymer volume fraction. For the investigation on the effects of the different parameters this table will be used as a reference. The experimental conditions for the simulation are summarized in table 2.6.

### Influence of \( \chi \) on diffusion

The chemical potential for the monomer describing the isotropic mixing (\( \Delta \mu^M_m \)) depends linearly on the polymer volume fraction and logarithmic on the monomer volume fraction. Re-writing the term for the interaction parameter in equation 2.93 in monomer and polymer volume fractions results in:

\[ \frac{\Delta \mu^M_m}{k_B T} = \ln \phi_m + \phi_p + \chi (1 + (1 - \phi_m - \phi_m)^2) \]

\[ = \ln \phi_m + \phi_p + \chi (1 + (\phi_m + \phi_p)^2 - 2\phi_p - 2\phi_m - 4\phi_m\phi_p) \]
Figure 2.18: (a) Simulated phase separation line fitted to experimentally values with $\chi = 0.53$ and $C_{eff} = 1$ ($T_p = 20^\circ C, T_{ni} = 58^\circ C$). Five compositions on the phase separation lines are chosen (1-5, ⊙) for which the corresponding compositions of the second phase are plotted on the M-LC axis (1'-5', ⊙). The compositions of the two phases are given in the table (b). When the liquid crystal content in phase II is larger than $\phi_{ni}$ (= 0.89), the phase separated liquid phase is nematic.
The quadratic and the linear terms cancel out since the increase in polymer is the same as the decrease in monomer. However, a negative cross-term remains. Since \( \phi_m \phi_p < 0.25 \), \( 4\chi \phi_m \phi_p \leq \chi \). The contribution of the chi-terms to the chemical potential of the monomer will therefore always be positive.

The contribution of the mixing to the total chemical potential is the highest at the depth interval with a higher intensity which consequently have larger polymer volume fraction than depth intervals with lower intensity. Subsequently, the total \( \Delta \mu_{\text{tot}}^M \) will be less negative at the high intensity depth intervals (compare with table 2.4). This implies that the interaction term will try to impede the diffusion of monomers to the reactive sites.

Considering the chemical potentials describing the isotropic mixing for the liquid crystals, only the quadratic term in \( \phi_m \) and \( \phi_p \) remains.

\[
\frac{\Delta \mu_{\text{lc}}^M}{k_B T} = \ln \phi_{\text{lc}} + \phi_p + \chi (\phi_m + \phi_p)^2
\]  

(2.98)

Therefore, the van der Waals interactions, represented by \( \chi \), do not play a role in the
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diffusion of the liquid crystal. Nevertheless, the $\Delta \mu_{\text{lc}}^M$ is lower in the low intensity regions than in the high intensity regions, due to the compositional entropy. It therefore induces diffusion of LCs toward the low intensity regions.

The assumption that the interaction between monomers and liquid crystals is the same as the interaction between liquid crystals and polymers, together with the assumption that a monomer-polymer interaction parameter is zero, imply that the contribution of the interaction parameter terms to the chemical potentials is the same for all possible combinations of compositions. Moreover, the contribution of the interaction parameter in the Flory-Huggins chemical potential (equations 2.17 and 2.18) is in the order of 0.05 - 0.2, while the other terms have absolute values in the order of 1 (see table 2.4). The effect on the driving force for diffusion due to interactions between subsequent depth intervals is therefore small. Subsequently only small differences can be observed between the diffusion behavior of the model with or without the incorporation of the chi-parameters. This is seen in figure 2.19 where the final depth distributions of monomers, liquid crystals and polymers for $\chi = 0.5$ and 0.6 are plotted. The compositional differences are negigable.

Network elasticity: $\kappa$

The network elasticity gives a contribution to the chemical potential with a driving force for diffusion that scales linearly with the polymer volume fraction. Depth-dependent polymerization induces a contrast in polymer volume fraction between subsequent layers. Since the elastic contribution always is positive ($\kappa(\alpha)$, $m_c$ and $\phi_p$ in equation 2.92 are always positive), the chemical potential of both monomers and liquid crystals will be higher when more polymers are present. Therefore the network elasticity produces a driving force away from the high polymer volume fractions. Both monomers and liquid crystals experience a driving force towards the low intensity regions due to the network elasticity. Note that the diffusion of liquid crystals is therefore enhanced, while the monomer is hindered in its diffusion to the reaction sites. With a higher network efficiency ($C_{\text{eff}}$) the driving force is increased. However, this effect is very small and is hardly visible as can be seen in figure 2.20 in which the depth distribution of monomers, liquid crystals and polymers are plotted for $C_{\text{eff}} = 0.5$ and $C_{\text{eff}} = 1$.

Nematic ordering

The contribution to the chemical potential due to the nematic ordering depends on the monomer and polymer volume fraction via a cross-term that is exactly the same for both monomer and liquid crystal. The nematic partition function does not depend on volume fractions, while the intermolecular interactions are characterized by a $\phi_{\text{lc}}^2$ dependence. Since $\phi_{\text{lc}} = 1 - \phi_m - \phi_p$, and the monomer volume fraction decreases with the increase of formed polymer, the quadratic and linear terms cancel out. The cross-term remains.

$$\frac{1}{2} \nu \phi_{\text{lc}}^2 s^2 = \frac{1}{2} \nu (1 + (\phi_m + \phi_p)^2 - 2\phi_m - 2\phi_p - 4\phi_m\phi_p)$$ (2.99)
Figure 2.19: (a) Depth distributions of monomers, liquid crystals and polymers after 15 s polymerization for $\chi = 0.5$ (□) and $\chi = 0.6$ (▲). (b) Enlargement marked area in (a). At the lowest intensity, 75 nm, a small difference between the compositions for the $\chi$ values are seen.

Therefore the nematic ordering does not have an effect on the diffusion driven by a chemical potential (which is seen in figure 2.21). However, nematic ordering might nevertheless influence the diffusion in a different way. It is not out of the question that a nematically ordered compound has a somewhat different diffusion coefficient, which might also be anisotropic in nature as a result of the ordering. A quantitative evaluation of this effect is beyond the scope of this thesis.
Figure 2.20: (a) Depth distributions of monomers, liquid crystals and polymers after 15 s polymerization for $C_{eff} = 0.5$ (□) and $C_{eff} = 1$ (▲). (b) Enlargement of the marked area in (a). The differences in diffusion behavior is small when varying the network elasticity contribution.

Reaction rates and diffusion coefficients

Material transport is only possible when there is a gradient in the chemical potential between two subsequent depth intervals. Assuming such a gradient, the effects on the material flux regarding the polymerization rate and value of the diffusion constants are studied.

Increasing the polymerization rate induces more polymers to be formed per time step. According to equation 2.97, a larger difference in polymer contents between two depth intervals induces larger material transport, but the influence of the dif-
fusion becomes less effective, since the diffusion constant \((D(\phi_m))\) decreases with the monomer conversion (described with equation 4.3). In figure 2.22(a), reaction-diffusion lines for three reaction rates are plotted in a conversion-phase diagram. The differences between the polymerization rates for the high respectively low rates are insignificant, only more polymers are formed for the higher rates. The reaction rate can be increased by e.g. higher curing intensity, larger amount of, and/or more efficient, initiators, and possibly also higher temperatures. When polymerizing multi-functional acrylate monomers, reported rate constants varied over two orders of magnitude (as discussed in section 2.7.3). Increasing or decreasing the

\[ T = T_{ni} \] and \( T = T_{ni} - 60K \) (▲), no differences in depth compositions were found. (b) Enlargement of the marked area in (a).

Figure 2.21: (a) Considering a change in the nematic ordering contributions at \( T = T_{ni} \) (□) and \( T = T_{ni} - 60K \) (▲), no differences in depth compositions were found. (b) Enlargement of the marked area in (a).
Figure 2.22: (a) Reaction-diffusion lines during 15 s polymerization for different polymerization rates. The polymerization rate does not influence the shape of the reaction-diffusion lines, only the amount of formed polymer per time unit. (b) Reaction-diffusion lines during 15 s polymerization for different diffusion coefficients. No effects are simulated when varying the diffusion constants between $0.1 \text{ to } 5 \cdot 10^{-10} \text{ m}^2\text{s}^{-1}$. All other experimental simulation parameters are listed in table 2.6.
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Figure 2.23: Increasing value for the diffusion constant increases the compositional differences between the depth with high intensity (at 0 and 150 nm) and low intensity (at 75 nm). The monomer concentration before polymerization, $\phi_m$ (initial), was 0.7. The arrows indicate an increasing diffusion constant ($- - D = 0$, $- - - D = 10^{-14}$ m$^2$s$^{-1}$, $\cdots$ $D = 10^{-12}$ m$^2$s$^{-1}$, $\cdots - D = 10^{-10}$ m$^2$s$^{-1}$, $\cdots - - D = 10^{-8}$ m$^2$s$^{-1}$). All other polymerization parameters are given in table 2.6.

polymerization rates, however, do not influence the reaction-diffusion lines. In literature, diffusion coefficients between $0.3 - 1 \cdot 10^{-10}$ m$^2$s$^{-1}$ are generally applied for simulating monomer transport during polymerization$^{8,28,38,50}$. Simulating diffusion behaviors for diffusion constants between $0.1$ to $5 \cdot 10^{-10}$ m$^2$s$^{-1}$ we found that no compositional differences were present due to diffusion constants in this range (figure 2.22(b)). It was verified that no transport of either monomers nor LCs occurred with the absence of diffusion ($D_m = 0$), which is shown in figure 2.23. By increasing the value of the diffusion constant it was found that the simulations became diffusion-independent when $D_m > 10^{-10}$ m$^2$s$^{-1}$, a further increase of the diffusion constant did not improve the material transport. The actual diffusion constant ($D(\phi_m)$ in equation 4.3) depends on the polymer content and is always $> D_m$. Therefore the diffusion constant ($D_m$) is not a limiting factor in the grating formation kinetics for the holographic samples investigated here.

2.8.7 Combination of the models

The time and composition at which the reaction-diffusion lines cross the phase separation line, are predicted by the combined phase separation and reaction-diffusion models. This is illustrated with simulations of holographic recordings and compared with the experimental PDLC gratings. Reaction-diffusion parameters that influence the structured phase separation will be evaluated and compared with experimental
Figure 2.24: Four reaction diffusion lines at depth intervals with different light intensity are followed during polymerization. After 9 s the reaction-diffusion line at depth intervals of the lowest intensity ($I_{\text{min}}$) crosses the phase separation line, and the line at the highest intensity reaches point $X$. The composition of the reaction mixture (before polymerization) was 30 weight\% LCs.

First the phase separation and reaction-diffusion behavior during holographic exposure in a mixture with 30 weight\% liquid crystals in the monomer blend is simulated. Reaction-diffusion lines from four different depth intervals are plotted in figure 2.24. All experimental parameters for the simulations are given in table 2.6, with the exposure time: 30 s. The reaction-diffusion line originating from the depth intervals of the lowest intensity ($I_{\text{min}}$) in the holographic interference pattern reach the phase separation line first in time; after 9 s of polymerization. When the phase separation line is crossed, the thermodynamical expressions are changed since the dynamics of the droplet formation of the phase separated liquid phase influence the thermodynamically contributions to the chemical potentials. Therefore, at the moment that one of the reaction-diffusion lines crosses the phase separation line, the modeling is stopped. The reaction-diffusion line for the depth interval with the highest intensity proceeds to point $X$ in 9 s. During the resultant 21 s of the holographic exposure we assume the reaction-diffusion lines at $X$ to continue to $\alpha_{\text{max}}$ (dashed line in figure 2.24).

The concentration of the polymer-rich layer (the depths of the highest intensity)
is predicted to 27% LC by the model. The reaction-diffusion lines at the depths at lowest intensity cross the phase separation line at a concentration of 36% LC. The difference (36 - 27%LC) is low and is supported by the poor contrast in the SEM images of the cross sections of holographic reflection gratings (figure 2.9(b)).

Increasing the polymerization time will not change the grating morphology, since the phase separation line is reached after 9 s. This was experimentally verified by collecting identical reflection/transmission spectra from holographic recorded gratings with 30 respectively 60 s of exposure (figure 2.10).

Holographic recordings in reaction mixtures of 20% liquid crystal concentration resulted in fully transparent gratings. Simulation of such a grating is shown in figure 2.25. After 30s holographic exposure the reaction-diffusion lines at the depth intervals of the highest and lowest intensities reach the points $X_H$ and $X_L$ in figure 2.25. During the flood exposure the polymerization continues, and since the flood exposure is homogeneous no diffusion is induced in depth of the film. Therefore the reaction-diffusion lines continues with constant liquid crystal concentration (and are in the figure plotted as dashed lines). As a result, none of the reaction-diffusion lines...
Figure 2.26: Reaction diffusion lines at the depth intervals with the highest (thin black line) and lowest (bold gray line) intensity are followed during holographic exposure on a reaction mixture containing 40 weight% LCs initially. Within a fraction of a second, the reaction-diffusion lines at all depth intervals cross the phase separation line. Therefore phase separation occurs throughout the whole film with a white scattering unstructured PDLC as a result.

cross the phase separation line and the polymerized film does not experience phase separation. Instead it is a polymer network which is swollen with liquid crystals and unreacted monomers. In the polymer network a concentration profile is present, but since the concentration differences are low, and do not generate a contrast in refractive index between the depth intervals with high respectively low intensity, the grating appears transparent.

Higher concentrations of LCs in the reaction mixture moves the reaction-diffusion lines upwards in the conversion-phase diagram. Starting the polymerization in a reaction mixture containing 40% liquid crystals in the monomer mixture, the reaction-diffusion lines cross the phase separation line instantaneously, after 0.4 s (figure 2.26). As a result, unstructured phase separation occurs in the whole grating, and experimentally such a sample scattered all light in random directions.

2.9 Conclusions

Controlling photopolymerization induced phase separation to produce the desired distributions of LCs in complex structured PDLC films remains difficult but is es-
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ential for the ultimate device properties. Therefore a model describing the phase separation behavior of holographic recording mixtures and a model following the reaction-diffusion behavior of a holographic recording was proposed. Modeling the chemical potentials the thermodynamical influences on the phase separation and diffusion by considering the isotropic mixing, network elasticity and nematic ordering were investigated. The effects of the polymerization rate constants and diffusion constants on the reaction-diffusion behavior was studied.

When considering only the isotropic mixing described by Flory-Huggins, neglecting the interaction enthalpy between polymer and monomer, and assuming the other interactions equal, no phase separation is predicted by the model (for $\chi \leq 0.5$). Introducing a higher interaction parameter or a small difference in the intermolecular interactions between monomer-LC and polymer-LC, this leads to phase separation, although this was found to be a very small effect.

The elasticity of a densely cross-linked network was found the most important mechanism to induce and enhance phase separation. The network efficiency factor, accounting for the elastically inactive chains, was also investigated. Less elastic networks squeeze out the liquid components less effective with the result that the phase separation line is shifted upwards. Consequently, the network efficiency factor can be used as a fit parameter by comparing the model with experimental results. The network efficiency was assumed to be dependent on the monomer conversion, and for the holographic system $C_{ef}$ was determined to be 1.

Investigating the effect of the Flory-Huggins interaction term in combination with an elastic network it showed that the strength of the interaction has a significant influence on the phase separation. Weaker interactions, reflected by a higher interaction parameter $\chi$, between LC and the two other components decrease the solubility limit, i.e. the highest concentration of LC for which no phase separation can occur. Increasing the interaction parameter $\chi$ shifts the line downward, which means that for stronger interactions phase separation will take place at a lower conversion.

The contribution of the nematic ordering determines whether the phase separated phase (II) is isotropic or nematic.

The reaction-diffusion behavior during the holographic recording was modeled and the influences of Flory-Huggins isotropic mixing, network elasticity and nematic ordering were studied. The diffusion is only slightly influenced by the interaction parameter ($\chi$), network elasticity ($\kappa$) and nematic ordering. The effects were much less than on the phase separation. The reaction-diffusion lines are diffusion independent for $D > 10^{-10}$ m²s⁻¹, and only for lower values of diffusion constants differences in the reaction-diffusion lines were simulated. Varying the polymerization rate does not show any effects on the diffusion.

Combining the phase separation model with the reaction-diffusion behavior the morphology of the grating at the moment of phase separation can be predicted. It was found that the determining factor was the shape of the phase separation line (i.e. the lowest polymer fractions, with the respectively monomer and LC concentrations, at which phase separation occurs). Yet it is not out of question that for other monomer systems, the reaction and diffusion kinetics can influence the grat-
ing morphology more than simulated in this case. This could happen for systems generating phase separation lines including a much smaller phase separated area of compositions, e.g. due to less dense polymer network caused by lower functional monomers.

Simulated phase separation behaviors of holographic reaction mixtures were compared with experimentally prepared holographic reflection gratings. The results from the combined models agreed well with the experimental results. However, verifying the combined models with imaging techniques (as scanning electron microscopy) that depend on the contrast between the layers is difficult. Therefore, to validate the combined models, analysis technique(s) that can detect the small concentration changes in depth of the sample are assumed to be more valuable. Dynamic secondary ion mass spectrometry (SIMS) is such a method, and is examined in chapter 3, followed by in-depth analysis of holographic reflection gratings and comparison with results from the combined models (chapter 4).

2.10 References and notes


15. In a regular solution the species are distributed randomly as in an ideal solution ($\Delta S_{\text{ideal}} = \Delta S_{\text{actual}}$), but have different interaction energies with each other ($\Delta H_{\text{ideal}} \neq \Delta H_{\text{actual}}$).


29. To derive order parameters for highly ordered LC systems (with \(s > 0.8\)), another definition of the mean field parameter is more suitable.


Chapter 3

Secondary ion mass spectrometry and multivariate statistical analysis:

An approach to analyze concentration gradients in stratified PDLCs

3.1 Introduction

Dynamic secondary ion mass spectrometry (SIMS) is traditionally used for depth profiling in inorganic materials and is based on the detection of secondary ions sputtered from the surface of the sample by a focused primary ion source. Following the intensities of the secondary ions in time, a depth profile reflecting the composition of the sample is collected. The detection limits and depth resolution for this kind of analysis highly depend on sputter yield and ionization processes needed for peeling off fragments from the surface\(^1\). The analysis of polymers is less obvious since a change in polymer composition does not necessary result in unique secondary ions. Another complication is charge build-up during sputtering because of the insulating nature of most organic materials\(^2\). Even though the latter can be reduced by applying low energy electrons, the ionization and sputter yield processes (matrix effects) are regarded as the main limitations of SIMS analysis of organic materials\(^3\). Nevertheless, dynamic SIMS applied on organic materials has given successful results, such as depth profiling of deuterated and brominated polymers\(^4\), organic solar cells\(^5\) and interface concentrations of ion doped thin polymer films\(^6\). Recently Wagner measured depth profiles of thin multilayer polymer films and identified the different polymers from large polymer-unique fragments\(^7\).

The identification of organic molecules and polymers becomes possible once a low current ion source with negligible sputter yield is used. Only the outermost surface is analyzed (i.e. static SIMS) and characteristic fragments from monomer repeat units and chain end-groups can be detected and pendant groups, polymer cross-linking
and branching can be identified\textsuperscript{8,9,10,11}. However, for depth profiling of characteristic ions, higher sputter currents are needed, which induce larger fragmentation of the sample. In this case, sample identification has to be based on a characteristic region of low molecular weight fragments, i.e. the fingerprints\textsuperscript{2,12}.

Generally, organic samples create complex dynamic SIMS spectra with complicated correlations between the low molecular weight fragments. Yet, the secondary ion yields sputtered from the sample surface are still believed to be specific for the material composition. However, it is commonly found that organic matrices do not induce a linear secondary ion yield compared to the concentration in the sample. Additionally, not only one but several mass channels in the spectra are required to retrieve any quantitative information from the complex SIMS fingerprints. Therefore we applied multivariate statistical analyses (MVA) to identify the compositions of our samples.

Recently MVA was introduced to analyze the complex SIMS spectra and retrieve differences in SIMS spectra based on different polymer end-groups, polymer compositions and different surface modifications\textsuperscript{13,14,15}. Furthermore, MVA applied on SIMS spectra identified differences between samples treated with dissimilar self-assembly methods of organic molecules\textsuperscript{16,17}. It also discriminated between samples with different grafting procedures for making selective polymer surfaces for e.g. biological applications\textsuperscript{18}.

To our knowledge only one example is available where dynamic SIMS spectra were treated by MVA to obtain overall concentrations of solar cell materials: deuterated methoxy-carbonyl propyl-phenyl-C\textsubscript{61} (d\textsubscript{5}-PCBM) and poly(methoxy dimethyl octyloxy-p-phenylene vinylene) (MDMO-PPV)\textsuperscript{19}.

### 3.2 Multivariate statistical analyses

Multivariate statistical analysis enlightens sample characteristics that were not obvious in the original data set. The MVA organizes the data, summarizes it and displays it in new dimensions. Several multivariate analysis methods with different characteristics are available, e.g. reduction and structural simplification of data-sets, sorting observations and ordering them in pre-defined groups, investigation of the dependence among variables and prediction the values of one or more variables on basis of the known relationships of the others\textsuperscript{20}. Due to its diversity, MVA has been applied in various fields such as political sciences, engineering, medicine, chemistry, psychology, geology and recently on SIMS spectra of polymers\textsuperscript{20,21,22,17}.

Here, two multivariate statistical analyses have been investigated to interpret SIMS depth profiles: Principle component analysis (PCA) and discriminant function analysis (DFA). Both MVAs are based on the variance in the SIMS spectra. The analyses investigate correlations between the variables (mass channels) in order to display the information in a new coordinate system from which the sample interpretation can be facilitated. In the following paragraphs, the principles of PCA and DFA are introduced.
3.2.1 Principle component analysis

Each measured SIMS spectrum can be considered as a vector in a coordinate system of the mass channel values (m/z values), where the number of counts in each mass channel serve as the vector coefficient. The m/z values can thus be envisaged as the unit vectors of the coordinate system that describes the SIMS spectra.

The purpose of PCA is to construct an alternative coordinate system that describes the SIMS spectra in a set of unit vectors. The new unit vectors (called principle components, PCs) are ranked on the captured variance of the original data set. In figure 3.1 the construction of an alternative set of coordinates is visualized in a two dimensional plot of a simple sample population consisting of 50 observations (N = 50). Suppose that the values of the observations over two variables, $p_1$ and $p_2$, are as shown in figure 3.1. The principle components are the unit vectors in the new coordinate system, with the axis of the first principle component ($PC_1$) in the direction of the largest variance. The second principle component ($PC_2$) is orthogonal to $PC_1$. For multiple variables, $p > 2$, the same procedure applies for larger coordination dimensions. Only if the variance in the data is homogeneous in all directions, the direction of the new principle component coordinate system is arbitrary and can equal the original variables, and the principle component analysis is fruitless. For all other cases a coordination rotation can display sample characteristics not clearly visible in the original data set.

The set of new unit can be found by solving the eigenvalue problem of the sample covariance matrix ($\Sigma$):

$$\Sigma V = V D$$  \hspace{1cm} (3.1)

where $V$ is the matrix with the eigenvectors, and $D$ is a diagonal matrix of the eigenvalues ($\lambda$) of size $p \times p$, where $p$ is the number of mass channels in the SIMS

![Figure 3.1: Sample observations (the dots in the graphs) are plotted for two variables, $p_1$ and $p_2$ in the left figure. The observations are spread in two main directions, indicated by the gray bars. Applying PCA on the sample observations generates an alternative coordinate system for the original data. In the right figure the principle components (PCs, the unit vectors in the new coordinate system) can graphically be seen as a rotation of the original coordinate axes ($p_1$ and $p_2$). $PC_1$ captures the most variance of the original data set.](image-url)
spectra:

\[
D = \begin{bmatrix}
\lambda_1 & 0 & \ldots & 0 \\
0 & \lambda_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_p
\end{bmatrix}
\]  

(3.2)

The eigenvector matrix \(V\), also of dimension \(p \times p\), contains the \(p\) eigenvectors of the covariance matrix \(\Sigma\). Each eigenvector is represented as a column vector \(A\) with length \(p\), in the eigenvector matrix \(V\).

\[
V = [A_1 \ A_2 \ \ldots \ A_p]
\]  

(3.3)

\[
A_1 = \begin{bmatrix}
a_{11} \\
a_{12} \\
\vdots \\
a_{1p}
\end{bmatrix}
\]  

(3.4)

where \(a\) are the coefficients in the eigenvectors. The coefficients in the eigenvectors are normalized so that \((A)'A = 1\). The eigenvectors and values are ordered in pairs, the \(i\)th eigenvector corresponds to the \(i\)th eigenvalue.

In the sample population matrix \(S\), of dimension \(p \times N\), the rows represent the \(N\) SIMS mass spectra. The column vectors \(X\) in the sample population matrix contain the ion yields of the \(p\) number of mass channels for the \(N\) number of analyzed SIMS spectra.

\[
S = \begin{bmatrix}
x_{11} & x_{12} & \ldots & x_{1p} \\
x_{21} & x_{22} & \ldots & x_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
x_{N1} & x_{N2} & \ldots & x_{Np}
\end{bmatrix} = [X_1 \ X_2 \ \ldots \ X_p]
\]  

(3.5)

The mean \((\bar{x}_i)\) of the \(i\)th mass channel for all SIMS spectra in the depth profile, is calculated as

\[
\bar{x}_i = \frac{1}{N} \sum_{n=1}^{N} x_{ni}
\]  

(3.6)

The sample covariance matrix \(\Sigma\) is computed from the sample population and its mean as:

\[
\Sigma = \begin{bmatrix}
X_1 - \bar{x}_1 \\
X_2 - \bar{x}_2 \\
\vdots \\
X_p - \bar{x}_p
\end{bmatrix}
\begin{bmatrix}
X_1 - \bar{x}_1 & X_2 - \bar{x}_2 & \ldots & X_p - \bar{x}_p
\end{bmatrix}
\]  

(3.8)
The principle components (PC) are obtained as:

\[
PC_1 = (A_1)'S = a_{11}X_1 + a_{12}X_2 + \ldots + a_{1p}X_p \\
PC_2 = (A_2)'S = a_{21}X_1 + a_{22}X_2 + \ldots + a_{2p}X_p \\
\vdots \\
PC_p = (A_p)'S = a_{p1}X_1 + a_{p2}X_2 + \ldots + a_{pp}X_p
\] (3.9)

The order of the eigenvectors is chosen so that the first PC has the maximum variance. The variance that a PC captures is reflected by the value of its corresponding eigenvalue, \( \lambda \) and is often given proportional to the total sample variance:

\[
Var(PC_i) = \frac{\lambda_i}{\sum_{k=1}^{p} \lambda_k}
\] (3.10)

Principle components with low variance are often discarded, since their contribution to the new coordination system is minor. Consequently PCA reduces the dimensions of the original coordination system.

The coefficients in the eigenvectors \( (a) \) are also called the loadings of the PCs. PCA generates largest loadings for the variables with the largest values and variance. To favor that all variables have the same weight when entered into the analysis, each variables ought to be standardized. Several types of standardization are possible; in this study we standardized the variables to zero mean and unit variance over the whole sample population. Using such a standardization, the eigenvalue problem is solved for the correlation matrix, \( C \) (instead of the covariance matrix).

\[
C = \begin{bmatrix}
1 & \sigma_{12} & \ldots & \sigma_{1p} \\
\sigma_{21} & 1 & \ldots & \sigma_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{p1} & \sigma_{p2} & \ldots & 1
\end{bmatrix}
\] (3.11)

### 3.2.2 Discriminant function analysis

The classification analysis discriminant function analysis is commonly applied as predictive analysis in social and political sciences\(^21\). \textit{A priori}, the analysis a partition of the observations into \( g \) groups is made\(^21,24\). Each group represents \( n_g \) number of SIMS spectra of a specific sample composition or other group characteristics. The
sample population matrix with the pre-defined groups has the form as:

\[
S = \begin{bmatrix}
 x_{111} & x_{121} & \cdots & x_{1p1} \\
 x_{211} & x_{221} & \cdots & x_{2p1} \\
 \vdots & \vdots & \ddots & \vdots \\
 x_{n11} & x_{n12} & \cdots & x_{n1p1} \\
 x_{112} & x_{122} & \cdots & x_{1p2} \\
 x_{212} & x_{222} & \cdots & x_{2p2} \\
 \vdots & \vdots & \ddots & \vdots \\
 x_{n12} & x_{n22} & \cdots & x_{n2p2} \\
 \vdots & \vdots & \ddots & \vdots \\
 x_{11g} & x_{12g} & \cdots & x_{1pg} \\
 x_{21g} & x_{22g} & \cdots & x_{2pg} \\
 \vdots & \vdots & \ddots & \vdots \\
 x_{n1g} & x_{n2g} & \cdots & x_{npg}
\end{bmatrix}
\tag{3.12}
\]

Similar to PCA, DFA constructs an alternative coordination system of a set of new unit vectors (called discriminant functions, \( F \)). The eigenvalue problem is solved for the matrices represented by the differences and similarities between the groups, \( W^{-1}B \):

\[
(W^{-1}B) \ V = V \ D
\tag{3.13}
\]

where \( V \) is the matrix with the eigenvectors and \( D \) is the diagonal matrix of the eigenvalues (\( \lambda \)), both of size \( p \times p \).

\[
D = \begin{bmatrix}
 \lambda_1 & 0 & \cdots & 0 \\
 0 & \lambda_2 & \cdots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 2 & 2 & \cdots & \lambda_p
\end{bmatrix}
\tag{3.14}
\]

\[
V = [A_1 \ A_2 \ \cdots \ A_p]
\tag{3.15}
\]

\[
A_1 = \begin{bmatrix}
 a_{11} \\
 a_{12} \\
 \vdots \\
 a_{1p}
\end{bmatrix}
\tag{3.16}
\]

where \( a \) are the coefficients in the eigenvectors that are normalized to \( (A)’A = 1 \).

The eigenvectors and values are ordered in pairs, the \( i \)th eigenvector corresponds to the \( i \)th eigenvalue.

In equation 3.13, \( B \) is the between groups matrix of sums and squares of cross products and \( W \) is the within groups matrix of sums and squares of cross products. The sum of these two matrices gives the total sums and squares of cross product matrix \( T \), which is the covariance matrix \( \Sigma \) of the total sample population (equation
The coefficients in \( \mathbf{W} \) are calculated from the cross products of the variable’s means of the specific groups. For variable 1 and 2, the coefficient is retrieved as:

\[
w_{12k} = \sum_{k=1}^{g} \sum_{m=1}^{n_{pr}} (x_{m1k} - \bar{x}_{1k})(x_{m2k} - \bar{x}_{2k})
\]  
(3.17)

The between groups matrix of sums and squares of cross products, \( \mathbf{B} \), is defined as:

\[
\mathbf{B} = \mathbf{T} - \mathbf{W}
\]  
(3.18)

The discriminant functions \( \{F\} \), that are the set of unit vectors in the new coordinate system, are obtained as:

\[
F_1 = (\mathbf{A}_1)\mathbf{S} = a_{11}X_1 + a_{12}X_2 + \ldots + a_{1p}X_p
\]

\[
F_2 = (\mathbf{A}_2)\mathbf{S} = a_{21}X_1 + a_{22}X_2 + \ldots + a_{2p}X_p
\]

\[
\vdots
\]

\[
F_p = (\mathbf{A}_p)\mathbf{S} = a_{p1}X_1 + a_{p2}X_2 + \ldots + a_{pp}X_p
\]  
(3.19)

The order of the discriminant functions \( \{F\} \) is chosen so that the first \( F \) has the maximum variance. The variance that the functions capture is expressed by its corresponding eigenvalue, \( \lambda_i \), and is proportional to the total sample variance as:

\[
Var(F_i) = \frac{\lambda_i}{\sum_{j=1}^{p} \lambda_j}
\]  
(3.20)

Similarly to PCA, the largest loadings of the variables are obtained for the variables with the largest variance. Therefore standardization of the variables is required to allow equal weighting of the variables in the analysis. In this study we standardize the variables to zero mean and unit variance. As a consequence, the total sums and squares of cross product matrix \( \mathbf{T} \), equals the correlation matrix \( \mathbf{C} \) (equation 3.11).

### 3.2.3 Significance and multivariate normal distribution

To determine the importance of the linear combinations generated by PCA and DFA, significance tests are of assistance. The chi-squared test, \( \chi^2 \), examines whether the function is, by chance or not, different compared to the other functions:

\[
\chi_i^2 = (N - 1 - \frac{p + g}{2}) \ln(1 + \lambda_i),
\]  
(3.21)

where \( N \) is the total number of observations (SIMS spectra), \( g \) the number of groups, \( p \) the number of variables (mass channels) and \( \lambda_i \) the variance of the i:th function. Another test, the F-test investigates, per linear combination, the differences between the SIMS samples, by comparing the “between groups matrix of sums and squares of cross products”, \( \mathbf{B} \) (equation 3.18), and the “within groups matrix of sums and squares of cross products”, \( \mathbf{W} \) (equation 3.17):

\[
F_i = \frac{B_{i,i}}{g - 1} \cdot \frac{N - g}{W_{i,i}}
\]  
(3.22)
The level of significance is obtained by comparing the test results with the test distribution. For this the degrees of freedom for the tests are necessary. The degrees of freedom for the F-test equal the number of unique eigen vectors, which is always equal or lower than the number of variables. Regarding the chi-square test, more degrees of freedoms are allowed due to the group partitioning. For the $i$:th linear combination the degree of freedom is $p + g - 2i$.

A low level of significance reveals that the differences are not accidental, but represented by unique variations distinguishing sample characteristics.\(^{24,25}\)

Multi-variate normal distributions of sample populations are required for PCA and DFA. Violations to the multi-variate normal distribution can lead to false analysis results. For smaller sample populations (as analyzing some few SIMS spectra) breaches to the multivariate normal distribution might generate false results. Although, analyzing larger sample populations, which generally is the case when analyzing SIMS depth profiles, some deviation to the multi-variate normal distribution will not distort the analysis results. Additionally, large sample populations often generate low levels of significance.\(^{21}\)

### 3.3 Predicting concentrations from SIMS spectra with PCA and DFA

For the ideal case of a blend consisting of two components, one PC would identify one of the components and another PC the second component in the blend. Consequently the two PC’s would capture all variance, where one PC is enough to display the composition of the two components in the blend. However, generally a principle component explains a correlation between the two components instead of the pure component, and several PC’s are needed to display all correlations necessary to give information of the concentration of the blend. The correlations can be visualized in a two dimensional plot, a score plot, using the two principle components (PC1 and PC2) that capture the largest variances. In an experiment, plotting the scores of PC1 and PC2 along the x- and y-axis, the individual SIMS spectra from samples with constant concentrations appear as a group of closely spaced dots in the graph. The order of grouped dots generates a curve which follows the concentration of the samples and can be used to identify the concentration of an unknown sample. If enough variance is captured by one PC, which also has significant different scores compared to the other PCs, then the correlations between the mass channels can be explained by a single PC. Thus the PC scores of the blends will appear in consecutive order of the concentration.

Similarly, discriminant function analysis can identify concentration differences measured in dynamic SIMS spectra.

### Outline of the chapter

In this chapter we investigate the possibilities of using dynamic SIMS to identify concentration gradients in stratified samples. The multivariate statistical analyses,
principle component analysis and discriminant function analysis, are applied on the SIMS depth profiles to interpret the complex SIMS spectra and obtain information of sample compositions. The interpretation analyses are applied on polymer films made from acrylate monomers and reactive mesogens and on PDLC films. The stability of PDLC samples in SIMS environment is discussed and investigated by transmission infrared measurements. A method to derive the depth resolution by discriminant function analysis making use of depth profiles by dynamic SIMS of multilayer PDLC devices is presented.

3.4 Experimental

3.4.1 Materials

Co-polymer films of acrylates and reactive mesogens

The monomers used for the polymer films were 1-cyanobiphenyl-4’-hexyloxyacrylate (LC6A) synthesized at Philips Research (Eindhoven, NL), phenylacrylate (PhA, Polysciences Inc.), iso-bornylmethacrylate (iBMA, Aldrich), and 1H1H6H6H perfluoro-1,6-hexylidiacrylate (F-acrylate, Exflur). One weight% of the photoinitiator Ir-gacure 651 (Ciba) was added to the reaction mixtures consisting of one monomer or blends of two monomers. The structures of the chemicals are drawn in figure 3.2.

Polymer films were prepared by spin-coating reaction mixtures on silicon wafers followed by 30 min UV-curing (Philips PL-S 9W/10 at 365 nm and 3 mW/cm²) at room temperature in a nitrogen environment. We calibrated the thicknesses of the spin-coated films by measuring film thicknesses of the polymerized PhA monomers with a Tencor P-10 profilometer. Films of poly(PhA) and poly(iBMA) were prepared, as well as films of polymerized blends containing 13 weight% LC6A in PhA and 52 weight% LC6A in PhA.

The polymer films of LC6A monomer were prepared differently. Since the monomer LC6A is crystalline at room temperature an elevated temperature or sol-

![Figure 3.2: The monomers used for the co-polymer films: 1: 1-cyanobiphenyl-4’-hexyloxyacrylate (LC6A), 2: 1H1H6H6H perfluoro-1,6-hexylidiacrylate (F-acrylate), 3: iso-bornylacrylate (iBMA), 4: phenylacrylate (PhA), and 5: photoinitiator IRG651.](image-url)
vent is needed during processing. We doctor bladed the reaction mixture to a thickness of 1 µm, at 80°C onto Si-wafers. Similarly were films prepared from a blend of 39 weight% LC6A in iBMA. The UV-polymerizations were performed at 80°C in N₂ environment for 30 min.

Furthermore, two-layer samples were prepared in two steps. Reaction mixture containing the F-acrylate monomer and photoinitiator was applied in a 1 mm spaced glass cell and polymerized 30 min at room temperature. Then, the top glass-plate was removed, and on top of the poly(F-acrylate) film the reaction mixture containing iBMA monomers was spin-coated. The iBMA monomers were cured by UV-light at room temperature and in N₂ environment. The thickness of the top coating was estimated to be 20-40 nm according to the thickness calibration.

Polymer dispersed liquid crystal samples

Reaction mixtures of iso-bornylmethacrylate (iBMA, Aldrich) and blends of iBMA and the nematic LC (E7, Merck) were prepared with the addition of one weight% of the initiator Irgacure 651 (IRG651, Ciba) (figure 3.3). Thin films of homogeneous reaction mixtures were obtained by spin coating on Si-wafers. Subsequently, polymerization was induced by UV curing (Philips PL-S 9W/10 at 365nm and 3 mW/cm²) during 30 min in nitrogen environment at room temperature.

The two-layer poly(iBMA)/PDLC samples were prepared by first spin casting a reaction mixture of 60 weight% E7 in iBMA followed by 30 minutes UV curing in N₂ environment. The next layer was prepared, on top of the first layer, by spin casting a reaction mixture of iBMA followed by 30 minutes UV curing in N₂ environment.

In order to investigate the quantification of LC in the vacuum system, mixtures of 60 weight% E7 in iBMA were spin coated on Si-wafers and UV cured during 30 min. These samples were capped with films of poly(vinyl alcohol) (PVA, Janssen), which were spin coated from a water solution.

Figure 3.3: The chemicals used for the PDLC samples. 6: iso-bornylacrylate (iBMA), 7: photoinitiator IRG651, 8: E7, nematic liquid crystal composed of 8% (8A), 51% (8B), 16% (8C) and 25% (8D).
3.4.2 Analysis techniques

All dynamic SIMS measurements were obtained on a VG Ionex SIMS system, equipped with a liquid metal ion source, MIG 102, and a M12-2 s (<800amu) quadrupole mass analyzer which measured a maximum of ten negatively charged mass fragments in consecutive order during constant sputtering. The time for measuring each of the mass channels once is called a cycle. Mass spectra were obtained by scanning the quadrupole over a range of m/z ratios during continuous sputtering. The primary ion source was operated with 10keV and 4.2nA Ga⁺, and scanned over an area of 200x200 µm. The secondary ion yield was, with the electronic gate, obtained from the centered 10% of the total sputtered area. In the case of measuring mass spectra, no electronic gating was possible.

Furthermore, to prevent charging of the samples during analysis we used a LEG 31F electron flood gun, additionally the samples were covered with a monolayer of conducting metal. The sputtered depths were measured by an optical profilometer (Fogale Zoomsurf 3D) and a contact profilometer (Tencor P-10). The sputter speeds were assumed constant through depth.

The infrared transmission spectroscopy (IR) was measured in transmission by a Vector 22 spectrometer (Bruker N.V.) in which the measuring chamber was flushed by nitrogen to suppress the influence of water stretch vibrations during analysis.

Prior to the multivariate statistical analysis, the dynamic SIMS spectra were normalized on the total secondary ion intensity per cycle (the time interval where the fingerprints of the m/z's were obtained). The normalization minimizes the differences in operating conditions between the samples, such as unpredictable charging of the sample or instabilities of the primary ion source.

We used the commercial software package SPSS (release 11.0.1, SPSS Inc.) to study the DFA on the co-polymer samples. For the PDLC samples, we solved the eigenvalue problems with the programming language MatLab (The MathWorks, Inc.).

3.5 Results and discussion

The dynamic SIMS mass spectra of polymerized LC6A (poly(LC6A), figure 3.4(a)) showed low-mass fragment ions coming from six major m/z ratios: 12, 16, 24-25, and 48. All of these m/z ratios originate from common (non-specific) carbohydrate ion fragments, except m/z 16 that represents O⁻ (oxygen ion). The measured mass intensities of poly(PhA) also showed low mass fragments from common hydrocarbon ions (figure 3.4(b)), with the exceptions of m/z 16: O⁻, and m/z 19 (F⁻). The latter ion, F⁻, was considered as contamination, since no fluorine should be present in the PhA polymer. The mass spectra of the poly(iBMA) (figure 3.4(c)) only showed common hydrocarbon mass-fragments. The correlations between the intensities of the m/z ratios differed between the polymers.

Even though none of the measured m/z ratios were specifically characteristic for any of the three polymers (poly(LC6A), poly(PhA) and poly(iBMA)), the fingerprints (the combinations of the m/z ratios for each individual compound that were
Figure 3.4: Dynamic SIMS mass spectra of (a) poly(LC6A), (b) poly(PhA), (c) poly(iBMA) and (d) the nematic liquid crystal E7. The most intense mass fragments are noted in the spectra.

measured in the SIMS mass spectra) are unique for the three different materials.

First, we analyzed several SIMS mass spectra of polymer films made from reaction mixtures containing LC6A monomers, PhA monomers and blends of LC6A and PhA monomers. We used seven common mass fragments (m/z 12, 16, 24-26 and 48) for the DFA analysis. The choice of these m/z ratios were based on the mass spectra of poly(LC6A) and poly(PhA) (figure 3.4). Each of the film compositions were defined as one group in the DFA analysis, which generated three degrees of freedom for the analysis. As a consequence, three DFA functions showed unique sample characteristics. The two first functions were significant different below the 5% level, while the third was significantly different below the 15% level, using the chi-square test. Since the two first DFA functions were significantly different and captured most of the variance, 99.7%, we used these two in the DFA score plot (figure 3.5). In the plot the different compositions of the films were separated, as a consequence of dissimilar DFA scores. The increasing concentration of PhA in
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Figure 3.5: Discriminant function analysis (DFA) of poly(LC6A), poly(PhA), and two polymerized blends of LC6A and PhA. DFA creates independent functions from the SIMS spectra, with these functions DFA discriminates between the compositions in the samples. Function 1 and 2 explain significant difference between the sample compositions (at a significance level of 5%) and the functions contains 99.7% of the initial data from the SIMS spectra. As a result, the increasing concentration of LC6A in the samples is followed by the arrow in the plot.

Next we analyzed the samples of poly(LC6A), poly(iBMA), and a polymerized blend of LC6A and iBMA. The dynamic SIMS spectra from these samples were obtained by collecting ten m/z ratios in depth (m/z 12, 13, 16, 19, 24-26, 31, 38, and 48, figure 3.4). Of the ten mass fragments analyzed, we used four common ones (m/z 24-26 and 48) for the DFA. The four chosen mass fragments were detectable in all samples and gave stable intensities during the in-depth measurement. Each sample was divided into three groups, where every group consisted of 20 SIMS measuring cycles. In total we pre-defined 9 groups for the DFA analysis. The purpose was to investigate whether DFA could cluster the groups from the same samples as well as separate between the samples with different compositions.

The DFA analysis of the three samples generated 8 DFA functions; the two first functions contained 99.5% of the variance and were both significantly different on the 0.01% level. When plotting these functions (figure 3.6), we found the groups from the same samples clustered while the different sample compositions were separated. This visual identification is useful to recognize concentrations (in the form of a
Figure 3.6: The two first DFA functions plotted for poly(LC6A), poly(iBMA), and a polymerized blend of LC6A and iBMA. The samples were divided into three groups each, where group 1-3 corresponded to poly(iBMA), group 4-6 to the blend, and group 7-9 to poly(LC6A).

The accuracy of the calibration curves depends on the spread of data points of the same samples in the DFA plot. We investigated possible sources of these variations and found that the scattering of the data points in the DFA plot correlated with instabilities of the SIMS yields. The instabilities in the SIMS yields might depend on local concentration variations in the samples, local charging of the sample during SIMS analysis, or other effects, which are not easy to identify. Variations of the concentrations on a scale comparable to, or larger than, the analyzed volume might be a source for instabilities. Note that we implicitly assumed that local variations, if any, were on a smaller scale than the analyzed volume.

Continuously, we analyzed samples of poly(F-acrylate) covered by poly(iBMA). Ten mass fragments (m/z 12, 13, 16, 19, 24-26, 31, 38, and 48) were followed in depth during the SIMS depth profile of such a sample (figure 3.7). The depth of the sputtered crater measured 101 nm, and since we assume the sputter speed to be constant, each cycle (the time measuring the ten masses) corresponds to 1 nm. In the SIMS spectra, the intensity of m/z 19 (F⁻) represented specifically poly(F-acrylate). Surprisingly, we detected m/z 19 at the top of the sample, where no fluorine-containing polymer should be present since that mass channel is not detected in the mass spectra of poly(iBMA) (figure 3.4(c)). Furthermore, the intensity of m/z 19 gradually increased to a constant value, which was approached at the depth of approximately 60 nm.

Since the m/z ratio 19 labeled the poly(F-acrylate), this mass fragment could alone identify the pure poly(F-acrylate) film. However, we decided to study the possibility to identify polymer films by non-specific mass fragments. Therefore DFA
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Figure 3.7: Dynamic SIMS depth profile of the poly(F-acrylate) film covered by poly(iBMA). Each group consists of 20 nm from the depth profile.

was applied on the depth profile of the two-layer sample, together with the dynamic SIMS spectra of poly(iBMA) and poly(F-acrylate). The DFA analysis was performed using four common mass fragments (m/z 24-26 and 48). The depth profile was divided into five groups, where each group consisted of a depth interval of 20 nm (20 cycles). In total we pre-defined seven groups, 5 for the layered sample and one each for poly(iBMA) and poly(F-acrylate). The statistical analysis gave six degrees of freedom and a maximum six DFA functions. From the analysis, the three first DFA functions were significant different at a level 0.01%, and the two first functions captured together 99.4% of the variance. The plot of function 1 versus function 2 separated the pure poly(iBMA) and poly(F-acrylate) samples, and spread the data points of the groups from the depth profile between them (figure 3.8). We found that group 4 and 5 coincided with the cloud of points belonging to the poly(F-acrylate). This showed that the pure poly(F-acrylate) layer in the depth profile started at around 60 nm, which was also seen from the labeled SIMS spectra. Note that the first group did not fall on the poly(iBMA) in figure 3.8. The separation between group 1 and poly(iBMA) shows that the top-coating on the two-layer sample was not pure poly(iBMA). This is in agreement with the SIMS depth profile, in which m/z 19 was detected at the top of the sample.

As a comparison with optical devices, which can be prepared by e.g. holography, the sample of poly(F-acrylate) covered by poly(iBMA) served as a model for one pitch in a layered grating. When layered electro-optical devices are produced by photopolymerization-induced phase separation, the interfaces depend on the light intensity profile curing the film, and the interfaces are unlikely to be sharp. The interface of our model sample showed a similar behavior; from the top of the sample
the intensities of the m/z ratios gradually changed until a depth of about 60 nm was reached. From this depth on, the intensities remained stable, and we assumed to have reached the poly(F-acrylate) film at 60 nm. Apparently the iBMA monomers migrated into the F-acrylate polymer before polymerizing, and resulted in a model for samples with a concentration gradient.

For all co-polymer samples the classification analysis DFA is useful for spectra identification. Principle component analysis was also studied on these sample, but did not simplify the interpretation of the SIMS depth profiles.

3.5.1 Polymer dispersed liquid crystal samples

Films of poly(iBMA) and E7 were identified by negative ion SIMS mass spectra (figure 3.4(c) and 3.4(d)). The largest contributions to the spectra originate from eight low mass fragments with m/z: 12, 13, 24-26, and 48-50. The detected ions originate from low mass hydrocarbons; however in the E7 spectrum m/z 26 stands out and represents apart from the common C$_2$H$_2^-$ fragment, also of the cyano ion CN$^-$. Since nitrogen is not present in poly(iBMA), CN$^-$ is characteristic for the liquid crystal. If the contribution of CN$^-$ to m/z 26 would have been linear related to the amount of E7 in the sample, quantification could have been derived directly from the m/z 26 peak. We did not find a linear relation of the m/z 26 peak and the concentration of E7 in blends, which indicates that the blend’s matrix induces a non-linear secondary ion yield, commonly found for organic matrices. Therefore we applied MVA to identify the sample compositions.

We followed nine m/z’s in depth with dynamic SIMS, to measure the correlation

---

**Figure 3.8:** DFA of poly(iBMA), poly(F-acrylate) and sample in figure 3.7, which was divided into 5 groups, where group 1 contained the first 20 nm from the SIMS depth profile, the second group the following 20 nm, etc.
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Figure 3.9: Multivariate statistical analysis, PCA applied on normalized dynamic SIMS spectra of blends □: poly(iBMA), △: poly(iBMA)+25 weight% E7, +: poly(iBMA)+60 weight% E7, ×: E7).

of the secondary ions from the bulk material of the blends. Added to the eight m/z’s found in the mass spectra of poly(iBMA) and E7 in figure 3.4(c) and 3.4(d), was m/z 16 (O\(^{-}\)); oxygen is present in both the polymer as in the LC. PCA was applied to the dynamic SIMS data to reduce the number of variables explaining the blends. In figure 3.9, the PCA values of the blends are plotted for the two first PCs, each symbol in the plot corresponds to a SIMS cycle. The first PC clearly separates the pure poly(iBMA) and E7, while the second PC mainly adds information for the 60 weight% E7 blend to be separated from the rest. The two first principle components contain 82% of the variance, which means that 18% of the initial information is not displayed in the score plot. Here, the main task is to identify the blends, therefore when a consecutive PC does not add more separation, it is not considered. With 82% of variance the centroid of the cycles corresponding to the pure E7 is separated from the other sample compositions, as is the PDLC with 60 weight% E7. Although the centroids of poly(iBMA) and the blend of 25 weight% E7 are clearly separated, the clouds corresponding to all the cycles are partly overlapping. Apparently, the low concentration blend is not fully separated from poly(iBMA), which indicates either that PCA is not capable to identify the relevant correlations of m/z’s for each cycle or that the concentrations are altered during SIMS analysis.

Since SIMS measurements are performed in vacuum (10\(^{-9}\) mbar), which can induce evaporation of volatile compounds, we investigated the stability of the blends during analysis. From a film consisting of pure E7, only 5 weight% was evaporated during 5 hours in 10\(^{-9}\) mbar, measured by weighting the sample before and after the vacuum treatment. To study the evaporation of the PDLC blends, transmission
infrared (IR) spectroscopy was used. IR measurements before introducing a PDLC sample of 60 weight% E7 in a matrix of poly(iBMA) into vacuum were compared with IR measurements after one hour in SIMS vacuum environment. The ratio of the two spectra gave information of the E7 evaporation by the peak for the CN stretch at 2226 cm$^{-1}$, characteristic for the cyanobiphenyl component in E7. In figure 3.10(a) the CN stretch of E7 is visualized as a peak at 2226 cm$^{-1}$, with a loss of intensity of 26%. Therefore for quantification purposes, the effect of the evaporation cannot be neglected. To prevent evaporation, we studied with IR spectroscopy the possibility of capping PDLC samples with poly(vinyl alcohol) (PVA), which is known for its low permeability to gases. For a PDLC of 60 weight% E7 in a matrix of poly(iBMA) capped by PVA, the IR spectra were measured before entering the capped PDLC into vacuum, and after one hour in vacuum. The IR ratio of the capped PDLC (figure 3.10(b)) compared with the IR ratio of an uncapped sample, revealed a reduction of the E7 evaporation by 85% loss of peak intensity. The suppression of E7 evaporation, allows introducing PDLC samples into vacuum systems for analysis. Unfortunately, it can be envisaged that E7 will evaporate during SIMS analysis since the capping layer of PVA is broken open by the primary ion bombardment. Consequently, a better scheme for analyzing PDLC multilayer devices is capping with PVA for introducing the sample in the vacuum chamber, followed by immediate cooling to cryogenic temperatures, which prevents evaporation of the volatile LC molecules. On the cooled device SIMS analysis can be carried out with the multivariate statistical analysis for quantification.

The concentration decrease caused by evaporation of E7, prevented PCA to separate the samples with different compositions in figure 3.9. To maximize the difference between the samples and hence better separate the different compositions, DFA was applied on the SIMS spectra. The same dynamic SIMS spectra as used in PCA were utilized for DFA; the groups for the statistical analysis were based on the
concentrations of the blends. Figure 3.11 shows the DFA score plot in which each point in the graph represents a SIMS spectra in depth. Two first functions captured 97% of the variance. As seen in figure 3.11, poly(iBMA) and E7 are well separated, as are the two blends. Largest separation is achieved by the first function, but also the second function reveals information of the correlation between the blends; in order to use the DFA to construct a calibration curve, both functions are needed. Additional functions do not separate blends further and are disregarded. In spite of the evaporation of E7, centroids of clusters of points from the blends lay on a curve with consecutive order in E7 concentration. Since DFA manages to separate low concentration blends, DFA is probably more efficient than PCA for identifying E7 in small concentration differences. However, to use DFA in combination with predictive analysis, first evaporation of E7 has to be prevented.

3.5.2 Depth resolution of stratified PDLC films

The minimum pitch of multilayer PDLCs that can be measured by SIMS, depends on the depth resolution of the analysis. Knowing that DFA efficiently identifies small concentration differences in layers, we explored the possibility to use DFA to derive the depth resolution. We depth profiled an uncapped two layer poly(iBMA)/PDLC sample by dynamic SIMS (figure 3.12). Nine m/z’s (m/z 12, 13, 16, 24-26, 48-50) were followed in depth. Out of the nine m/z’s, the common carbon fragment $C_2^-$, m/z 24, yields the largest intensity. Two m/z’s are hardly detectable; m/z 13 which represent CH$^-$ is detected only at the surface of the top layer, while m/z 50 is only sporadically measured in the bottom layer. The SIMS spectrum in figure 3.12 shows a change in secondary ion yield at about 1 $\mu$m depth, indicating the interface of the top-and the bottom layer. To distinguish between the layers on the basis of the
Figure 3.12: Dynamic SIMS depth profile of artificial made two layer sample of poly(iBMA) coating on a polymer dispersed liquid crystal consisting of the nematic liquid crystal (E7) and poly(iBMA). Nine masses, m/z 12, 13, 16, 24, 25, 26, 48, 49, and 50, were followed in depth. The eleven groups are used by the multivariate statistical analysis DFA to distinguish between the two layers.

change in the measured mass fragments, DFA was applied to the depth profile. The SIMS depth profiles were divided into eleven groups, displayed in top of figure 3.12. The top and bottom layers were assigned four and three groups respectively; to label the position of the interface it was divided into four groups with small depth intervals. In figure 3.13(a), the DFA of the artificial two-layer PDLC is shown, groups with equal correlations between the mass channels are located at the same position in the plot, while the groups from the interface are spread between the top and bottom layer positions. The separation of the two layers is clearly visible by, and highly dependent on, the first function, the second function is not adding more separation between the layers. Since function 1 yields 93% of the variance and displays significant differences between the groups (table 3.1), it contains enough information to derive the depth resolution. In figure 3.13(b), where the first DFA function is plotted versus the SIMS cycles, an S shaped curve is obtained. At 16-84% (corresponding to $\sigma$ of the height of the curve, the depth resolution was determined to 130 nm. At a shallower depth a lower depth resolution would be obtained since

Table 3.1: The statistical information as cumulative eigenvalue and the significance for the first DFA function of the depth profile of poly(iBMA)/PDLC sample.

<table>
<thead>
<tr>
<th>DFA function</th>
<th>Eigenvalue</th>
<th>Eigenvalue [weight%]</th>
<th>Chi-square</th>
<th>Degrees of freedom</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17.6</td>
<td>93.1</td>
<td>2454</td>
<td>18</td>
<td>0.1% level</td>
</tr>
</tbody>
</table>
Figure 3.13: (a) DFA on the SIMS spectrum of poly(iBMA)/PDLC, □: group 1-4, ◦: group 5-6, ×: group 7-11, the groups for the analysis is displayed in fig. 5. (b) DFA function 1 from the analysis in fig 6a, plotted versus SIMS cycles to determine the depth resolution of the SIMS measurement. After converting the cycles to depth units of 2,1 nm, the depth resolution was determined to 130 nm.

The depth resolution relies on roughness of the crater surface, which increases by sputtering and thus degrades the resolution with depth.\textsuperscript{28,29} Therefore, using SIMS to distinguish between concentration differences in grating pitches reflecting visible light, the analysis should be performed at small depths in the samples.
3.6 Conclusions

Dynamic SIMS depth profiles result in complex fingerprint spectra. By applying multivariate statistical analysis to the SIMS spectra, we could identify different polymers and their blends. We have shown that discriminant function analysis efficiently distinguishes between films with different compositions, both for co-polymer samples as for PDLC films. Furthermore concentrations can be derived using calibration curves calculated by the multi-variate statistical analyses.

Quantification of the concentrations of E7 in PDLCs was complicated by evaporation of the nematic liquid crystals. Evaporation was suppressed by capping the PDLC samples with poly(vinyl alcohol) before inserting samples into the SIMS vacuum system.

The separation of the compositions by DFA can be utilized to derive the depth resolution of SIMS depth profiles. The depth resolution of a sample of a poly(iBMA) coating on a polymer dispersed liquid crystal consisting of the nematic liquid crystal (E7) and poly(iBMA) was found to be 130 nm, which is comparable to the grating pitch of a violet reflecting stratified PDLC film.

3.6.1 Improvements to interpret SIMS depth profiles of stratified polymer dispersed liquid crystals

To quantify LC concentrations in stratified PDLCs, the interpretation of SIMS spectra has to be improved by developing the experimental conditions. First, slower sputtering than used in this study (1 - 2.1 nm/s) will improve the depth resolution. It is essential that the depth resolution is superior to the grating periodicity. A slower sputtering rate is obtained by lowering the current on the primary ion source, also a faster detection system than the quadrupole analyzer is favorable. Such a detector is the time-of-flight, which simultaneously measures all secondary ions sputtered from the sample surface. In this way a larger number of ions are detected per time unit, which is favorable for the multivariate statistical analysis.

Secondly, the stability of the PDLC samples has to be controlled during SIMS analysis. Capping the sample with poly(vinyl alcohol) and performing the SIMS analysis at cryogenic temperatures should suppress the evaporation of LCs. SIMS spectra from cooled and capped stratified PDLC films are believed cogent for quantification purposes.

If larger and component unique fragments are sputtered from the sample surface with e.g. cluster ions as primary ion source, sample identification can directly be obtained from the SIMS depth profile. In that case, statistical analysis would not supply additional information. However, depth profiling generally induces polymer fragmentation with the result that spectra identification can only be based on the fingerprint region of low mass fragments. In the latter case, MVA is a useful tool.

Quantification of liquid crystal concentrations in PDLC gratings from SIMS depth profiles are presented and discussed in chapter 4. The depth profiles were obtained at cryogenic temperatures using slow sputter rates to collect characteristic secondary ions representing the concentrations in the layered PDLC films.
3.7 References and notes


Chapter 4

Liquid crystal concentrations in stratified PDLCs
Simulations and experiments

4.1 Introduction

Stratified liquid crystal-polyacrylate films have shown great importance in switchable electro-optical devices such as reflective displays\(^1,2\). Periodic concentration differences in polymer dispersed liquid crystals (PDLCs) are obtained by photopolymerization induced phase separation from a homogeneous blend of multi-functional monomers and liquid crystals (LCs)\(^3,4\). By altering the light intensity in depth, with e.g. laser beam holography, multilayer films can be produced\(^5\). The holographic interference pattern induces a position dependent reaction rate, which creates local distortions in the compositional equilibrium causing diffusion of the reactive materials to the high intensity sites. Non-reactive materials, i.e. the liquid crystals, are transported towards the low intensity sites. For a certain LC concentration, phase separation takes place at a critical monomer conversion. The liquid components separate from the polymer forming periodic layers of LC droplets in the polymer matrix.

Phase separation during photopolymerization can be considered as the process where a liquid phase, containing only liquid components (monomers and liquid crystals) emerges from the three-component phase of polymers, monomers and liquid crystals. The latter phase is created during the polymerization of the monomer-LC mixture. The two phases can coexist when the system is in thermodynamically equilibrium, expressed as a minimum in Gibbs free energy. Three effects are assumed to contribute independently to the free energy of the system: isotropic mixing, network elasticity and nematic ordering. First, the isotropic mixing takes into account the relative size of the molecules and the van der Waals interactions between different species\(^6\). Secondly, the elasticity of a cross-linked network can affect the phase separation considerably, dense cross-links can lead to phase separation at low conversions\(^7\). Thirdly, the theory of Maier and Saupe for nematic ordering is adopted.
to account for the extra term originating from the nematic ordering of the liquid crystals. A model simulating the phase separation was introduced in chapter 2. Combining it with the reaction-diffusion kinetics characteristic for the holographic recording, the morphology, e.g. the concentration of LCs in the layers, of the grating can be predicted.

Controlling photopolymerization-induced phase separation to produce the desired concentration gradients of LCs in complex structured PDLC films is essential for the ultimate device properties. One major reason is that we do not have any satisfactory way to accurately identify when and where the phase separation takes place. Experimentally, imaging techniques such as spectroscopy and scanning electron microscopy usually characterize the devices in respect of reflected/transmitted wavelength and grating periodicity. However, these analysis techniques are dependent on the contrast between the layers. Moreover they do not provide quantitative information on the composition of layers. An analysis technique that identifies phase separation and measures the local concentrations would aid in our development of structured PDLC films.

In our preliminary studies (in chapter 3) we investigated multivariate statistical analyses (MVA) to interpret secondary ion mass spectrometry (SIMS) spectra in order to get information of LC concentrations in polymer matrices. Analyzing PDLCs by SIMS is difficult due to the volatility of the LC molecules. To overcome this problem it was suggested to apply an evaporation barrier of poly(vinyl alcohol) which allows introduction of the sample into the high vacuum, followed by performing the SIMS analysis at cryogenic temperatures to prevent evaporation during sputtering.

Traditionally, quantification from SIMS spectra is retrieved by the relative peak intensities (RPI) of two characteristic ion intensities. Normally, RPI is applied to quantify two-component blends, where the investigated ion intensity ratio originates from two mass channels that both uniquely represents one of the two components in the blend. However, this technique requires that the sputter process is independent of the sample composition (i.e. sample matrix), and that the two ion fragments correctly reflect the concentration differences in the samples. This is not always the case when depth profiling polymer matrices.

Recently, the multivariate regression analysis, partial least square (PLS), was applied on SIMS spectra to predict surface concentrations of polymer blends and adsorbed proteins. PLS can be applied directly on the ion yields from the SIMS spectra, or the input data can be pre-treated by e.g. multivariate statistical analysis as principle component analysis (then the regression analysis is called principle component regression, PCR). As is normal in regression analysis, parts of the data are regarded as errors and are discarded from the analysis. In order to control this error selection and to understand the interpretation analysis we have chosen to perform the analysis in two steps: First we interpret the SIMS depth profiles by MVA, continued by a regression analysis to create calibration curves to predict concentrations in the layered PDLC films. This approach allows a qualified selection of the data for which the predictive analysis is applied.
Outline of the chapter

This chapter reports the first successful attempt to measure LC concentrations in depth of multilayer LC-polyacrylate films. The samples were covered with poly(vinyl alcohol) to enable vacuum processing without LC evaporation. Consequently, dynamic SIMS spectra of PDLC reflection gratings were obtained at cryogenic temperatures to suppress evaporation of the LCs. Multivariate statistical analyses are applied on the dynamic SIMS spectra to interpret the spectra, and regression analysis to obtain the LC concentrations in depth of the gratings.

The experimental measured concentrations are compared with simulations of the holographic grating formation. The simulations are based on a combined phase separation and reaction-diffusion model introduced in chapter 2.

4.2 Experimental

Multilayer samples were prepared from a mixture of 29.9 weight% liquid crystals (E7, Merck) mixed with 70.1 weight% of a monomer blend consisting of 65.9 weight% dipentaerythritolhydroxy pentacrylate (DPHPA, Polysciences Inc.), 14.1 weight% N-vinyl-2-pyrollidone (NVP, Aldrich) and 19.0 weight% hexafluoro bisphenol A diacrylate (6F-bisA, Polysciences Inc.) and 1.0 weight% of the UV-sensitive photoinitiator Irgacure 369 (IRG369, Ciba Speciality Chemicals). Figure 4.1 shows the chemical structures of the materials.

Reflection gratings were recorded with the interference pattern of an Ar$^+$ laser at a wavelength of 351 nm. The reaction mixture was sandwiched between a Si wafer coated with 150 nm Ag and a cover glass slide. The interference pattern was gener-

![Chemical structures](image)

**Figure 4.1:** Molecular structures of 1: dipentaerythritolhydroxy pentacrylate (DPHPA), 2: hexafluoro bisphenol A diacrylate (6F-bisA), 3: N-vinyl pyrollidone (NVP), 4: E7, components (composition of E7 mix$^{15}$: 8% (4A), 51% (4B), 16% (4C) and 25% (4D)), 5: photoinitiator Irgacure 369.
ated by an incoming and a reflected laser beams. The periodicity of the interference pattern and thus the grating pitch was controlled by the angle of incidence of the laser beam to the sample. We coupled the laser beam onto the sample with a prism, using cyclohexane as contact liquid to reduce losses from total internal reflections. The intensity of the laser beam was 1.7 mW cm\(^{-2}\), and the illumination time was 30 s. After recording of the interference patterns, the samples were flood exposed by 0.3 mW cm\(^{-2}\) (Philips Cleo 15 W) for 20 min in order to fix the grating.

The layer periodicities were analyzed by scanning electron microscopy (SEM, XL 30 ESEM-FEG, Philips) of the cross section of the holographic sample. Thereeto the samples were broken in liquid nitrogen, followed by removal of the liquid crystal at the cross section by washing with methanol. Prior to the SEM analysis, a conducting layer of 15 nm gold was sputter coated (K575 XD Turbo sputter coater, Emitech, Ltd.) on the remaining polymer layers of the cross section.

Calibration samples with different concentrations of E7 were prepared with the same monomer blend as for the layered samples (65.9 weight% DPHPA, 14.1 weight% NVP, and 19.0 weight% 6F-bisA and 1.0 weight% IRG369). Six calibration concentrations were made by mixing 0, 19.3, 29.9, 39.7, 44.9, and 60.7 weight% E7 into the monomer blend. The calibration mixtures were sandwiched between two cover glass plates and polymerized during 30 s at 1.7 mW cm\(^{-2}\). The light source (ORIEL Lamp model 66902, ORIEL Instruments Ltd.) was non-coherent in order to obtain uniform polymerization over the whole sample, and so avoid any kind of interference patterns. Continually, the calibration samples were flood exposed by 0.3 mW cm\(^{-2}\) (Philips Cleo 15 W) for 20 min.

Prior to the SIMS analysis, three additional preparation steps were made. First one cover glass was removed. In the case of the holographic samples, the silver coated Si wafer was detached from the films and the part of the sample polymerized by the most uniform interference pattern was facing upwards.

Secondly, an evaporation barrier of poly(vinyl alcohol) (PVA, Aldrich) was spin-coated from a water solution (5 weight% PVA in H\(_2\)O) on the samples. The water solution was not expected to swell or affect the LC-polyacrylate samples during spincoating. The spincoating process was calibrated to give PVA films of 80-120 nm thickness. Thirdly, we applied 9 nm layer of gold (K575 XD Turbo sputter coater, Emitech, Ltd.) on top of the samples, to facilitate charge mobilization during SIMS analysis and thus diminish charge build-up due to the insulating behavior of polymers. After introduction into the vacuum chamber, we also cooled the samples to -60°C to further diminish any possible evaporation of the LCs during the SIMS analysis.

The dynamic SIMS profiling measurements were performed on a time of flight (ToF) SIMS apparatus (ION-TOF TOF-SIMS IV)\(^{16}\), which detector saturates at \(10^5\) counts. Dual beam mode was applied with the sputtering source of 30 nA 500 eV \(Cs^+\) at 45° rastered over 200 \(\mu m\) x 200 \(\mu m\) and a pulsed 15 keV \(Ga^+\) beam (2 pA ac) at 45° rastered over 50 \(\mu m\) x 50 \(\mu m\) for analysis. The analyzed volume was assumed to be larger than local (and lateral) variations, if any, of LCs in the polymer matrix. The SIMS analyses were performed at temperatures below -60°C generated by cooling the sample holder by liquid nitrogen (Eurotherm cooling unit).
Effective charge compensation was obtained by the thin Au film and additionally in the sputtered crater by use of an electron flood gun (20 eV), which was carefully adjusted so that no secondary ions were generated by the flood gun source. This was controlled multiple times for every sample analyzed. All depth profiles were accomplished in the negative mode and mass calibrated on negatively charged $C_xH_y$ fragments. The mass resolution of the ToF-SIMS analysis was sufficient to identify the secondary ion peaks in the negative spectra ($m/\Delta m > 5000$).

To obtain the SIMS sputter rates of the LC-polymer samples the depths of the sputtered craters were measured by a contact profilometer (DekTak 6M, Veeco). The sputtered depths of the polymer-LC samples were calculated by subtracting the known layer thicknesses of the Au coatings and PVA films from the total crater depths. For each polymer-LC sample the sputter rate was determined from the sputter time and the depth of the crater. Since the measured sputter rates of all SIMS calibration samples were similar, the sputter rate was assumed constant: 0.24 nm/s. This value of the sputter rate was used to approximate the layer pitches from the SIMS depth profile of the holographic samples.

Detailed descriptions of the multivariate statistical analyses are found in chapter 3. The eigenvalue problems for the statistical analyses were solved in the programming language MatLab (The MathWorks, Inc.).

4.2.1 Combined phase separation and reaction-diffusion model

The phase separation behavior of the holographic reaction mixture and the holographic characteristic reaction-diffusion kinetics were introduced and discussed in chapter 2, and a phase separation model was proposed.

Upon polymerization of the LC-monomer mixture the monomers are converted into polymers and at a certain monomer conversion, phase separation occurs and a second phase (phase II) emerges from the three component (polymers, monomers and LCs) phase (phase I). The phase separation occurs when the chemical potentials ($\Delta \mu$) of the two phases are equal: $\Delta \mu_m^I = \Delta \mu_m^II$ and $\Delta \mu_{lc}^I = \Delta \mu_{lc}^II$. Three effects are assumed to contribute independently to the chemical potentials: isotropic mixing, network elasticity and nematic ordering. The expressions then become:

\[
\frac{\Delta \mu_{tot}^I}{k_B T} = \frac{\Delta \mu_m^I}{k_B T} + \frac{\Delta \mu_{lc}^I}{k_B T} + \frac{\Delta \mu_p^I}{k_B T} = \ln \phi_m + \phi_p + \chi \phi_{lc}^2 + \kappa(\alpha) \frac{0.5 f x - \alpha}{0.5 f x \cdot \alpha} \left[ 1 - \frac{2}{f} \right] \phi_p + \frac{1}{2} \nu \phi_{lc}^2 s^2
\]

\[
\frac{\Delta \mu_{tot}^II}{k_B T} = \frac{\Delta \mu_m^II}{k_B T} + \frac{\Delta \mu_{lc}^II}{k_B T} + \frac{\Delta \mu_p^II}{k_B T} = \ln \phi_{lc} + \phi_p + \chi (\phi_m + \phi_p)^2 + \kappa(\alpha) \frac{0.5 f x - \alpha}{0.5 f x \cdot \alpha} \left[ 1 - \frac{2}{f} \right] \phi_p - \ln Z + \frac{1}{2} \nu \phi_{lc}^2 s^2
\]

where $\phi_i$ is the volume fractions of the species: monomers ($m$), polymers ($p$) or liquid crystals ($lc$). The interaction parameter ($\chi$) describes the van der Waals interactions between the lc-m and lc-p. The monomers and polymers are assumed
to mix perfectly ($\chi_{m-p} = 0$). The network elasticity is dependent on the cross-linking probability, which is estimated by considering the number of converted double bonds that are not required to convert the monomers. $x$ is the double-bond conversion, $\alpha$ is the monomer conversion and $f$ the functionality of the monomers. An efficiency factor accounts for the inelastic network chains, and is approximated to a linear function of the monomer conversion: $\kappa(\alpha) = C_{eff} \alpha$.

The nematic ordering contribution is different for the monomers and the liquid crystals since the monomers used here are not liquid crystalline by nature. However, they are influenced by the nematic ordering of the LCs. $\Delta \mu_N$ is expressed in the LC order parameter ($s$) and the nematic quadrupole parameter: $\nu = 4.54 \frac{T_{ni}}{T}$, with $T_{ni}$ being the nematic-isotropic transition temperature of the LCs. The nematic partition function ($Z$) expresses the total number of possible states of the nematic system.

The reaction-diffusion kinetics for holographic reflection gratings were modeled and discussed in chapter 2. The reaction rate ($R_p$) during radical photopolymerization is expressed in the decreasing concentration of un-reacted double bonds ($[C = C]$) as

$$- \frac{\partial [C = C]}{\partial t} = R_p = \frac{k_p}{\sqrt{k_t}} \left( 1 - \frac{\alpha}{\alpha_{max}} \right) \sqrt{\Phi_{In} I_a(z)} [C = C]$$  \hspace{1cm} (4.1)

where $k_p$ and $k_t$ are the kinetic constants for propagation and termination. At a certain monomer conversion ($\alpha_{max}$) the polymerization is assumed to terminate due to vitrification effects. The initiation of the polymerization is dependent on the amount and properties of the photoinitiator; the quantum yield ($\Phi_{In}$), the concentration ($I_n$), the extinction ($\epsilon_{In}$) and the absorbed light intensity ($I_a$). The intensity in depth of the film ($I_a(z)$) is generated by the holographic interference pattern:

$$I_a = \int_0^z 2.3 (I_1 + I_2) \left( 1 + V \cos \left( \frac{2\pi z}{\Lambda} \right) \right) \epsilon_{In} [I_n] z dz$$  \hspace{1cm} (4.2)

where $I_1$ and $I_2$ are the intensities of the interfering laser beams, $V$ is the fringe contrast and $\Lambda$ the fringe periodicity of the interference pattern.

The diffusion is described by applying Fick’s law and assuming the diffusion to decrease with increasing polymer content. This is expressed with a diffusion constant ($D$) as a function of the monomer volume fraction ($\phi_m$):

$$D(\phi_m) = D_p \cdot e^{\frac{1}{\phi_m^{K_1} \phi_m^{K_2}}}$$  \hspace{1cm} (4.3)

where $D_p$ is the monomer diffusion coefficient in the pure polymer, and $K_1$ and $K_2$ are positive constants described in the free volume theory. The diffusion flux of the LCs is assumed to be determined by that of the monomers:

$$\frac{\partial \phi_m}{\partial t} = - \frac{\partial \phi_{lc}}{\partial t} = \frac{\partial}{\partial z} \left( \frac{D_m \phi_m}{kT} \frac{\partial \mu_m}{\partial z} \right)$$  \hspace{1cm} (4.4)

All values of the parameters used for the simulations are listed in table 4.1.
Table 4.1: Values of simulation parameters for the combined phase separation and reaction-diffusion models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_p$</td>
<td>Experimental temperature [K]</td>
</tr>
<tr>
<td>$\phi_m$(initial)</td>
<td>Monomer volume fraction in reaction mix [-]</td>
</tr>
<tr>
<td>$t_p$</td>
<td>Exposure time [s]</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>Depth interval [nm]</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Polymerization step [s]</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Isotropic mixing: Interaction parameter [-]</td>
</tr>
<tr>
<td>$C_{eff}$</td>
<td>Network elasticity: Network efficiency factor [-]</td>
</tr>
<tr>
<td>$s$</td>
<td>Nematic ordering: Order parameter of LC phase [-]</td>
</tr>
<tr>
<td>$T_{ni}$</td>
<td>Transition temperature of E7 [K]</td>
</tr>
<tr>
<td>$k_p/\sqrt{k_t}$</td>
<td>Photopolymerization: Polymerization rate constant [$\sqrt{l \cdot mol^{-1} \cdot s^{-1}}$]</td>
</tr>
<tr>
<td>$x_{max}$</td>
<td>Maximum double bond conversion [-]</td>
</tr>
<tr>
<td>$\alpha_{max}$</td>
<td>Maximum monomer conversion [-]</td>
</tr>
<tr>
<td>$f$</td>
<td>Monomer functionality [-]</td>
</tr>
<tr>
<td>$\Phi_{In}$</td>
<td>Quantum efficiency of photoinitiator [-]</td>
</tr>
<tr>
<td>$\epsilon_{In}$</td>
<td>Extinction coefficient at 351nm [$l \cdot mol^{-1} \cdot cm^{-1}$]</td>
</tr>
<tr>
<td>$[In]$</td>
<td>Concentration of photoinitiator [$mol \cdot l^{-1}$]</td>
</tr>
<tr>
<td>$E_{photons}$</td>
<td>Holographic exposure: Energy of one mole photons at 351 nm [Einstein]</td>
</tr>
<tr>
<td>$I_1$</td>
<td>Intensity of incoming beam [$mW \cdot cm^{-2}$]</td>
</tr>
<tr>
<td>$I_2$</td>
<td>Intensity of reflected beam [$mW \cdot cm^{-2}$]</td>
</tr>
<tr>
<td>$V$</td>
<td>Fringe contrast in interference pattern [-]</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Grating periodicity [nm]</td>
</tr>
<tr>
<td>$D_m$</td>
<td>Diffusion coefficient of the monomer [$m^2 \cdot s^{-1}$]</td>
</tr>
<tr>
<td>$K_1$</td>
<td>Constant in free volume theory [-]</td>
</tr>
<tr>
<td>$K_2$</td>
<td>Constant in free volume theory [-]</td>
</tr>
</tbody>
</table>

### 4.3 Results and discussion

#### 4.3.1 Analyzed LC concentrations

Mass spectra of positive and negative secondary ions were collected for both the reflection gratings and the calibration samples. Both the monomers and the liquid crystals contribute to electronegative fragments (as e.g. oxygen, flour, cyano-groups and carboxyl groups). Furthermore, the negative ion mass spectra were found to yield higher, and more diverse, ion intensities than the positive spectra. Consequently, we continue our analysis by considering only the negative ion spectra.

Negative ToF-SIMS spectra were collected of all samples, while the experimental measuring conditions were kept constant. Even though all masses over charge, m/z, are specific for the samples, it is useful to make a qualified selection of mass
channels based on the composition of the samples (and common contaminations). For the statistical analysis we choose to filter out the low intensity mass channels and contamination ions (as \(Cl^-\) and \(S^-\)) due to intensities close to the noise level or since they were not part of the chemical structure of the organic sample. Secondly, only the m/z exceeding 500 counts per measuring cycle, in the LC-polymer samples, were entered in the statistical methods (table 4.2). For all SIMS spectra we strictly used the same selection procedure.

The remaining mass channels after the selection were all representative for common organic material, \(C^-\) ions, \(C_2H^-\) ions, \(O^-\), and \(OH^-\), but also present was the specific label for the polymer: \(F^-\). The ions \(CN^-\) and \(C_3N^-\) could be regarded as labels for the LC, but since one of the monomers (NVP) also contains nitrogen, these ions can also be formed during the sputter process from NVP. A depth profile of the multilayer sample is shown in figure 4.2. The spectra in figure 4.2(a) shows three main regions; first the charge neutralization layer of gold (\(Au^-\)), followed by the evaporation barrier of poly(vinyl alcohol), which is represented by a high \(O^-\) intensity. The third and main region, starting at 370 s, is attributed to the multilayer sample. The \(F^-\) and \(O^-\) ions, that are assumed to represent the polymer, counter oscillated with the \(CN^-\) and \(C_2^-\) ions that were believed to characterize the LCs. The periodicity of the oscillations is clearly demonstrated in figure 4.2(b) and was estimated to 164 nm. The periodicity of the layers was confirmed by a SEM analysis of the cross section of the film. The pitch measured in the SEM images was 160 nm, only 4 nm less than the pitch from the SIMS depth profile. The slightly smaller pitch measured by SEM is probably due to a SEM sample treatment which may deform the layer structure due to cleavage and LC extraction (discussed in chapter 2, section 2.8.1).

In order to accurately measure the concentrations in the multilayer samples, calibration samples with concentrations of 0, 19.3, 29.9, 39.7, 44.9, and 60.7 weight% LC were prepared and analyzed by dynamic SIMS until the ion intensities reached equilibrium.

SIMS depth profiles for three concentrations (0, 29.9, and 44.9 weight% LC) are shown in figure 4.3. Five mass channels (\(Au^-\), \(O^-\), \(C^-\), \(F^-\), and \(CN^-\)) are plotted versus sputter time of the three samples. The samples had a charge neutralization top-coating of gold (visualized by the \(Au^-\) peak), followed by an evaporation barrier of PVA (identified by the \(O^-\) peak); similar to the multilayer sample in figure 4.2(a).

### Table 4.2: The selected fifteen mass channels (m/z) from the dynamic ToF-SIMS analysis to be used in the statistical analysis.

<table>
<thead>
<tr>
<th>m/z</th>
<th>identified as</th>
<th>m/z</th>
<th>identified as</th>
<th>m/z</th>
<th>identified as</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0093</td>
<td>(H^-)</td>
<td>18.9987</td>
<td>(F^-)</td>
<td>37.0092</td>
<td>(C_3H^-)</td>
</tr>
<tr>
<td>12.0001</td>
<td>(C^-)</td>
<td>24.0015</td>
<td>(C_2^-)</td>
<td>47.9995</td>
<td>(C_4^-)</td>
</tr>
<tr>
<td>13.0081</td>
<td>(CH^-)</td>
<td>25.0078</td>
<td>(C_2H^-)</td>
<td>49.0080</td>
<td>(C_4H^-)</td>
</tr>
<tr>
<td>15.9950</td>
<td>(O^-)</td>
<td>26.0033</td>
<td>(CN^-)</td>
<td>50.0089</td>
<td>(C_3N^-)</td>
</tr>
<tr>
<td>17.0038</td>
<td>(OH^-)</td>
<td>36.0017</td>
<td>(C_3^-)</td>
<td>72.0077</td>
<td>(C_6^-)</td>
</tr>
</tbody>
</table>
Figure 4.2: (a) SIMS depth profile in negative mode of a multilayer sample showing five sample representative ion intensities in depth. On the surface of the multilayer sample two top-coatings were applied, first the charge neutralization layer of gold (marked with high intensity of \( Au^- \) ion) and secondly the evaporation barrier of poly(vinyl alcohol) marked by the peak of \( O^- \) ion intensity. In (b) the spectrum of the multilayer sample is enlarged. In depth of the sample, the ions that are assumed to represent the liquid crystal (\( C_2^- \) and \( CN^- \)) counter oscillate with the ions assumed to represent the polymer (\( F^- \) and \( O^- \)). The oscillations are constant with a pitch of 164 nm. Six depth intervals of 40s or 9.6nm at high respectively low LC content (Max respectively Min) were chosen for the quantification of LC concentration of the layers.
Figure 4.3: SIMS depth profiles, with five representative ion intensities, of three samples with different concentrations of LC: a) 0 weight%, b) 29.9 weight% and c) 44.9 weight%. Each sample has two top-coatings; a charge neutralization layer of gold (marked by the $\text{Au}^-$ peak) and an evaporation barrier of PVA (marked by the $\text{O}^-$ peak). Depth profiling was continued until the ion yield is stable in time. This occurred when sputtering reached 2440s for 0 weight% LC (a), 3200s for 29.9 weight% LC (b) and 5700s for 44.9 weight% LC (c).

Depth profiling was continued until a stable ion yield is reached which is assumed to represent the bulk composition of the calibration samples.

Note that the $F^-$ signal decreases with increasing LC content, while $C_2^-$ and $CN^-$ behave oppositely. With this information one could try to extract a calibration curve from relative peak intensities of two characteristic ion intensities. In appendix A, a detailed comparison is given for the construction of calibration curves with the RPI, PCA and DFA methods. Clearly DFA turns out to be the preferable method that is able to discriminate convincingly between the slight differences in concentrations as measured for the reflection gratings.

Consequently, discriminant function analysis was used to analyze all calibration samples and the SIMS data from the multilayer sample. In the first step, inter-
vals from the depth profile of the multilayer sample were chosen for the analysis. We decided to determine the maximum (LC-rich) and minimum (polymer-rich) LC concentrations of the layers. SIMS data were selected from narrow intervals (40 s or 9.6 nm) at the peaks and valleys of the oscillating part of the spectra in figure 4.2(b). The intensities of the mass channels of these 22 SIMS spectra in the depth interval were inserted into the DFA together with the depth intervals at equilibrium from the calibration SIMS spectra. Note that the layered sample has to be treated in the statistical analysis together with the calibration samples. This is required since the statistical analysis enlightens differences between the samples. As a result we ended up with 12 groups: six groups from the multilayer sample together with 6 groups consisting of the six concentrations of the calibration samples. The DFA plot shows a successful discrimination between the concentrations of the calibration samples and the concentrations of the layers (figure 4.4(a)). The plot of F1 versus F2 shows that the three groups from the polymer-rich layers are centered on top of each other, as are the three groups from the LC-rich layers. Even though DFA maximizes differences between the groups; it also recognizes similarities of groups containing equal concentrations which is seen in figure 4.4(a) for the groups of the polymer-rich layers as well as for the groups of the LC-rich layers.

The ability of the first DFA function (F1) to separate between the concentrations of the calibration samples was described by the loadings of F1 (figure 4.4(b) and 4.4(c)) that showed anti-correlations of ions assumed to represent the polymer ($F^−$ and $O^−$) and the ions believed to characterize the LC ($CN^−$ and $C_2^−$). F2 on the other hand does not show such anti-correlations. Apparently it contains other, non concentration specific, correlations. F1 captured 93% of variance and has low levels of significance for the chi-square test (0.01 level) meaning that F1 is uniquely different from the other DFA functions. The significance for the F-test is also low (0.001 level), indicating that it explains true differences between the concentrations.

A calibration curve was calculated by linear regression analysis on the F1 scores of the calibration concentrations (figure 4.5), with error bars representing the standard deviations of the F1 scores of the measured ion intensities for the equilibrated intervals from the SIMS depth profiles. The equation for the calibration curve is:

\[
\text{LC concentration} \pm 1.9 = -5.1 \cdot F1 + 29.8 \quad \text{[weight%]} \quad (4.5)
\]

From the regression analysis (equation A.5) and the F1 scores of the layers, we calculated the concentration of the LC-rich layers to $32.9 \pm 3.4 \text{ weight\% LC}$ and $28.8 \pm 2.7 \text{ weight\% LC}$ for the polymer-rich layers. The error bars represent the standard deviations of the F1 scores of all measured ion intensities in the depth intervals (Max/Min) from the layered sample. These concentrations are centered round the concentration of the reaction mixture (29.9 weight\% LC) from which the layered samples were prepared, supposing DFA correctly depicts the correlation between all mass channels.
Figure 4.4: a) Score plot of F1 and F2 (together 98% of the variance) from the discriminant function analysis of the six calibration concentrations (0 weight% (■), 19.3 weight% (●), 29.9 weight% (▲), 39.7 weight% (+), 44.9 weight% (▶) and 60.7 weight% LC (★) LC), and the depth intervals from the multilayer sample. The DFA scores from the depth intervals assumed to have highest LC content (Max, ◦) are separated in F1 on the concentration from the depth intervals assumed to have lower LC content (Min, ♦). b) The loadings of F1 (93% of the variance) and F2 (5% of the variance) show different correlations. F1 is assumed to be related to the LC concentration differences since an anti correlation between the ions representing the polymer (F and O) and the ions assumed to represent the LC (CN and C2) is present. c) F2 expresses other properties assumed not to correlate to the concentration of LC. Hence F1 is assumed to express the concentration differences and therefore chosen to determine the LC concentrations in the layered sample.
4.3.2 Simulated liquid crystal concentrations

The time and composition at which the reaction-diffusion lines cross the phase separation line are predicted by the combined phase separation and reaction-diffusion models. The phase separation behavior during holographic exposure in a mixture with 29.9 weight% liquid crystals in the monomer blend was simulated and discussed in chapter 2. The reaction-diffusion lines from different depth intervals are plotted in figure 4.6 (all experimental parameters for the simulations are given in table 4.1). The reaction-diffusion line originating from the depth interval of the lowest intensity in the holographic interference pattern reaches the phase separation line first in time; after 9 s of polymerization. When the phase separation line is crossed, the thermodynamical expressions are changed since the dynamics of droplet formation of the phase separated liquid phase influences the thermodynamically contributions to the chemical potentials. Therefore, at the moment that one of the reaction-diffusion lines crosses the phase separation line, the modeling is stopped. The reaction-diffusion line for the depth interval with the highest intensity proceeds to point A in 9 s. After 9 s we assume the line to continue to \( \alpha_{\text{max}} \) (dashed line in figure 4.6) since the corresponding depth interval is physically separated from the low intensity region where phase separation occurs.

Consequently, the concentration of the polymer rich layers is predicted by the reaction-diffusion lines at the highest intensity to 27 % LCs. Due to the changed thermodynamical expressions after phase separation, the concentration at the LC

Figure 4.5: Calibration curve made from regression analysis on the F1 scores of the five calibration concentrations (■). The applicability of the calibration curve was tested with the F1 scores of the sixth calibration concentration (39.7% LC, +) that was deliberately left out of the calculations of the calibration curve. The concentration was determined to 41.3±2.7 weight%. The calibration curve was used to calculate the concentrations of the layers in the multilayer samples. The error bars represent the standard deviations of the F1 scores of all measured ion intensities in the depth intervals.
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Figure 4.6: Reaction diffusion lines at depth intervals with the highest light intensity (black line) and the lowest intensity (gray line) are followed during polymerization. After 9 s the reaction-diffusion line at depth intervals of the lowest intensity (gray line) crosses the phase separation line, and the reaction-diffusion line for the highest intensity reaches point A. After 9 s we assume the line to continue to $\alpha_{\text{max}}$ (dashed line). The composition of the polymer rich layers at the high intensity reaction-diffusion lines is predicted to 27 % LC.

rich layers can not be determined. If the phase separated droplets are small, as in this case, the concentration of the LC rich layers can be estimated around the composition at which the phase separation line is crossed: 35 % LC.

4.4 Conclusions

For the first time, layer concentrations of liquid crystal-polyacrylate reflection gratings have been measured by dynamic ToF-SIMS.

We suppressed evaporation of the mobile liquid crystals in the SIMS vacuum environment by adding an evaporation barrier of poly(vinyl alcohol), and during SIMS analysis by performing the analysis at cryogenic temperatures. All dynamic SIMS spectra were obtained following strictly the same SIMS analysis procedures.

With DFA we could reliable determine the LC concentrations of the layers of the reflection grating. As expected the concentrations fluctuated round 30 weight%LC, which was the concentration of the reaction mixture of the multilayer samples. The concentration of the LC-rich layers was determined to $32.9 \pm 3.4$ weight% LC and for the polymer-rich layers: $28.8 \pm 2.7$ weight% LC. The concentration of the polymer
rich layers are confirmed by the combined phase separation and reaction-diffusion model.

The concentration differences between the layers are low and consequently also the refractive index contrast between the layers is low. Nevertheless, efficient reflections from the gratings can be obtained as long as a sufficient number of layers is present.\textsuperscript{17}

The SIMS analysis verified the small concentration differences between the layers in the holographic recorded gratings which are in agreement with the model results. This supports further use of the simulation models to be applied on the cholesteric self-stratification process.

4.5 References
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Chapter 5

Cholesteric self-stratification process: Simulations

5.1 Introduction

The cholesteric self-stratification process is a novel and alternative route to produce stratified optical switches. Unlike methods based on two opposing interfering laser beams (holographic recordings) to produce Bragg gratings, it has the advantages of unlimited device size and a tunable pitch. The layer formation process is based on photopolymerization-induced phase separation, and the layer periodicity is determined by a periodic modulation of the reaction rate in depth of the reaction mixture. This is similar to the holographic recording however the underlying procedure to obtain the stratified films is different. While holographic layer formation is based on an intensity profile of interfering laser beams, the cholesteric self-stratification process makes use of an absorbed intensity profile in depth of a cholesteric reaction mixture.

The principle of the cholesteric self-stratification process is based on the self-organization of chiral nematic liquid crystals. All components in the reaction mixture, including a dichroic photoinitiator, align in the cholesteric LC phase. The absorbed intensity profile is created with linearly polarized light and the dichroic photoinitiators, which consist of elongated, rod-like molecules with their transition dipole moment for UV absorption parallel to the molecular long axis. The initiators mainly absorb the linearly polarized light at every depth where the light polarization direction is parallel to the molecular long axis. If the polarization of the curing light remains unaffected by the optical anisotropy of the cholesteric LCs, absorption maxima are obtained at every half cholesteric pitch (figure 5.1). The periodicity of the absorption profile relies on the cholesteric pitch, which is easily manipulated before polymerization by adding chiral dopants to the reaction mixture.

In order to realize the stratified PDLC switch by the cholesteric self-stratification process the reaction mixture has to fulfill certain demands. The requirements that were listed in chapter 1 are:

• allowing curing light to propagate through the reaction mixture without change in polarization to initiate the dichroic photoinitiator at every half cholesteric
pich
• having perfect miscible components in the cholesteric LC phase to align the dichroic photoinitiator and obtain the absorption profile
• favoring the polymerization-induced phase separation starting from the LC phase (in contrast to ordinary PDLC formation which involves phase separation from an isotropic phase)
• producing isotropic polymer layers with refractive index matching to one of the refractive indices of the aligned LCs

In this chapter we will focus on the absorption profile and the phase separation mechanism, by simulating the curing light propagation and the layer formation processes. First, the light absorption profile is predicted by simulating the propagation of the curing UV light through the cholesteric reaction mixture. Light propagating through anisotropic media experiences retardation which can differ in the x- and y-components of the electric field vectors. Depending on the birefringence and the cholesteric pitch, chiral nematic liquid crystals can reflect the light, transmit it unaffected, or fully guide the electric field vectors along with the cholesteric pitch. Here, the polarization and the guiding of the light will be studied by light propagation simulations. At the depths where the curing light polarization is parallel to the transition dipole moment, i.e. parallel to the long axis, of the dichroic

Figure 5.1: The principles of the cholesteric self-stratification process. A mixture of monomers, liquid crystals and dichroic photoinitiators are all in the chiral nematic phase (ordered in the cholesteric helices). Applying linearly polarized light on the cholesteric mixture, the dichroic photoinitiators aligned with the polarized light will most efficiently absorb the light; an absorption profile is created in depth. Polymers are predominantly formed at every half cholesteric pitch due to the absorption profile; this favors phase separation into stratified PDLCs. (Image kindly provided by Chris van Heesch).
photoinitiators, maximum absorption is obtained. The amount of absorbed light is determined by the extinction coefficient, additionally the absorption profile depends on the dichroism and the alignment of the initiators. Three photoinitiators are investigated experimentally and the dichroic ratio is measured. As input for the light propagation simulations, the refractive indices of the cholesteric reaction mixture are required at the wavelengths of the curing UV light. These were measured by ellipsometry.

Furthermore the layer formation process is studied by simulating the phase separation mechanisms during polymerization. We adapt the phase separation and the reaction-diffusion models (that were introduced in chapter 2) to the cholesteric self-stratification process. The temperature effects on the phase separation are discussed. The simulation results will be used to design experimental conditions to obtain multilayer large area optical switches.

### 5.2 Absorbed intensity profile

Aiming for stratified films reflecting visible light in the wavelength range of $400 < \lambda_{\text{ref}} < 650 \text{ nm}$, and assuming that the layer formation process is initiated at every half cholesteric pitch, the corresponding cholesteric pitch ($P_{\text{chol}}$, figure 5.2) is calculated as\textsuperscript{1,2}

\[ P_{\text{chol}} = \frac{\lambda_{\text{ref}}}{n_{\text{average}}} \]  \hspace{1cm} \text{(5.1)}

*Figure 5.2:* Cholesteric liquid crystals are aligned in planes that rotate in depth of the film. The distance at which the director has rotated $360^\circ$ is called the cholesteric pitch. Cholesteric liquid crystals reflect one handedness of circularly polarized light, the same handedness as the rotation of the cholesteric pitch. The other handedness is transmitted. (Image kindly provided by Chris van Heesch).
Estimating the average refractive index \( n_{\text{average}} \) to \( \sim 1.55 \), the cholesteric pitches reflecting visible wavelengths are between 270 to 430 nm.

For cholesteric reaction mixtures that reflect wavelengths much larger than the wavelength of the curing light \( \lambda \), the Mauguin regime is approached \( (\lambda \ll P_{\text{chol}}) \). In this regime the curing light is completely guided along with the cholesteric pitch (this effect is used in some LCDs). The Mauguin parameter indicates whether the polarization direction of the propagating light remains unaffected or is rotated with the cholesteric helix as:

\[
\frac{\pi \Delta n d}{\lambda \omega}
\]  

\( d \) is the thickness of the film, \( \Delta n \) is the birefringence \( (\Delta n = n_e - n_o) \) and \( \omega \) is the cumulative angle of rotation of the molecules \( (\omega = \frac{\pi}{180} \frac{360 n_{\text{average}} d}{\lambda_{\text{ref}}}) \), expressed in radians. When the Mauguin parameter is large, \( \gg 1 \), the light is guided along with the helix. For a typical cholesteric reaction mixture reflecting in green \( (\lambda_{\text{ref}} = 550 \text{ nm}, \Delta n \approx 0.17, d = 10 \mu m \text{ and } \omega \approx 170 \text{ radians}) \), the Mauguin parameter for \( \lambda = 351 \text{ nm} \) is approximately 0.09. The value of the Mauguin parameter indicates that the curing light \( (\lambda = 351 \text{ nm}) \) is only slightly rotated with the cholesteric pitch.

The optical rotation of cholesteric liquid crystals increases enormously when approaching the cholesteric reflection band. This is explained by not only the macroscopic properties as the birefringence of the LCs but also the optical activity of the chiral dopants, which are chiral liquid crystals inducing the cholesteric pitch. Isotropic dispersions of chiral molecules of a single handedness give rise to optical activity and it increases significantly at wavelengths close to the absorption of the molecules. In general with the applied concentrations and film thicknesses, optical rotation of chiral LCs in isotropic phase is very small and can be neglected. However, when aligned in the cholesteric phase the optical activity becomes particularly important at the edges of the reflection band, yielding light rotation of hundreds of degrees per \( \mu m \) (figure 5.3). The optical rotation \( (\varphi) \) in cholesteric liquid crystals can be predicted based on de Vries’ theories on cholesteric rotary powers.

\[
\varphi = - \frac{\pi \beta^2}{4 P_{\text{chol}} \lambda'} \left( 1 - \frac{\lambda'}{\lambda} \right)
\]  

\[
\beta = \frac{n_e(\lambda) - n_o(\lambda)}{\frac{1}{2} [n_e(\lambda) + n_o(\lambda)]}
\]  

\[
\lambda' = \frac{\lambda}{\lambda_{\text{ref}}}
\]

The optical rotation is dependent on the helical pitch \( (P_{\text{chol}}) \), the central wavelength of reflection \( (\lambda_{\text{ref}}) \), and the refractive indices \( (n_e \text{ and } n_o) \). To avoid severe optical rotation, photopolymerizations of the cholesteric films should be initiated with light having wavelengths at least 100 nm from the reflection band.

The linear curing light may not only be rotated but also elliptically polarized when propagating through the birefringent cholesteric liquid crystals. To predict the polarization direction of the propagating light we simulate the propagating electric field vectors for the curing UV-light through the depth of the cholesteric film. There
are several methods to simulate light propagation, however only the Berreman’s 4x4 matrix method is generalized to be applied on light propagation in any birefringent media, and especially cholesteric films. It treats the multiple reflections at all interfaces and gives exact solutions to the Maxwell wave equations (description in experimental section). Berreman’s 4x4 matrix method is generally used to predict reflection and transmission of cholesteric films, such a simulation is shown for a right handed cholesteric film in figure 5.4(a). We use Berreman’s 4x4 matrix method to simulate the electric field vectors of the propagating curing light. Electric field vectors can be written in Stokes parameters, from which the polarization direction and ellipticity can be deducted.

All light can be regarded as waves with an elliptical polarization. By studying the shape of the polarization ellipse, the polarization direction and state are obtained and can be expressed by the Stokes parameters. The four Stokes parameters are real quantities describing the polarization ellipse in terms of intensities:

\[ S_0 = E_x E_x^* + E_y E_y^* \]  \hspace{1cm} (5.6)
\[ S_1 = E_x E_x^* - E_y E_y^* \]  \hspace{1cm} (5.7)
\[ S_2 = E_x E_y^* + E_y E_x^* \]  \hspace{1cm} (5.8)
\[ S_3 = i(E_x E_y^* - E_y E_x^*) \]  \hspace{1cm} (5.9)

with the electric field vector in the x and y components as:

\[ E_x(t) = E_{0x}e^{i(\omega t - kx)} \]  \hspace{1cm} (5.10)
\[ E_y(t) = E_{0y}e^{i(\omega t - ky)} \]  \hspace{1cm} (5.11)

\( S_0 \) expresses the total intensity of the light. For completely polarized waves, \( S_0^2 = S_1^2 + S_2^2 + S_3^2 \) while partially polarized and unpolarized beams have a larger total
Figure 5.4: Berreman’s 4x4 matrix simulations of transmitted light that propagated through a righthanded cholesteric film reflecting 550 nm. Transmission spectra (a), and Stokes parameters (b); $S_1$ and $S_2$ indicate the polarization direction and $S_3$ reflects the amount of circularly polarized light of the transmitted light. The total intensity ($S_0$) is assumed to be constant.

intensity than the sum of the intensities of the polarized components ($S_1, S_2, S_3$). The directionality of the polarization is described by $S_1$ in vertical and horizontal directions and by $S_2$ in $+45^\circ$ and $-45^\circ$ directions to the horizontal axis (figure 5.5). The last parameter, $S_3$, explain the ellipticity of the light with the value -1 representing right circularly polarized light and +1 representing left circularly polarized light. Light polarizations can be visualized on the Poincaré sphere where each point on the sphere represents a state of polarization of the light. $S_1$ and $S_2$ are placed as two orthogonal vectors describing the direction of linearly polarized light, and $S_3$ is orthogonal to the $S_1$ and $S_2$ plane.

The azimuth angle ($\xi$) describes the polarization direction compared to the $S_1 = 1$ (horizontal) direction and is defined as:

$$\tan(2\xi) = \frac{S_2}{S_1} \quad -\pi/4 \leq \xi \leq \pi/4 \quad (5.12)$$

The ellipticity parameter, $S_3$, explains how much of the light is circularly polarized. In the case of perfect linearly polarized light, $S_3 = 0$. Studying the Stokes parameters of the propagating light, the polarization direction, and the ellipticity at the wavelengths of the curing light in depth of the reaction film is obtained. In order to simulate the propagation of light that addresses the photoinitiators, the refractive indices at the UV wavelengths are required. Refractive indices increase when approaching the maximum absorption wavelength, which is above 200 nm for molecules having conjugated multiple bonds\(^3\). For liquid crystals, the extraordinary and/or the ordinary refractive indices ($n_e, n_o$) can differ as much as 0.15 units between 600 and 350 nm\(^12\). To simulate the light propagation correctly, $n_e$ and $n_o$ are required as a function of wavelength, which can be measured by ellipsometry.
The absorbed light intensity profile in depth can be calculated from the angle between the molecular axis (which is obtained by the cholesteric helix) and the polarization direction of the light. Obviously, the photoinitiators are required to align with the cholesteric liquid crystals in order to obtain a periodic absorption profile. Due to the molecular structure and molecular dimension of dichroic photoinitiators it is assumed that they align with the liquid crystals. The preferential absorption along the molecular length axes of the initiator can be measured by absorption spectroscopy using incident light polarized in the extraordinary ($A_\parallel$) respectively in the ordinary ($A_\perp$) directions in uniaxially aligned, non-chiral, liquid crystals. The dichroic ratio is calculated as: $A_\parallel/A_\perp$. The ratio must be large enough to induce modulating reaction rates in depth of the film. Recently, this was achieved in a cholesteric mixture of two LC monomers, and during polymerization the modulating reaction rates induced diffusion of one of the monomers to the highest absorbed intensity which resulted in a deformed cholesteric pitch$^{13,6}$.

### 5.3 Phase separation mechanisms

The phase separation mechanisms induced by photopolymerization were introduced in chapter 2 for isotropic reaction mixtures. Phase separation can be considered as the process where a liquid phase, containing only liquid components (monomers and liquid crystals) emerges from the polymer network (consisting of polymer, monomers and liquid crystals). The latter phase is created during the polymerization of the monomer-LC mixture. Two phases can coexist when the system is in thermodynamically equilibrium, expressed as a minimum in Gibbs free energy. Three effects are assumed to contribute independently to the free energy of the system: isotropic mixing, network elasticity and nematic ordering. The isotropic mixing$^{14}$ takes into
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account the relative size of the molecules and the van der Waals interactions between different species. The elasticity of a cross-linked network can affect the phase separation considerably: dense cross-links can lead to phase separation at low monomer conversions\textsuperscript{15}. The theory of Maier and Saupe for nematic ordering is adopted to account for the contribution to the Gibbs free energy originating from the nematic ordering of the reactive and unreactive liquid crystalline molecules\textsuperscript{16}.

The expressions for the isotropic mixing and network elasticity that were derived in chapter 2 for holographic reaction mixtures can also be applied for the cholesteric self-stratification process. Using the approximations that the monomers and LCs have equal size ($N_{lc} = N_m = 1$), and that the interaction parameter $\chi$ is zero for the monomer-polymer interactions, the chemical potentials for the mixing term are:

\[
\frac{\Delta \mu_m^M}{k_B T} = \ln \phi_m + \phi_p + \chi_{m-lc}\phi_{lc}(\phi_{lc} + \phi_p) - \chi_{p-lc}\phi_{lc}\phi_p
\] (5.13)

\[
\frac{\Delta \mu_{lc}^M}{k_B T} = \ln \phi_{lc} + \phi_p + (\chi_{m-lc}\phi_m + \chi_{p-lc}\phi_p)(\phi_m + \phi_p)
\] (5.14)

where $\phi_i$ is the volume fraction of the monomers (m), liquid crystals (lc) or polymer (p).

The elastic network contribution is

\[
\frac{\Delta \mu_{el}^m}{k_B T} = \frac{\Delta \mu_{el}^{lc}}{k_B T} = \frac{1}{m_c} \left[ 1 - \frac{2}{f} \right] \phi_p
\] (5.15)

with $f$ the monomer functionality and $m_c$ the average chain length between cross-links. The latter can be expressed in the cross-linking probability ($P(\text{cross})$) as:

\[
m_c = \frac{\alpha}{P(\text{cross}) \cdot \kappa(\alpha)} = \frac{\alpha}{0.5f_x - x} \cdot \kappa(\alpha)
\] (5.16)

where $\alpha$ is the monomer conversion and $x$ is the double bond conversion. $\kappa(\alpha)$ is an efficiency factor accounting for the ineffective elastic network chains, the cross-linking efficiency is assumed to increase with the monomer conversion as: $\kappa(\alpha) = C_{eff} \cdot \alpha$.

The expressions for the nematic ordering contribution are different for the cholesteric self-stratification process compared to the holographic system in chapter 2. The cholesteric self-stratification starts from a chiral nematic phase, where the monomers are aligned with the LCs and have LC properties. Thus, the monomers contribute also to the nematic ordering, and the chemical potentials become\textsuperscript{17}:

\[
\frac{\Delta \mu_m^n}{kT} = \nu_{mm} s_m^2 \phi_m^2 + \nu_{mclc} s_{lc}^2 \phi_{lc}^2 + \nu_{mlc} s_m s_{lc} \phi_m \phi_{lc} - \ln Z_m
\] (5.17)

\[
\frac{\Delta \mu_{lc}^n}{kT} = \nu_{mm} s_m^2 \phi_m^2 + \nu_{mclc} s_{lc}^2 \phi_{lc}^2 + \nu_{mlc} s_m s_{lc} \phi_m \phi_{lc} - \ln Z_{lc}
\] (5.18)

where $s_m$ and $s_{lc}$ are the order parameters of the (liquid crystalline) monomers and (unreactive) LCs. The nematic partition functions ($\ln Z$) are calculated using equation 2.35. The influence on the order parameter when mixing isotropic molecules
with liquid crystals is known. However, when mixing two liquid crystalline components, the effect on the order parameter is difficult to simulate. Therefore we assume $s_m = s_{lc} = 0.6$ for the liquid crystals, the monomers, and mixtures of the two, in agreement with experimental observations. Finally, the nematic interaction terms ($\nu$) are obtained as:

\[
\nu_{mm} = 4.54 \frac{T_{ni,M}}{T}, \quad \nu_{lclc} = 4.54 \frac{T_{ni,LC}}{T} \quad (5.19)
\]

\[
\nu_{mlc} = c \sqrt{\nu_{mm} \nu_{lclc}} \quad (5.20)
\]

where $c$ is a proportionality constant characterizing the relative strength of the interactions$^{17}$. If the mixture of the monomers and LCs are azeotropic, i.e. have compositions at which both the nematic and the isotropic phase are in equilibrium, the value of the constant $c$ can be determined. Low values of $c (< 1)$ means that the nematic interactions are weak and the two components are more stable in their pure states than mixed. Strong nematic interactions ($c > 1$) exhibits well mixed nematic phase. Here we assume $c = 1$, which means that the (liquid crystalline) monomers and the unreactive LCs interact with equal magnitude.

5.4 Reaction-diffusion mechanisms

Photopolymerization kinetics for radical photopolymerization was described in chapter 2, and can be applied to derive the reaction rate for the cholesteric self-stratification process.

\[
- \frac{\partial [C=C]}{\partial t} = \frac{k_p}{\sqrt{k_t}} \left(1 - \frac{\alpha}{\alpha_{max}} \right) \sqrt{\Phi_{In} I_a(z)} [C=C] \quad (5.21)
\]

$- \frac{\partial [C=C]}{\partial t}$ is the polymerization rate converting double bonds ($[C=C]$). $k_p$ and $k_t$ are the rate constants for the propagation and termination reactions. The polymerization rate decreases with increasing monomer conversion ($\alpha$), and terminates when $\alpha_{max}$ is reached. $\Phi_{In}$ is the quantum efficiency of the photoinitiator, and $I_a(z)$ is the light absorption profile:

\[
I_a(z) = 2.3I_0 \epsilon_{In}(z) [In] z \quad (5.22)
\]

that depends on the light intensity ($I_0$), the photoinitiator concentration ($[In]$), the film thickness ($d$) and the extinction coefficient ($\epsilon_{In}(z)$). The intensity loss in depth of the film is assumed negligible since the photoinitiators absorb only a small fraction of the light.

The absorbed intensity profile is assumed to follow a periodic change in extinction ($\epsilon(z)$): from maximum to minimum absorption (with the absorption contrast, $V_{abs}$), and with an absorption pitch ($\Lambda_{abs}$) corresponding to the periodic depth at which the long axis of the initiator is aligned with the polarization direction of the curing light.

\[
\epsilon_{In}(z) = \int_0^d \epsilon_0 \left(1 + V_{abs} \cos \left[2\pi \frac{z}{\Lambda_{abs}} \right] \right) dz \quad (5.23)
\]
where $\epsilon_0$ is the isotropic extinction coefficient. The dichroic contrast ($V_{\text{abs}}$) is determined from the absorption parallel and perpendicular to the molecular long axis:

$$V_{\text{abs}} = \frac{A_\parallel - A_\perp}{A_\parallel}$$  \hspace{1cm} (5.24)

$A_\parallel$ and $A_\perp$ can be measured by absorption spectroscopy. $A_{\text{abs}}$ is predicted by light propagation simulations in depth of the cholesteric film.

The diffusion during polymerization was described in chapter 2 and can be applied on the cholesteric self-stratification process. The diffusion flux of the LCs is assumed to be determined by that of the monomers$^{18}$:

$$\frac{\partial \phi_m}{\partial t} = \frac{\partial}{\partial z} \left( \frac{D_m \phi_m \partial \mu_m}{kT} \frac{\partial \mu_m}{\partial z} \right)$$  \hspace{1cm} (5.25)

$$\frac{\partial \phi_{\text{lc}}}{\partial t} = - \frac{\partial \phi_m}{\partial t}$$  \hspace{1cm} (5.26)

where the diffusion constant $D_m$ decreases with increased monomer conversion:

$$D(\phi_m) = D_p \cdot e^{K_1(\frac{1}{\phi_m} + K_2)}$$  \hspace{1cm} (5.27)

$D_p$ is the monomer diffusion coefficient in pure polymer, and $K_1$ and $K_2$ are positive constants described in the free volume theory$^{19}$.

### 5.5 Experimental

#### 5.5.1 Materials

Nematic planar aligned polymer films were prepared from the reactive mesogen RM257 (LC-diacylate, Merck), with the addition of 2 weight% of the photoinitiator Irgacure 369 (IRG369, Ciba) and 1 weight% of the inhibitor hydroquinone (HQ, Aldrich), reaction mixture A in table 5.1(a). The latter was used to suppress thermal polymerization when keeping the mixture in nematic LC phase at 85°C. The chemical structures of the molecules are shown in figure 5.6. Cells with anti-parallel planar alignment layer of rubbed polyimide (AL1454, JSR), the cell gaps, and thus the thickness of the polymer films, were controlled by microscopic spacers to 5-30 $\mu$m. The cells were filled by capillary forces with the reaction mixture at 85°C (in nematic LC phase) continued by UV polymerization (0.3 mW cm$^{-2}$, Philips Cleo 15W) for 20 min at 85°C.

Chiral nematic polymer films were prepared by polymerizing chiral nematic mixtures of the reactive mesogen RM257 (Merck), the chiral dopant Palicolor LC756 (BASF) and the isotropic photoinitiator Irgacure 369 (IRG369, Ciba). The chemical structures are shown in figure 5.6 and the compositions of the reaction mixture used are given in table 5.1(a).
Figure 5.6: Chemicals used for the liquid crystalline polymer films for refractive index measurements and light propagation experiments. 1 reactive mesogen RM257, 2 isotropic photoinitiator IRG369, 3 inhibitor hydroquinone, and 4 chiral dopant LC756. Photoinitiators (5-7) and the nematic host (8) 5-PCH.

Glass cells were prepared with planar alignment layers of rubbed polyimide (AL1454, JSR), the rubbing directions in the cells were perpendicular with respect to each other. The latter in order to average out the retardation effects of the alignment layers (or rather the closest molecular LC layers at the interfaces of the alignment layers). The cell gaps were controlled by microscopic spacers to 17 and 26 μm. The cells were filled by capillary forces with the reaction mixture at 85°C (in chiral nematic phase). The samples were polymerized by UV light (0.3 mW cm⁻², Philips Cleo 15W) for 20 min at 85°C (in chiral nematic phase). The reflected wavelengths of the films were measured by UV-vis scanning spectropho-

Table 5.1: (a) Compositions of reaction mixtures for nematic and cholesteric films used to experimentally determine the refractive indices and the light propagation. (b) Films of the dichroic photoinitiators with the nematic host 5-PCH.

<table>
<thead>
<tr>
<th>Mixture</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>wt%</th>
<th>(a)</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>wt%</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM257</td>
<td>97</td>
<td>93.5</td>
<td>95</td>
<td>96</td>
<td></td>
<td>5-PCH</td>
<td>98.5</td>
<td>98.5</td>
<td>98.0</td>
<td>wt%</td>
</tr>
<tr>
<td>LC756</td>
<td>-</td>
<td>5.5</td>
<td>4</td>
<td>3</td>
<td></td>
<td>5</td>
<td>1.5</td>
<td>-</td>
<td>-</td>
<td>wt%</td>
</tr>
<tr>
<td>IRG369</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td>6</td>
<td>-</td>
<td>1.5</td>
<td>-</td>
<td>wt%</td>
</tr>
<tr>
<td>HQ</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>2.0</td>
<td>wt%</td>
</tr>
</tbody>
</table>

| cell thickness | 8.7 | 9.6 | 8.1 | μm |

(b)
Figure 5.7: The absorption of the nematic host 5-PCH. (Graph kindly provided by Blanca Serrano Ramón).

The absorption of linearly polarized light parallel and perpendicular to the molecular alignment direction was measured by spectroscopy (Shimadzu UV-3102PC equipped with MPC-3100). The absorbance of 5-PCH was subtracted from the absorption spectra of the initiators.

5.5.2 Ellipsometry and birefringence measurements

The extraordinary and the ordinary refractive indices as a function of wavelength can be measured by ellipsometry. The change in polarization state, detected as the change of the light intensity ratio ($|R_p|/|R_s|$) of the orthogonal electric field vectors, and the phase difference of the light after interacting with the sample are measured by ellipsometry. The polarization state and the phase difference of the reflected and transmitted light beams were measured by a Wollam VASE system (equipped with rotating analyzer and a sequential scanning xenon light source). From the
Fresnel's coefficients for reflection and transmission through a material with average refractive index $n_1$ and thickness $d_1$.

Change in polarization and phase of the light beam when transmitted or reflected from the sample surface (figure 5.8), the refractive indices can be extracted using the Fresnel reflection and transmission coefficients:\(^1,22:\)

\[
r_{01} = \frac{n_0 \cos \theta_0 - n_1 \cos \theta_1}{n_0 \cos \theta_0 + n_1 \cos \theta_1} \quad (5.28)
\]
\[
r_{p01} = \frac{n_1 \cos \theta_0 - n_0 \cos \theta_1}{n_1 \cos \theta_0 + n_0 \cos \theta_1} \quad (5.29)
\]
\[
r_{s12} = \frac{n_1 \cos \theta_1 - n_2 \cos \theta_2}{n_1 \cos \theta_1 + n_2 \cos \theta_2} \quad (5.30)
\]
\[
r_{p12} = \frac{n_2 \cos \theta_1 - n_1 \cos \theta_2}{n_2 \cos \theta_1 + n_1 \cos \theta_2} \quad (5.31)
\]
\[
t_{01} = \frac{2 n_0 \cos \theta_0}{n_0 \cos \theta_0 + n_1 \cos \theta_1} \quad (5.32)
\]
\[
r_{p01} = \frac{2 n_0 \cos \theta_0}{n_1 \cos \theta_0 + n_0 \cos \theta_1} \quad (5.33)
\]
\[
t_{12} = \frac{2 n_1 \cos \theta_1}{n_1 \cos \theta_1 + n_2 \cos \theta_2} \quad (5.34)
\]
\[
r_{p12} = \frac{2 n_1 \cos \theta_1}{n_2 \cos \theta_1 + n_1 \cos \theta_2} \quad (5.35)
\]

Where $n_0, n_1$ and $n_2$ are the refractive indices of the media (here the sample is medium 1, while the media with notations 0 and 2 are of air). The angles ($\theta_i$) are interrelated by the Snell’s law:

\[
n_0 \sin \theta_0 = n_1 \sin \theta_1 = n_2 \sin \theta_2 \quad (5.36)
\]

The sum of all reflection coefficients:

\[
r_{\text{tot}} = r_{01} + t_{01} r_{01} t_{10} e^{-2i\beta} + t_{01} r_{12} r_{10} t_{10} e^{-4i\beta} + \ldots \quad (5.37)
\]
where \( d \) is the film thickness and \( \beta = 2\pi \frac{d}{\lambda} \), converges into Fresnel reflection coefficients for light of the two polarization directions (\( p \) and \( s \)) as:

\[
R^p = \frac{r^p_{01} + r^p_{12} e^{-i2\beta}}{1 + r^p_{01}r^p_{12} e^{-i2\beta}} \tag{5.38}
\]

\[
R^s = \frac{r^s_{01} + r^s_{12} e^{-i2\beta}}{1 + r^s_{01}r^s_{12} e^{-i2\beta}} \tag{5.39}
\]

Similarly, the Fresnel transmission coefficients can be obtained. Measuring then polarization direction and phase while rotating both the polarizer and the analyzer, and varying the angle of incidence, the refractive indices of the anisotropic nematic LCs are obtained.

The refractive indices at 589 nm were measured by an Abbe refractometer (T2) by placing a free-standing planar aligned polymer film on the measuring crystal.

The polarization of a light beam passing through anisotropic media changes due to the birefringence of the anisotropic material. The birefringence (\( \Delta n \)) as a function of wavelength (\( \lambda \)) was measured on the planar nematic polymer films by transmission spectroscopy (Shimadzu UV-3102PC equipped with MPC-3100, optical setup in figure 5.9). The detected transmittance (\( T(\lambda) \)) depends on the birefringence (\( \Delta n \)) and sample thickness as:

\[
T(\lambda) = T_0 \sin^2 (2\theta) \sin^2 \left( \frac{\pi \Delta n(\lambda) d}{\lambda} \right) \tag{5.40}
\]

where \( \theta \) is the angle between the polarizer or analyzer and the molecular direction of the LCs (always 45° in our setup). \( d \) is the thickness of the polymer film. We express the birefringence with Cauchy’s dispersion equation:

\[
\Delta n(\lambda) = C_1 + \frac{C_2}{\lambda^2} \tag{5.41}
\]

where \( C_1 \) and \( C_2 \) are constants. \( C_1 \) can be regarded as the birefringence at large wavelengths (\( \Delta n_{\infty} \)). Inserting equation 5.41 into equation 5.40 and fitting the simu-
Figure 5.10: Experimental setup for transmission spectroscopy measuring polarization direction of the light that propagated through the cholesteric film. The first polarized is parallel to the molecular alignment direction at the first glass plate. The analyzer is rotated and the transmitted light is collected by the detector.

5.5.3 Light propagation through cholesteric films

Light rotation of the cholesteric films was investigated by measuring the direction of the (linear) polarized light exiting the cholesteric polymerized film by transmission spectroscopy using the setup shown in figure 5.10. Linearly polarized light enters the cholesteric film and the direction at which it leaves the sample is measured by rotating the analyzer. The intensity of light (per wavelength) leaving the sample is plotted as a function of the angle of the rotated analyzer ($\theta$). The transmitted light ($T$) is fitted by:

$$T = \cos^2 \theta$$  \hspace{1cm} (5.42)

From equation 5.42, the experimentally measured polarization directions of the transmitted light are obtained.

Berreman’s 4x4 matrix method

Simulations of light propagation through cholesteric polymer films were computed using the Berreman’s 4x4 matrix method. It simulates how plane electromagnetic waves ($\Psi(z)$) propagate through stratified and nonmagnetic dielectric media\textsuperscript{7,8,9,1} (figure 5.11). Reducing the Maxwell equations we obtain

$$\frac{\partial}{\partial z} \Psi(z) = \frac{\omega}{c} D(z) \Psi(z)$$ \hspace{1cm} (5.43)

where $c$ is the speed of light and $\omega$ is the angular frequency. $D(z)$ is the differential propagation matrix including material characteristic properties as the dielectric
The reflected and transmitted electric field vectors calculated by Berreman’s 4x4 matrix method for light propagating in depth through a cholesteric liquid crystal.

constants ($\epsilon$):

$$D(z) = \begin{bmatrix}
-i \left( \frac{k c}{\omega} \right) \frac{\epsilon_{xx}}{\epsilon_{zz}} & -i \left( \frac{k c}{\omega} \right)^2 \frac{\epsilon_{xz}}{\epsilon_{zz}} & -i \left( \frac{k c}{\omega} \right) \frac{\epsilon_{yz}}{\epsilon_{zz}} & 0 \\
-\epsilon_{xx} + \frac{\epsilon_{xx}}{\epsilon_{zz}} & 0 & \epsilon_{xx} & \epsilon_{xy} \\
0 & 0 & 0 & 0 \\
\frac{\epsilon_{xx} \epsilon_{yz}}{\epsilon_{zz}} - \epsilon_{xy} & -i \left( \frac{k c}{\omega} \right) \frac{\epsilon_{xz}}{\epsilon_{zz}} & \frac{\epsilon_{xx}^2}{\epsilon_{zz}} - \epsilon_{yy} & \left( \frac{k c}{\omega} \right)^2 0
\end{bmatrix}$$ (5.44)

The x and y directions are in the plane perpendicular to the depth direction ($z$) of the media and $\epsilon = n^2$, $k$ is the wave vector.

For very small depth intervals $\Delta z$ for which the change in material properties negligible, the differential propagation matrix can be assumed constant. Then equation 5.43 can be approximated by:

$$\Psi(z + \Delta z) = e^{(\omega/c)\Delta z D(z)} \Psi(z)$$ (5.45)

Repeated matrix multiplications over the small steps of $\Delta z$ over the whole sample thickness ($N \Delta z$) results in the general propagation matrix $F$. Using $F$, the electromagnetic waves from one side of the cholesteric film ($\Psi_{N \Delta z}$) to the other ($\Psi_0$) can be calculated.

$$\Psi_{N \Delta z} = e^{(\omega/c)\Delta z N D(zN)} \cdot e^{(\omega/c)\Delta z N - 1 D(zN - 1)} \cdot \ldots \cdot e^{(\omega/c)\Delta z 1 D(z 1)} \cdot \Psi_0 = F \Psi_0$$ (5.46)

The electric field vectors for the transmitted and reflected light are obtained from the following relations:

$$\Psi_0 = \Psi_i + \Psi_r$$
$$\Psi_{N \Delta z} = \Psi_t$$
$$\Psi_t = F(\Psi_i + \Psi_r)$$

The polarization direction and ellipticity of the light at every depth in the film are obtained by analyzing the electric field vectors after each multiplication step in equation 5.46.
Simulations of the phase separation and reaction diffusion behavior for the cholesteric self-stratification process were performed for diacrylate monomers (with functionality $f = 4$). We assume the polymerization to proceed towards completion, giving $\alpha_{\text{max}} = 1$ and $x_{\text{max}} = 1$, and use the mean-field theory to link $\alpha$ to $x$ (chapter 2). Since we use cross-linking monomers we assume $C_{\text{eff}} = 1$.

Diffusion coefficients for material transport parallel to the molecular long axis have been measured to be 1.4 times larger than perpendicular\(^{24}\). Reported values of diffusion coefficients (parallel to the LC long axis) for liquid crystals in the nematic LC phase are similar to those in the isotropic phase\(^{25,18,26,27}\), and values are generally in the range of $10^{-10}$ $m^2 s^{-1}$. Since the diffusion in depth of the film is perpendicular to the length axis of the molecules, the lower diffusion constant has to be considered in the simulations. The monomer diffusion is assumed to be dominant over the diffusion of the non-reactive materials (discussed in chapter 2) and determines material flux. Table 5.2 shows the simulation parameters.

### Table 5.2: Values of simulation parameters for the combined phase separation and reaction-diffusion models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_p$</td>
<td>298</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>1-10</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>&lt;0.0005</td>
</tr>
<tr>
<td>$\chi$</td>
<td>0.5</td>
</tr>
<tr>
<td>$C_{\text{eff}}$</td>
<td>1</td>
</tr>
<tr>
<td>$s_{\text{LC}}$</td>
<td>0.6</td>
</tr>
<tr>
<td>$s_m$</td>
<td>0.6</td>
</tr>
<tr>
<td>$k_p/\sqrt{k_t}$</td>
<td>1</td>
</tr>
<tr>
<td>$x_{\text{max}}$</td>
<td>1</td>
</tr>
<tr>
<td>$\alpha_{\text{max}}$</td>
<td>1</td>
</tr>
<tr>
<td>$f$</td>
<td>4</td>
</tr>
<tr>
<td>$\Phi_{\text{In}}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\epsilon_{\text{In}}(z)$</td>
<td>eq. 5.23</td>
</tr>
<tr>
<td>$E_{\text{photons}}$</td>
<td>3.4·$10^5$</td>
</tr>
<tr>
<td>$I_0$</td>
<td>0.05-250</td>
</tr>
<tr>
<td>$V_{\text{abs}}$</td>
<td>section 5.6.1</td>
</tr>
<tr>
<td>$\Lambda_{\text{abs}}$</td>
<td>200</td>
</tr>
<tr>
<td>$D_m$</td>
<td>0.7·$10^{-10}$</td>
</tr>
<tr>
<td>$K_1$</td>
<td>0.21</td>
</tr>
<tr>
<td>$K_2$</td>
<td>0</td>
</tr>
</tbody>
</table>
5.6 Results and discussion

5.6.1 Absorbed light intensity profile

Ordinary and extraordinary refractive indices

The wavelength dependent refractive indices \(n_e(\lambda)\) and \(n_o(\lambda)\) of the cholesteric reaction mixtures are required for the light propagation simulations. It is assumed that the refractive indices of the cholesteric reaction mixtures B, C and D (table 5.1(a)) resemble those of the nematic LC reaction mixture A, since only small amounts of the chiral dopant is present in B, C and D. Also it is assumed that the refractive indices of mixture A - before polymerization - resemble those of the polymerized films. The ordinary refractive index of planar aligned poly(RM257) (from mixture A) was measured to be 1.546 at 589 nm with the Abbe refractometer. Since the optical properties of the liquid crystal polymer films are wavelength dependent, the refractive indices increases drastically, \(n_e\) more than \(n_o\), at wavelengths approaching to the absorption maximum of molecules. The wavelength of the curing UV light is close to the absorption of the molecules, and the refractive indices in this wavelength region needs to be measured.

Ellipsometry measurements on the polymerized planar aligned LC films yielded \(n_o\) and \(n_e\) in the wavelength range of 300–800 nm (figure 5.12). Good agreements of the birefringence are obtained for wavelengths between 400-800 nm when comparing the ellipsometry measurements with the transmission measurements (figure 5.13(a)). The transmission of the planar aligned nematic polymer films were measured using the optical setup shown in figure 5.9. The birefringence was obtained by fitting the

<table>
<thead>
<tr>
<th>(\lambda) [nm]</th>
<th>(n_e)</th>
<th>(n_o)</th>
<th>(\Delta n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>351</td>
<td>1.80</td>
<td>1.61</td>
<td>0.19</td>
</tr>
<tr>
<td>365</td>
<td>1.78</td>
<td>1.60</td>
<td>0.18</td>
</tr>
<tr>
<td>589</td>
<td>1.67</td>
<td>1.54</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Figure 5.12: (a) Refractive indices of polymerized planar aligned RM257 measured by ellipsometry. \(n_e\) (gray line), \(n_o\) (black line) and the average refractive index (black thin line). (b) Refractive indices and birefringence at 351, 365 and 589 nm.
transmission measurements with equations 5.40 and 5.41 using two Cauchy constants ($C_1$ and $C_2$) and the film thickness as fitting parameters, figure 5.13(b) shows such a fit. The intensity of the transmitted light decreases at low wavelengths due to absorption and/or scattering of light by the sample itself. This complicates the fitting procedure and the interpolation (lines in figure 5.13(a)) of the birefringence obtained from the transmission data gives lower $\Delta n$ than the ellipsometry measured birefringence (gray line in figure 5.13(a)). The mathematical approximation, the Caushy function (equation 5.41), used to fit the transmission data is obviously not sufficient to predict refractive indices close to the absorption band.

**Figure 5.13:** (a) Birefringence measurements of polymerized RM257: ellipsometry data (gray line), transmission spectroscopy data (▲) and interpolation of the spectroscopy data (black line). (b) The transmission of planar aligned polymerized RM257 using the optical setup in figure 5.9. Black line: experimental measured transmission, gray line: fitted curve with equations 5.40 and 5.41.
Light propagation simulations

Four polymerized cholesteric films were prepared to verify the light propagation simulations. The two first cholesteric films (1 and 2) were prepared from reaction mixture B (table 5.1(a)) and the central wavelength ($\lambda_{\text{ref}}$) in the reflectance band for the two films is 490 nm (figure 5.14(a)). Sample 1 has a thickness of 17 $\mu$m and the thickness of sample 2 is 26 $\mu$m. The other two cholesteric films (3 and 4) were polymerized from mixture C and D, with $\lambda_{\text{ref}} = 710$ nm and 930 nm, respectively. The sample thicknesses of 3 and 4 are 17 $\mu$m. The reflected wavelengths were

![Graph showing transmission measurements](image)

**Figure 5.14:** Transmission measurements of the four polymerized test samples, the loss in transmission visualizes the reflection band of the cholesteric films. Sample 1 and 2 are prepared from the same reaction mixture and the central wavelength in the resonance band ($\lambda_{\text{ref}}$) is 490 nm. Sample 3 reflects at red with $\lambda_{\text{ref}} = 710$ nm, and sample 4 reflects outside the visible range with $\lambda_{\text{ref}} = 930$ nm. (b) - (d): Measured intensities of transmitted linearly polarized light as a function of polar angle providing the polarization direction of the transmitted light of the cholesteric 1 for wavelengths 351 nm (b), in the reflection band at $\lambda = \lambda_{\text{ref}} = 490$ nm (c) and for 700 nm (d). The measurements are fitted with equation 5.42 (black line). The incident light was polarized in the horizontal, $\theta^0$, direction.
measured by spectroscopy in transmission mode. At low wavelengths (< 400 nm) the transmission is decreased in the spectra due to absorption by the materials, but also scattering. The latter decreases the transmitted intensity at all measured wavelengths.

Light simulations of the polarization directions of the propagating light are compared with the experimental measured polarization directions of the transmitted linearly polarized light of four test samples. The transmitted light polarization from the films was measured with transmission spectroscopy using the optical setup in figure 5.10. At each wavelength the intensities were collected in all directions by rotating the analyzer, and the polarization direction was obtained by fitting the transmission data with equation 5.42. In figure 5.14 the polarization directions of the transmitted light at 351, 490 and 700 nm are shown for sample 1. Inside the reflection band of the cholesteric film (at 490 nm) part of the light is reflected as righthanded circularly polarized light, and part of the light is transmitted as lefthanded circularly polarized light which is detected as equal intensities in all directions.

To simulate the light propagation through the cholesteric films, the wavelength dependent refractive indices were applied (figure 5.12). We assume that the optical properties remain constant when adding (low amounts of) chiral dopants (LC756) to the nematic monomer RM257 to obtain cholesteric LC phase. Using linearly polarized incident light ($S_1 = 1$, $S_2 = 0$ and $S_3 = 0$), the Stokes parameters of the transmitted light were simulated with Berreman’s 4x4 matrix method for the four cholesteric test samples. In figure 5.15, the Stokes parameters for the transmitted

![Figure 5.15: Simulated Stokes parameters of the transmitted light that entered as linearly polarized in the horizontal direction ($S_1 = 1$, $S_2 = 0$ and $S_3 = 0$). The cholesteric pitch and sample thickness equals that of the cholesteric test sample 1 ($\lambda_{ref} = 490$ nm, $d = 17$ µm). The transmitted light in the reflection band is left circulatpolarized ($S_3 = +1$ and $S_1 = S_2 = 0$). Outside the reflection band the transmitted polarization direction remains mainly linearly polarized (since $S_3 \approx 0$), and the polarization direction can be retrieved from $S_1$ and $S_2$.](image-url)
light are plotted for sample 1. Left circularly polarized light ($S_3 = +1$) is transmitted through the reflection band of the right handed cholesteric film. Close to the reflection band the Stokes parameters change rapidly in value due to the increased optical rotation. For wavelengths lower and higher than the reflection band, the transmitted light is only slightly elliptical polarized ($S_3 \approx 0$).

Comparisons between experimentally measured and simulated transmitted polarization directions yield good agreements for all test samples (figure 5.16). At low wavelengths ($\lambda < 450$ nm) deviations of 10 to 35 degrees between the measured and simulated polarization directions are measured. The deviation in this region ($350$ nm $< \lambda < 450$ nm) is larger for sample 1 and 2, similar behavior has been noted elsewhere$^{28}$ and can be explained by the proximity of the reflection band ($\lambda_{\text{ref}} = 490$ nm) which gives additional optical rotation. Close to the band edges of the reflection band, all samples show large deviations between the measured and simulated polarization directions, due to the increased optical rotation that is not simulated in the Berreman’s light propagation method.

The Stokes parameters in depth of the samples were simulated using the Berre-
Figure 5.17: (a) Simulated Stokes parameters for the propagating wavelength 351 nm in depth of sample 1. (b) The rotating molecular direction (thin line) and the simulated rotated polarization of the propagating light represented by the Stokes parameters: $S_1$ (dashed line) and $S_2$ (dotted line) in sample 1. (c) The absorption profile, with maximum absorption where the director is parallel to the polarization and minimum where they are orthogonal. The absorption pitch ($V_{abs}$) is the distance between the minimum and maximum. (d) The small difference between the half cholesteric pitch (black line) and the simulated initiation pitch (■) increases with the cholesteric pitch, to 5 nm deviation for cholesteric films reflecting at 900 nm.

man’s 4x4 matrix formulation. Such a simulation is shown in figure 5.17 for a 17 µm cholesteric film reflecting at 490 nm (comparable to test sample 1). By knowing the polarization direction of the propagating light and the dichroic photoinitiators alignment, we can predict the absorption pitch ($\Lambda_{abs}$) of the absorbed light intensity profile. At every depth that the light polarization direction is parallel with the molecular length direction of the initiator, absorption maximum is obtained (figure 5.17). From simulations of light propagation through cholesteric films reflecting between 400 to 900 nm, we find that the ellipticity of the propagating light remains low ($< 0.25$), and a small maximum deviation (less than 5 nm) between the simulated absorption pitch and half of the cholesteric pitch is detected. The deviation increases
Table 5.3: Simulated Stokes parameters at the curing wavelength (351 nm) for cholesteric reaction mixtures reflecting light at different wavelengths (\(\lambda_{\text{ref}}\)), the cholesteric pitch is calculated using wavelength dependent refractive indices in figure 5.12.

<table>
<thead>
<tr>
<th>(\lambda_{\text{ref}}) [nm]</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
<th>1000</th>
<th>1100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cholesteric pitch [nm]</td>
<td>490</td>
<td>626</td>
<td>756</td>
<td>884</td>
<td>1010</td>
<td>1136</td>
<td>1264</td>
<td>1390</td>
</tr>
<tr>
<td>(S_0)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(S_1)</td>
<td>0.88</td>
<td>-0.29</td>
<td>-0.35</td>
<td>-0.16</td>
<td>0.19</td>
<td>0.54</td>
<td>0.77</td>
<td>0.91</td>
</tr>
<tr>
<td>(S_2)</td>
<td>0.44</td>
<td>-0.94</td>
<td>-0.91</td>
<td>-0.96</td>
<td>-0.94</td>
<td>-0.79</td>
<td>-0.54</td>
<td>-0.18</td>
</tr>
<tr>
<td>(S_3)</td>
<td>0.18</td>
<td>0.18</td>
<td>0.21</td>
<td>0.24</td>
<td>0.27</td>
<td>0.30</td>
<td>0.34</td>
<td>0.37</td>
</tr>
</tbody>
</table>

with the cholesteric pitch (figure 5.17). The light guiding of the propagating light is much slower than the rotation of the cholesteric pitch. For the simulation sample in figure 5.17, the light polarization is rotated ca 45° at a depth of 6 µm, while the cholesteric director rotate 20×360° (figure 5.17). The influence of the rotating light is therefore small, and the absorption pitch can therefore be approximated to half of the cholesteric pitch.

When the cholesteric film reflects light of wavelengths above 900 nm, the ellipticity of the propagating curing light exceeds 30% (table 5.3). Elliptical light will not favor the preferential absorption of the dichroic photoinitiators, and should be omitted. To avoid elliptical propagating light for obtaining larger layer pitches, dichroic photoinitiators absorbing light of larger wavelengths, but below the reflection wavelength of the reaction mixture, are required.

Dichroic ratio

The absorption spectra of the three photoinitiators (figure 5.6) show that the initiators have larger absorption of light polarized along the long axis (extraordinary direction) than along the short axis (ordinary direction, figure 5.18, the absorption of the nematic host 5-PCH is subtracted from the spectra). The contrast in absorption in the parallel respectively perpendicular direction indicates that the photoinitiators are aligned with the nematic host. The dichroic ratio \(A_{//}/A_{\perp}\) was measured to 4.5–5.6, averaged over the wavelength for which absorption in both polarization directions were detected (table 5.4). From other studies, a dichroic ratio \(= 6.7\) of photoinitiator 7 was reported\(^\text{28}\). The dichroic ratio is dependent on the order of the nematic host (5-PCH), with a host having higher order parameter \((s > 0.5)\) the dichroic ratio is also increased. For all three initiators the absorption of light polarized in the ordinary direction is low at 351 nm, and very low at 365 nm, which improves the absorption contrast. In general the absorption is low at the curing wavelengths (350 – 365 nm) and is preferable for the polymerization reaction in order not to decrease the intensity significantly in depth of the film. The absorption contrast \(V_{\text{abs}}\) corresponding to dichroic ratios between 4.5–5.6 are 0.78–0.82 (using equation 5.24).

The isotropic extinction coefficients \((\epsilon_0)\) for the photoinitiators 5 and 6 were measured by absorption spectroscopy of isotropic dispersed initiator in a solvent.
**Figure 5.18:** The absorption parallel and perpendicular to the molecular direction measured by spectroscopy on the three photoinitiators: (a) Dichroic photoinitiator 5, (b) dichroic photoinitiator 6 and (c) dichroic photoinitiator 7. (Graphs kindly provided by Blanca Serrano Ramón).

<table>
<thead>
<tr>
<th>photoinitiator</th>
<th>dichroic ratio</th>
<th>$V_{abs}$</th>
<th>$\epsilon_{351}$</th>
<th>$\epsilon_{365}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.6</td>
<td>0.83</td>
<td>3330</td>
<td>560</td>
</tr>
<tr>
<td>6</td>
<td>4.5</td>
<td>0.78</td>
<td>4900</td>
<td>830</td>
</tr>
<tr>
<td>7</td>
<td>5.3</td>
<td>0.81</td>
<td>340†</td>
<td>64†</td>
</tr>
</tbody>
</table>

† Extinction coefficients estimated using $\epsilon = \frac{2A_{perp} + A_{parallel}}{2cl}$. $A_{perp}$ and $A_{parallel}$ from figure 5.18(c). $l$ is the thickness of the cell, and $c = 0.054$ moles/l (molar concentration of 7 in 5-PCH).
(tetrahydrofuran). The extinction coefficients for 351 and 365 nm are given in table 5.4. The extinction coefficients for 7 are estimated from the absorption spectra in figure 5.18(c).

5.6.2 Combined phase separation - reaction diffusion model

In chapter 2 the parameters that influence the phase separation mechanisms from an isotropic reaction mixture were studied: the interaction between the molecules (χ), the network elasticity (κ(α)) and the nematic ordering. For the cholesteric self-stratification process the reaction mixture is in the chiral nematic phase, i.e. both the unreactive LCs and the monomers are ordered in the liquid crystalline phase and the nematic ordering contribution arises from both compounds in the mixture. Even though the monomers do not necessarily need to be liquid crystalline, they are required not to disturb the cholesteric phase. The magnitude of the nematic ordering contribution depends on the reaction temperature relative to the clearing temperature of the mixture. A liquid crystalline phase is guaranteed by choosing the polymerization temperature (T_p) below the clearing temperature of the monomers and that of the unreactive LCs. For temperatures above the clearing temperature, in the isotropic phase, no nematic ordering is present (and also not simulated). This is also the case for isotropic monomers that do not have a clearing temperature.

Additionally, the reaction-diffusion mechanisms need to be understood, and controlled in order to favor a reaction rate gradient in depth of the sample that induces phase separation into polymer- and LC-rich layers. The difference in reaction rate at the low and high absorbed intensities induces diffusion of monomers to the reactive sites (primarily at the highest absorbed intensity depths), and counter diffusion of unreactive LCs towards the depths with lower intensity. Combining the phase separation properties of the system with the reaction-diffusion kinetics, the grating morphology can be predicted (chapter 2 and 4 for holographic reflection gratings). Ideally, the reaction-diffusion lines at the lowest absorbed intensities should cross the phase separation line, while the reaction-diffusion lines at the highest absorbed intensities should not.

The phase separation behavior for the cholesteric reaction mixtures is simulated to predict the PS qualities of the cholesteric systems, followed by simulations of the reaction-diffusion behavior to predict the final grating morphology. The phase separation modeling predicts the photopolymerization-induced phase separation that forms stratified PDLCs.

Phase separation lines

The clearing temperature of the reaction mixtures of LC monomers and unreactive LCs (T_n*i(mix)) is approximated by

\[ T_{n^*i(mix)} = φ_{lc} \cdot T_{n^*i(LC)} + (1 - φ_{lc}) \cdot T_{n^*i(M)} \]

The linear behavior of \( T_{n^*i(mix)} \) may not be true for all real mixtures, but serves as an approximation for the clearing temperature. The clearing temperature of the
reaction mixtures compared to the reaction temperature determine whether a certain concentration of a reaction mixture is in the LC phase or is isotropic (see figure 5.19). From such a comparison the concentrations of the reaction mixture in order to be LC can be estimated. The exact clearing temperatures of the mixtures have to be experimentally determined. Also, $T_{n^{\ast}i}^{(\text{mix})}$ indicates below which temperatures the nematic ordering contributes to the phase separation mechanisms. Polymerization temperatures ($T_p$) can be chosen so that:

1. $T_p$ is below the clearing temperature of the unreactive LCs, but above the clearing temperature of the monomers: $T_{n^{\ast}i}^{(\text{LC})} > T_p > T_{n^{\ast}i}^{(M)}$. This is equivalent to using isotropic monomers (replacing $T_{n^{\ast}i}^{(M)}$ with $T_m^{(M)}$ = melting temperature).

2. $T_p$ is above the clearing temperature of the unreactive LCs, but below the clearing temperature of the monomers: $T_{n^{\ast}i}^{(\text{LC})} < T_p < T_{n^{\ast}i}^{(M)}$.

3. $T_p$ is below the clearing temperature of both the unreactive LCs and the monomers: $T_{n^{\ast}i}^{(\text{LC})} > T$, and $T_{n^{\ast}i}^{(M)} > T$.

The phase separation simulations are performed without considering crystallization of the mixtures. At reaction temperatures below the clearing temperature, crystallization is possible and may be experimentally verified. Liquid crystal mixtures can remain chiral nematic even at temperatures below the crystallization temperatures, i.e. when mixtures become supercooled and remain the liquid crystalline phases. Due to the retarded crystal nucleation and decreased mobility in the supercooled mixtures the ordered phases remain. Eventually the mixtures will crystallize. Supercooled reaction mixtures might generate well ordered cholesteric LC phases and thus stable absorption profiles, but the decreased mobility does not favor the
Figure 5.20: Case 1. Clearing temperatures of reaction mixtures determines the phase (isotropic of liquid crystalline phase) of the mixture. 1: The reaction temperature is chosen in between the clearing temperature of the unreactive LCs and the monomers \( T_p = T_{n^*i(M)} + 10 \) and \( T_p = T_{n^*i(LC)} - 10 \). 2: The reaction temperature is closer to the clearing temperature of the monomers \( T_p = T_{n^*i(M)} + 10 \) and \( T_p = T_{n^*i(LC)} - 30 \).

diffusion during the polymerization. For the simulations in this chapter, we assume that crystallization and supercooling are not present.

For a reaction temperature exactly between \( T_{n^*i(LC)} \) and \( T_{n^*i(M)} \) (1 in figure 5.20), the reaction mixture changes from isotropic to liquid crystalline at \( \phi_{lc} = 0.5 \). A reaction temperature closer to \( T_{n^*i(M)} \) than \( T_{n^*i(LC)} \) (2 in figure 5.20) needs less unreactive LCs to ensure the liquid crystalline state \( \phi_{lc} = 0.25 \). The latter allows a larger range of concentrations for reaction mixtures in the LC phase. The phase separation mechanisms are shown in the ternary conversion-phase diagram in figure 5.21. Due to larger contributions from nematic ordering for reaction temperatures closer to \( T_{n^*i(M)} \) than \( T_{n^*i(LC)} \) (2 in figure 5.21), phase separation occurs at smaller amounts of polymer (lower monomer conversions).

In figure 5.21, the solubility limit for 1 is found to be \( \phi_{lc} = 0.37 \), however a reaction mixture at that polymerization temperature (dotted line in figure 5.20) 37% LCs of mixture 1 is isotropic and is thus not suitable for the cholesteric self-stratification process. Only at \( \phi_{lc} > 0.5 \) the reaction mixture of 1 becomes liquid crystalline, but starting with 50% LC in the reaction mixture requires a decrease in the concentration by 13% in order not to cross the phase separation line by the reaction-diffusion lines from the high absorbed intensity depths.

For 2 (in figure 5.21) the solubility limit is lower, at \( \phi_{lc} = 0.32 \). A reaction mixture with 32% LC for 2, is liquid crystalline. Starting with a reaction mixture composed of \( \phi_{lc} > 0.25 \), the reaction-diffusion lines at the depths with the highest absorbed intensities can enter the isotropic state, while the reaction-diffusion lines
at the lowest absorbed intensities stays in the liquid crystalline state. In this way, the polymer-rich layers could be assumed becoming isotropic.

Next the second case of reaction temperatures: \( T_p \) is above the clearing temperature of the unreactive LCs, but below the clearing temperature of the monomers (case 2, figure 5.19)

\[
T_{n^*i(LC)} < T_p < T_{n^*i(M)}
\]

The clearing temperatures of reaction mixtures (figure 5.22) show the reversed state compared to the former case. Since the chosen temperature \( T_p \) is higher than the clearing temperature of the unreactive LCs, the reaction mixtures with high contents of unreactive LCs are isotropic. The solubility limit of LCs in the polymer network is \( \phi_{lc} = 0.39 \) (figure 5.23). A reaction mixture with 39% unreactive LCs is in the LC phase (figure 5.21). The formed polymer will remain anisotropic (and not become isotropic) since the polymerization temperature is below the clearing temperature of the monomers \( (T_p < T_{n^*i(M)}) \). Another disadvantage is that the compositions at the low intensity regions may become isotropic. Without the LC order, the dichroic photoinitiators are also disordered with a lost absorption profile giving less contrast between the polymer rich and LC rich layer as a result.

In figures 5.21 and 5.23, one phase separation line per set, is found, and no nematic-isotropic phase separation lines are present (as was the case for the holographic reaction mixtures in chapter 2). Examining the state of the phase separated liquids (phase II), it was found that all possible compositions of phase II were either nematic (figure 5.21) or isotropic (5.23). Therefore only one phase separation line is present.
Figure 5.22: Case 2. Clearing temperatures of reaction mixtures determines the phase (isotropic of liquid crystalline phase) of the mixture for a reaction temperature between the clearing temperature of the unreactive LCs and the monomers ($T_p = T_n^{*i(M)} - 10$ and $T_p = T_n^{*i(LC)} + 10$).

Figure 5.23: Phase separation line of the reaction mixture in figure 5.22.
Figure 5.24: Case 3. Clearing temperatures of liquid crystalline reaction mixtures: 1: \( T_p = T_n^{*i(LC)} - 10 \) and \( T_p = T_n^{*i(M)} - 10 \), 2: \( T_p = T_n^{*i(LC)} - 10 \) and \( T_p = T_n^{*i(M)} - 20 \), 3: \( T_p = T_n^{*i(LC)} - 10 \) and \( T_p = T_n^{*i(M)} - 30 \), 4: \( T_p = T_n^{*i(LC)} - 10 \) and \( T_p = T_n^{*i(M)} - 40 \), and 5: \( T_p = T_n^{*i(LC)} - 10 \) and \( T_p = T_n^{*i(M)} - 50 \).

For the last of the three temperature cases, \( T_p \) is below the clearing temperatures of both the unreactive LCs and the monomers,

\[
T_n^{*i(LC)} > T \quad \text{and} \quad T_{n^{*i}(M)} > T
\]

all composition of reaction mixtures are liquid crystalline (figure 5.24). Increasing the difference between the clearing temperatures, the phase separated area increases. At a certain difference, \( T_n^{*i(M)} \geq T_n^{*i(LC)} + 40 \) (4 and 5 in figure 5.25), miscible and homogeneous mixtures are found at two isolated positions in the conversion phase diagram: in the top left part of the diagram - for large LC and low polymer contents, and in the bottom right corner of the diagram - for low LC and large polymer contents. In the other parts of the diagram the polymer network can not hold unreactive liquids and instantaneous phase separation occurs. The miscible phase in the bottom right corner of the diagram is only accessible from right to left: by swelling a polymer network with monomers and LCs, because of phase separation of the monomers and LCs.

**Reaction-diffusion lines**

Material transport is only possible when there is a gradient in the chemical potential between two subsequent depth intervals. In chapter 2 the effects on the material flux regarding the polymerization rate and value of the diffusion constants were studied for the holographic exposures. There are some differences in material properties of the holographic and cholesteric self-stratification processes that can influence the
Figure 5.25: Phase separation lines for 1-5 from figure 5.24.

reaction-diffusion kinetics: the monomer functionality, the extinction coefficient of the photoinitiator and the diffusion constant.

While the holographic reaction mixtures contained high-functional monomers, the cholesteric self-stratification process requires lower functional reactive species in order not to disrupt the liquid crystalline phase with bulky multi-functional monomers. Lowering the functionality of the monomers may decrease the polymerization rate and change the elastic properties of the network formed. The extinction coefficients of the dichroic monomers were found to be four times lower than the extinction coefficient of the isotropic PI used for the holographic recordings. Since the reaction rate is proportional to the square root of the extinction coefficient, using the dichroic photoinitiators reduces the rate to the half.

The influences of the diffusion coefficients on the reaction-diffusion behavior in isotropic reaction mixtures were investigated in chapter 2. It was found that the small changes of the initial value of the diffusion coefficient did hardly affect the diffusion during polymerization (for 150nm grating pitches). For ordered liquid crystalline systems, it is known that the diffusion in the length direction of the LC molecule is larger than diffusion in the direction perpendicular to the long axis. However, the differences are small (1 respectively $0.7 \times 10^{-10}$), and are not expected to largely influence the simulations.

Experimentally the polymerization rate can easily be altered by the intensity of the curing light, and by the amount of photoinitiators. In the reaction-diffusion simulations, the light intensity is varied while the amount of photoinitiator is kept
Cholesteric self-stratification process: Simulations

Figure 5.26: (a) Reaction-diffusion lines for the depth intervals with the lowest (top) and highest (bottom) absorbed intensities for $T_{n^*i(LC)} = T_p - 30$ and $T_{n^*i(M)} = T_p + 10$. At a certain time the depth intervals with the lowest intensity crosses the phase separation line (PS). At the same time, the depth intervals with the highest intensity reach point A. Varying the curing intensity between 0.05 – 250 mW/cm$^2$ results in identical reaction-diffusion lines. (b) The time ($t$ [s]) to reach phase separation, and the composition ($\phi_{lc}$) and the monomer conversion ($\alpha$) at that time for different curing intensities ($I_0$ [mW/cm$^2$]).

constant. Recalling equations 5.21 and 5.22, it is easy to understand that increasing the photoinitiator concentration will generate the same simulation results as long as the light intensity is decreased with the same amount.

Reaction-diffusion simulations were performed for the three temperature cases:

1. $T_{n^*i(LC)} > T_p > T_{n^*i(M)}$: $T_{n^*i(LC)} = T_p - 30$, $T_{n^*i(M)} = T_p + 10$

2. $T_{n^*i(LC)} < T_p < T_{n^*i(M)}$: $T_{n^*i(LC)} = T_p + 10$, $T_{n^*i(M)} = T_p - 10$

3. $T_{n^*i(LC)} > T$, and $T_{n^*i(M)} > T$: $T_{n^*i(LC)} = T_p - 10$, $T_{n^*i(M)} = T_p - 30$

The simulated intensities of the curing light was varied between 0.05 and 250 mW/cm$^2$, to cover intensities of a magnitude lower than what is generally used for UV-polymerization ($\sim 0.3$ mW/cm$^2$) with powerful lasers.

For the first temperature case, the reaction-diffusion mechanisms were simulated starting from a reaction mixture with 35% LC (figure 5.26(a)). The initial reaction concentration is liquid crystalline (according to figure 5.20 the liquid crystalline phase is remained in the reaction mixtures until 75% monomers). The time for the reaction-propagation lines to reach the phase separation line, the LC compositions ($\phi_{lc}$) at this time and the monomer conversion ($\alpha$) are given in table 5.26(b). The effects on reaction-diffusion lines were identical for all curing intensities. This agrees with the results in chapter 2 (figure 2.22(a)) for the holographic record-
Figure 5.27: (a) Reaction-diffusion lines for the depth intervals with the lowest (top) and highest (bottom) absorbed intensities for $T_{n^* i((LC)} = T_p + 10$ and $T_{n^* i((M)} = T_p - 10$. At a certain time the depth intervals with the lowest intensity crosses the phase separation line (PS). At the same time, the depth intervals with the highest intensity reach point A. Varying the curing intensity between 0.05 – 250 mW/cm$^2$ results in identical reaction-diffusion lines. (b) The time ($t$ [s]) to reach phase separation, and the composition ($\phi_{lc}$) and the monomer conversion ($\alpha$) at that time for different curing intensities ($I_0$ [mW/cm$^2$]).

The other two temperature cases show very similar behavior: reaction-diffusion behaviors were identical for all intensities of the curing light. For the second temperature case, the reaction-diffusion mechanisms were simulated starting from a reaction mixture with 39% LC (figure 5.27(a)). The time for the reaction-propagation lines to reach the phase separation line, the LC compositions ($\phi_{lc}$) at this time and the monomer conversion ($\alpha$) are given in table 5.27(b).

The third and last temperature case, the reaction-diffusion mechanisms were simulated starting from a reaction mixture with 40% LC (figure 5.28(a)). Since the reaction temperature is chosen to be below all clearing temperatures, all compositions in the phase diagram are liquid crystalline. The time for the reaction-propagation lines to reach the phase separation line, the LC compositions ($\phi_{lc}$) at this time and the monomer conversion ($\alpha$) are given in table 5.28(b).
Figure 5.28: (a) Reaction-diffusion lines for the depth intervals with the lowest (top) and highest (bottom) absorbed intensities for $T_{n^*i(LC)} = T_p - 10$ and $T_{n^*i(M)} = T_p - 30$. At a certain time the depth intervals with the lowest intensity crosses the phase separation line (PS). At the same time, the depth intervals with the highest intensity reach point A. Varying the curing intensity between 0.05 – 250 mW/cm$^2$ results in identical reaction-diffusion lines. (b) The time to reach phase separation, and the composition ($\phi_{lc}$) and the monomer conversion ($\alpha$) at that time for different curing intensities.

5.7 Conclusions

The absorbed light intensity profile was simulated using Berreman’s 4x4 matrix method. For the simulations the birefringence at the wavelengths of the curing light are necessary, and was measured by ellipsometry on a model sample. The absorption pitch can be approximated to half of the cholesteric pitch for cholesteric pitches below 1100 nm (reflecting light below 900 nm). Simulations revealed that light propagation through reaction mixtures with larger cholesteric pitches (> 1100 nm) the ellipticity of the propagating light became important (> 30%). Since elliptic curing light initiates the photoinitiators at all depth, the pitch of the cholesteric reaction mixture should not exceed 1100 nm, or other photoinitiators excited by larger curing wavelengths are required.

Photoinitiators have been experimentally tested on their preferential light absorption (along the long axis) and their alignment with the chiral nematic liquid crystals. Three suitable candidates were found.

The reaction temperature is critical for the phase separation properties of the reaction mixtures. Experimentally, the reaction mixture must be chiral nematic therefore the temperature needs to be below the clearing temperature of the reaction mixture. For the simulations it means that the chemical potentials gain
contributions from the nematic ordering of both the non-reactive LCs as well as from the monomers, but only when the mixtures are liquid crystalline.

Reaction-diffusion simulations reveal that the reaction kinetics does not play an important role in the layer formation; by altering the curing light intensity from 0.05 to 250 mW/cm$^2$ identical reaction-diffusion lines are simulated. However the time for the reaction-diffusion lines to reach the phase separation line differ (from 7.5 min to 3 s).

The phase separation and reaction-diffusion simulations help us in defining suitable material properties and choosing experimental conditions for the cholesteric self-stratification process. From the phase separation simulations the reaction temperature and composition of the reaction mixture can be estimated. The composition of the reaction mixture, before polymerization, should preferable have a LC concentration corresponding to the solubility limit (i.e. the highest LC concentration of that can be held by the polymer network). Nor the reaction rate neither the diffusion constants (for the values studied here) influence the reaction-diffusion lines. Therefore was it found that only the time determines when the phase separation is reached; as long as the absorbed intensity profile remains constant.
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Chapter 6

Materials selection for the cholesteric self-stratification process

6.1 Introduction

Optical switches with periodic and alternating polymer and liquid crystal layers formed by the cholesteric self-stratification process involve photopolymerization-induced phase separation from a cholesteric liquid crystalline reaction mixture. In this chapter, materials for such cholesteric reaction mixture are investigated.

Reaction mixtures for the cholesteric self-stratification process need to include monomers that are miscible with the LCs without disturbing the cholesteric phase. Cross-linking monomers are necessary for phase separation to occur; it was simulated in chapter 2 that a polymer network favors the phase separation properties. Ideally isotropic phase separated polymer layers should be formed upon polymerization, and the unreactive liquid crystals should have large birefringence to allow large contrast differences when switching the multilayer grating. These properties can be hard to combine in two components only (one monomer and one LC), but blending monomers and non-reactive liquid crystals with different specific properties (e.g. liquid crystalline monomers, small isotropic monomers, and cross-linking monomers, one or several non-reactive LCs) the miscibility and phase separation properties might be tailored for the cholesteric self-stratification process.

The chirality of the reaction mixture can be incorporated by a chiral dopant, which can be a chiral unreactive LC or a chiral reactive molecule. By tuning the chiral dopant concentration the cholesteric pitch can be modified and thus also the absorption pitch and the layer periodicity. The helical twisting power (HTP) of the chiral dopant determines the handedness and twisting of the cholesteric helix. A positive and large HTP indicates that the dopant tightly winds the helix and produces a righthanded cholesteric film with the nematic host. Helical twisting powers of chiral dopants are determined from the central reflecting wavelength ($\lambda_{\text{ref}}$)
as:

\[ HTP = \frac{1}{c \cdot P_{\text{chol}}} = \frac{n_{\text{average}}}{c \cdot 2\lambda_{\text{ref}}} \]  

(6.1)

where \( c \) is the concentration of the chiral dopant, \( P_{\text{chol}} \) is the cholesteric pitch, and \( n_{\text{average}} \) is the average refractive index\(^{1,2,3}\).

The temperature of the reaction mixture can also affect the cholesteric pitch, depending on the materials properties, \( P_{\text{chol}} \) can e.g. increase or decrease with increased temperature\(^4\). Above the clearing temperature the cholesteric LC phase is lost and the mixture becomes isotropic. At low temperatures, on the other hand, the reaction mixture crystallizes. The phase transition to or from the crystalline state occurs at a temperature which is not as well defined as the nematic-isotropic transition, since the former require nucleation centers. A fast cooling of the cholesteric mixture can delay the nucleation and the liquid crystalline state can be remained at temperatures below the melting temperature. This supercooling phenomena enables processing the mixture in its liquid crystalline state at temperatures sometimes far below the melting temperature.

Polymerization-induced phase separation and reaction-diffusion simulations for the cholesteric self-stratification process in chapter 5 predicted periodic layer formation when using reaction mixtures of more than 50% reactive materials. Polymerizing reaction mixtures with less monomers phase separation will be induced at the depths of both the high and low absorbed intensities (comparable to figure 2.26, in chapter 2).

Isotropic monomers polymerize into isotropic polymers, while LC-monomers can remain anisotropic after polymerization. Cross-linking LC monomers do in general remain anisotropic, while other LC monomers that are sterically restricted, i.e. have short aliphatic chains between the reactive group and the LC moiety may produce isotropic polymer. The phase separated polymer and LC layers need to fulfill the conditions for Bragg reflection\(^5\), i.e. having a refractive index modulation in depth of the stratified PDLC great enough to reflect light. Layers of isotropic polymer in the grating allow polarization independent reflection, which is preferable for e.g. display and ambient lighting applications.

**Outline of chapter**

In this chapter liquid crystals and monomers for typical reaction mixtures are investigated as single component and in mixtures of different concentrations of the compounds. The study of the compounds is concentrated in four categories:

1. Liquid crystalline nematic host (non-reactive)
2. Chiral dopant (polymerizable or non-reactive)
3. Cross-linker (polymerizable)
4. Difunctional monomers (polymerizable)

In each category one or several compounds are proposed and are analyzed on their liquid crystalline ordering and miscibility, their chirality and reflectance, and their phase separation properties upon photopolymerization.
6.2 Experimental

6.2.1 Materials

Four mono-acrylates were used in the study: 2-phenoxyethyl acrylate (PEA, 1, Aldrich), isobornyl methacrylate (iBMA, 2, Aldrich), biphenyl methacrylate (BiPhMA, 3, J&W PharmLab), cyanobiphenyl acrylate (LCA, 4, synthesized by Philips Research, NL). As cross-linker the reactive mesogen RM257 (5, Merck) was used. The chiral dopant, with high positive twisting power, Palicolor LC756 (6, LC756, BASF) also acts as cross-linker due to its two acrylate groups. The non-reactive nematic liquid crystals used in this study were 4’-pentyl-4-cyanobiphenyl (K15, 7), 4’-hexyl-4-cyanobiphenyl (K18, 8), and 4’-heptyl-4-cyanobiphenyl (K21, 9), 4’-pentyl-4-cyanoterphenyl (10, 5CT), and 4’-octyloxy-4-cyanobiphenyl (M24 or 8OCB, 11), all from Merck. The nematic LC mixture E7 consists of a blend of 51% (7), 16% (9), 8% (10) and 25% (11) and is commercial available at Merck). Two initiators

![Chemicals](image_url)

**Figure 6.1:** Chemicals used in this study: 1 2-phenoxyethyl acrylate (PEA), 2 isobornyl methacrylate (iBMA), 3 biphenyl methacrylate (BiPhMA), 4 cyanobiphenyl acrylate (LCA), 5 reactive mesogen RM257, 6 chiral dopant LC756, 7 4’-pentyl-4-cyanobiphenyl (K15), 8 4’-hexyl-4-cyanobiphenyl (K18), 9 4’-heptyl-4-cyanobiphenyl (K21), 10 4’-octyloxy-4-cyanobiphenyl (M24), 11 4’-pentyl-4-cyanoterphenyl (5CT), 12 dichroic photoinitiator and 13 isotropic photoinitiator IRG651.
are used with different purposes: a dichroic photoinitiator (12) and an isotropic photoinitiator: 2,2-Dimethoxy-1,2-diphenylethanone (IRG651, 13, Ciba). The isotropic photoinitiator is applied when uniform polymerization is required for the reaction mixture investigations, while the dichroic photoinitiator, which consists of elongated, rod-like molecules with its transition dipole moment for UV absorption parallel to its molecular long axis, is primarily used for creating the absorbed intensity profile in depth of the film. Reaction mixtures consisting of at least one reactive molecule (1-6), at least one non-reactive liquid crystal (7-11) and one of the photoinitiators (12-13) were prepared. Films were analyzed after introduction into anti-parallel planar aligned glass cells (5µm cell gap, Linkam) or between polyimide (AL1454, JSR) coated and rubbed glass plates. Polymerizations were performed with non-coherent UV-light (0.3 mW cm\(^{-2}\), Philips Cleo 15W) for 15-120 min.

6.2.2 Experimental techniques

Miscibility studies and transition temperatures were measured by differential scanning calorimetry (DSC, Q2000 DSC, TA Instruments). During the DSC measurements the mixtures in the sample pans were cooled and heated (5-10°C/min) in a temperature range including the clearing temperature of the mixture. At the peak of the heat flow measured by the DSC, the clearing temperature is obtained. Information of miscibility is obtained from the shape of the peak. A sharp peak represents a well ordered liquid crystalline phase in which all components are miscible. A broad peak informs that the transition occurs over a range of degrees, which is characteristic for less miscible systems.

The miscibility of the reaction mixtures, and transition temperatures were also analyzed by optical microscopy (Axioplan 2, Zeiss) equipped with temperature regulating stage (THMS 600, TMS 94 and LNP, Linkam). Reaction mixtures in planar aligned cells were analyzed between crossed polarizers while heating and cooling the samples. The temperature at which the reaction mixture becomes isotropic (and all light is blocked by the crossed polarizers) is the clearing temperature. The homogeneity of the reaction mixture is studied at room temperature and at the transition temperatures.

The reflected wavelengths of the mixtures were measured by UV-vis scanning spectrophotometer (Shimadzu UV-3102PC equipped with MPC-3100) in transmission. The loss in transmission describes reflection from the film for wavelengths that are not absorbed by the sample itself (or its supporting glass plates with the polyimide coating). The transmission as a function of wavelength was measured at normal incidence.

Sample morphologies were analyzed by scanning electron microscopy (SEM, XL 30 ESEM-FEG, Philips) of the cross section of polymerized films. Thereto the samples were broken in liquid nitrogen, followed by removal of the liquid crystal at the cross section by washing with methanol. Prior to the SEM analysis, a conducting layer of 15 nm gold was sputter coated (K575 XD Turbo sputter coater, Emitech) on the remaining polymer structures of the cross section.
6.3 Results and discussion

6.3.1 Nematic liquid crystal host

A suitable nematic host for the cholesteric self-stratification process should keep its liquid crystalline phase when monomers are added. Furthermore it should favor phase separation into periodic layers upon polymerization and preferable have large birefringence to display optical contrast between the switched and non-switched state. A single LC compound can be used or a mixture of several, the latter is often applied in devices since it generally improves the properties of the nematic host. There are many different types of liquid crystals, in this study we focus on nematic cyanobiphenyls as they represent liquid crystal phases at relatively modest temperatures.

Three nematic host were studied. First, as a single component nematic host the cyanobiphenyl K18 (8 in figure 6.1) was used. K18 is nematic at room temperature; the crystalline–nematic and the nematic–isotropic transitions were measured to 15 and 29 °C. Its birefringence is given to 0.189. To widen the temperature window for processing, a second nematic host was prepared by mixing equal parts of K18 with the cyanobiphenyl K21 (9 in figure 6.1, Cr30N44I °C and Δn = 0.199). The nematic phase of the mixture was measured to be present between -4 to 37 °C. The melting temperature is suppressed when mixing nematic LCs with concentration at the eutectic point.

The commercial available nematic liquid crystal mixture E7 (Merck) contains three biphenyls (7, 9, and 11 in figure 6.1) and a terphenyl (10 in figure 6.1). The mixture enables qualities as large optical and dielectrical anisotropy (Δn = 0.225), and a broad temperature range of the nematic LC phase. Furthermore

![Figure 6.2](image-url): Phase transitions of E7 during the 2nd cooling and heating runs measured by differential scanning calorimetry.
it has been applied in reaction mixtures to produce photopolymerization-induced phase separated PDLC devices with random distributed LC droplets or droplets confined in layers\textsuperscript{8,9,10,11,12}. E7 has also been used in photopolymerization-enforced stratification where phase separated E7 is covered by a polymer top coating\textsuperscript{13,14}.

The large nematic window of E7 spans from -62 °C to +58 °C (measured by DSC, figure 6.2). At +58 °C the sharp peak in the DSC curve indicates that E7 change phase from nematic to isotropic, or vice versa. The phase transition and the phases (nematic LC and isotropic phase) were confirmed by analyzing E7 in the temperature range by polarization microscopy. Upon cooling, the E7 rather forms a glassy nematic phase than crystallizes; the phase transition at the lower temperature in the figure (-62 °C) is therefore generally assumed to be the glass temperature of the mixture\textsuperscript{15,16} than the crystallization temperature. The large nematic window is an advantage when adding extrinsic species that may decrease the clearing temperature (which is the case when e.g. adding isotropic molecules).

6.3.2 Chiral dopants

Chiral dopants are molecules with chiral centers that induce the cholesteric phase in the nematic host. The advantage of a chiral dopant with a large twisting power is that small concentrations of the dopant modify the cholesteric pitch without significantly varying the other properties of the mixture. The chiral dopant Palicolor LC756 (BASF, 6 in figure 6.1) melts at 100-110 °C and crystallizes at 80-90 °C, measured by temperature regulated optical microscopy and DSC. Despite the calamitic nature, the molecule by itself was not found to be liquid crystalline, concluded from microscopy studies. Also addition of LC756 suppressed the clearing temperatures of the nematic hosts. If LC756 would have been liquid crystalline, in the supercooled state at temperatures above the clearing temperature of the nematic host the clearing temperature would most likely have been increased (such a behavior will be displayed for the liquid crystalline cross-linker in the next section).

However, LC756 does not disturb the nematic phase; instead it induces the cholesteric LC phase in the nematic hosts. Cholesteric films reflecting in visible wavelengths were prepared by adding 3-13 weight\% LC756 to the hosts. The cholesteric films reflected right-handed circularly polarized light of the matching wavelengths to the cholesteric pitch, \( \lambda_{ref} = \frac{P_{chol} n_{average}}{\pi} \) (figure 6.3). The reflection of right-handed circularly polarized light reveals that the chiral dopant is right-handed.

The chiral dopant needs to be miscible in the nematic host to form a stable and homogeneous cholesteric LC phase. Only then, the inverse of the cholesteric pitch (and thus the reflection) is linear proportional to the concentration of chiral dopant. The slope, the helical twisting power (HTP), is influenced by the nematic host (or rather the miscibility of the chiral dopant with the nematic host). The reflection and helical twisting power for LC756 in E7, in the eutectic mixture of K18 and K21, and in the nematic liquid crystal monomer RM257 (5 in figure 6.1) were investigated. It was observed that cholesteric mixtures with higher concentrations of LC756 reflected light of a larger wavelength than expected (e.g. 11 weight\% in E7 or 8 weight\% in the mixture of K18 and K21, figure 6.3 and 6.4(b)). For these
Figure 6.3: Transmission spectroscopy with right-handed circularly polarized light of cholesteric LC mixtures with the chiral dopant LC756. (a) In the nematic host E7 (5 weight% LC756 dotted line, 7 weight% LC756 broken line, and 11 weight% LC756 black line), (b) in the nematic mixture of K18 and K21 (4 weight% LC756 dotted line, 6 weight% LC756 broken line, and 8 weight% LC756 black line).

Figure 6.4: (a) Crystallization of LC756 in E7, some crystals (darker spots) are circled in the optical microscopy image of the cholesteric film. The domain walls (lighter lines) between the cholesteric LC domains, the “oily streaks”, are characteristic for chiral nematic LCs. The measure bar is 100 µm. (b) The helical twisting power of LC756 in E7 (□) was calculated to 44 µm⁻¹ (dotted line), and for the other nematic hosts HTP = 28 µm⁻¹ (broken line, ▽: mixture K18 and K21, ○: RM257). The solubility limit for LC756 in the hosts is assumed to be exceeded for concentrations ≥ 8 weight%. The concentrations of LC756 in the mixtures of E7 and RM257 (△) are all above the solubility limit.
mixtures the solubility limit was reached, at which LC756 phase separates from the nematic host and crystallizes (figure 6.4(a)). The decreased concentration of LC756 in the hosts due to crystallization explains the larger cholesteric pitches. The helical twisting power depends on the nematic host, which was also observed here. The twisting power for LC756 in the hosts are calculated for concentrations below the solubility limit <0.08. The twisting power in E7 is larger (HTP = 44 µm$^{-1}$, dotted line in figure 6.4(b)), than that for the other two hosts: RM257 and the mix of K18 and K21 (HTP = 28 µm$^{-1}$, broken line in figure 6.4(b)).

Since the chiral dopant is a diacrylate, it also acts as a cross-linker creating a polymer network upon polymerization, which is favorable for the phase separation process. A combination of an unreactive chiral dopant and a cross-linker is also possible. Two examples of unreactive chiral dopants are the right-handed CB15 or the left-handed ZLI811 (figure 6.5), both commercial available from Merck. The helical twisting powers of ZLI811 and CB15 are approximately 4 times lower than that of LC756, therefore large concentrations (20-60%) are required for cholesteric LC mixtures to reflect in the visible wavelength range. In the end result there is an essential difference between devices made by reactive or non-reactive chiral dopants. Polymerizing mixtures containing non-reactive chiral dopants the phase separated LCs remain chiral after the polymerization, instead of incorporating the chirality into the polymer network (as is the case using LC756) and the phase separated LCs becomes nematic.

**6.3.3 Cross-linking monomers**

The network elasticity strongly influences the phase separation properties of a system (chapter 2). Polymer networks can be created by polymerizing cross-linking monomers, therefore are cross-linking monomers a necessary ingredient in the reaction mixtures for the cholesteric self-stratification process. Those monomers should have two or more reactive groups, be miscible with the other components in the reaction mixture and should not deteriorate the cholesteric LC phase.

The cross-linking monomer RM257 (Merck, 5 in figure 6.1) was chosen as candidate for the cholesteric self-stratification process based on its documented polymerization-induced phase separation properties in mixtures with liquid crystalline cyanobiphenyls. The reactive mesogen is a diacrylate with nematic–isotropic phase transition at 127 °C, measured in the DSC graph of the first cooling and consecutive heating cycles (figure 6.6). During the first cooling the RM257 did not show any crystallization due to a relative stable supercooled nematic LC phase that was caused by a fast cooling rate hindering the mixture to relax and form crystals. The
melting temperatures, at 39 and 70 °C, detected during the heating cycle revealed that the sample had crystallized during the 5 minutes at 0 °C. The clearing temperature was detected to be at 127 °C. After the first heating, the mixture polymerized when kept at 140 °C, during the following cooling and heating cycles the polymer did not show any phase transitions due to the cross-linked polymer restricting the mobility of the liquid crystal moieties and the reorganization of the molecular rods.

Adding the chiral dopant LC756 in the nematic host RM257 creates cholesteric liquid crystals that reflect light of shorter wavelengths than when added to E7 as nematic host. Transmission measurements showed that a cholesteric mixture with 5 weight% LC756 in RM257 reflected the central wavelength of 550 nm and the cholesteric pitch was estimated to 550/1.58 = 348 nm (average refractive index of the monomer RM257 is 1.58). Polymerizing the same film, the cholesteric structure was remained in the cross-linked polymer. From scanning electron micrographs of the cross-section of such a polymerized cholesteric film (figure 6.7), the cholesteric pitch was estimated to 344 nm (= 2·172). The measured cholesteric pitch agrees with the cholesteric pitch obtained from transmission spectroscopy. Comparable SEM images of cross-sectioned polymerized cholesteric materials have been reported elsewhere. 

Replacing parts of the nematic host RM257 with E7 while keeping the concentration of LC756 constant, decreases the nematic–isotropic transition temperatures (table 6.1). Also the wavelengths of reflection are affected of the composition of the host. The more E7 that is present in the mixture cause reflection at larger wavelengths (table 6.1). After one day at room temperature, the reflection shifted to larger wavelengths, table 6.1, due to phase separation and crystallization of the chi...

Figure 6.6: Phase transitions of RM257 during the 1st cooling and heating curves measured by differential scanning calorimetry.
ral dopant. For the cholesteric self-stratification process the control of the cholesteric pitch is necessary, therefore it is important to have a well miscible system. This can be favored by heating up the reaction mixture above the clearing temperature where the mixing is facilitated, continued by slowly cooling down the mixture to chiral nematic phase just before the polymerization. The temperature control of the mixture is crucial since the cholesteric pitch is increased by temperatures approaching the clearing temperature.\(^\text{19}\)

The polymerization-induced phase separation properties of RM257 in E7 (without the chiral dopant) were studied by polymerizing planar aligned reaction mixtures of 10 and 20 weight% RM257 in E7 and 1 weight% photoinitiator IRG651 (13 in figure 6.1). The films were polymerized by 0.3mW/cm\(^2\) UV-light during 120 min. The polymerized films did not display optical phase separation. This behavior has been reported for similar systems\(^\text{20}\) and is explained by the similar birefringence of E7 and

### Table 6.1: Reflection from cholesteric films of the cross-linker RM257 in the chiral nematic host (10 weight% LC756 in E7). Chiral nematic–isotropic transition temperatures (\(T_{n-i}\)) for mixtures of RM257 in the chiral–nematic host (6 weight% LC756 in E7).

<table>
<thead>
<tr>
<th>RM257 in chiral–nematic host [weight%]</th>
<th>after 1 h (\lambda_{ref}) [nm]</th>
<th>after 24 h (\lambda_{ref}) [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>UV</td>
<td>420</td>
</tr>
<tr>
<td>25</td>
<td>420</td>
<td>470</td>
</tr>
<tr>
<td>0</td>
<td>500</td>
<td>550</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RM257 in chiral–nematic host [weight%]</th>
<th>(T_{n-i}) (heating) [°C]</th>
<th>(T_{n-i}) (cooling) [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>127.4</td>
<td>126.5</td>
</tr>
<tr>
<td>30.4</td>
<td>72.3</td>
<td>70.6</td>
</tr>
<tr>
<td>19.3</td>
<td>64.2</td>
<td>62.7</td>
</tr>
<tr>
<td>9.8</td>
<td>60.6</td>
<td>59.1</td>
</tr>
<tr>
<td>0</td>
<td>55.2</td>
<td>54.6</td>
</tr>
</tbody>
</table>
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poly(RM257) combined with the alignment of the formed polymer, poly(RM257), and the non-reactive E7 after polymerization. Due to these two matters the optical contrast is low between the polymer and non-reactive LCs. In the coming paragraph one alternative to increase the optical contrast will be discussed.

6.3.4 Difunctional monomers

Monomers that favor the polymerization-induced phase separation and simultaneously increase the optical contrast between their polymers and the phase separated anisotropic liquid crystals are suitable for the cholesteric self-stratification process. Preferable the monomers are isotropic and polymerize into isotropic polymers. In addition the monomers must be miscible in the cholesteric reaction mixture without disturbing the liquid crystalline phase. Four monoacrylates (which are difunctional, i.e. the monomers by them-self polymerize into linear polymers) are investigated to fulfill the needs of the cholesteric self-stratification process.

Phenoxyethyl acrylate

On the basis of similarity of parts of the LC diacrylate RM257, the phenyl group in the monomer PEA (1 in figure 6.1) is assumed to facilitate the miscibility and alignment with E7. The monomer did not show any liquid crystalline behavior as was expected from the molecular structure. At room temperature the monomer PEA is an isotropic liquid, which viscosity is increased by decreasing temperatures. Due to its lack of anisotropy, the PEA monomer will create isotropic polymers upon polymerization. Adding PEA to nematic or chiral nematic hosts decreased the nematic–isotropic transition temperatures of the hosts significantly. With K18 as nematic host the mixtures became isotropic at room temperature caused by a drastic decrease of the nematic–isotropic transition temperatures. Decreasing the temperature, an unstable nematic phase was obtained below the crystallization temperature of K18, with the result that K18 spontaneously crystallized. To overcome crystallization of the nematic host a larger nematic window is required; hence the host was replaced with a mixture of K18 and K21. Addition of LC756 and PEA to the mixture of K18 and K21, also decreased the nematic–isotropic transition temperatures (figure 6.8(a)), contrary the cross-linker RM257 increased the mixtures $T_{ni}$. A chiral nematic host consisting of 20 weight% RM257 and 6 weight% LC756 allowed up to 15 weight% PEA to be added while still remaining the liquid crystalline phase. More PEA turned the mixtures unstable and isotropic.

Instable mixtures were also observed mixing PEA in the nematic host E7 (figure 6.8(b)). Above 13 weight% PEA in a nematic host consisting of RM257 and E7, the mixture becomes unstable and phase separates into nematic and isotropic regions which is seen in the polarizing micrograph between crossed polarizers in figure 6.9.

To conclude, only small amounts (< 15%) of the isotropic monomer PEA can be added to the cholesteric reaction mixture without disturbing the cholesteric phase.
Figure 6.8: (a) Phase transition temperatures of the (chiral) nematic mixtures of K18/K21 (50/50 w/w) after addition of the isotropic monomer PEA (□), the LC cross-linker RM257 (○) or the chiral dopant LC756 (△). The transition temperatures are measured by DSC and temperature regulated microscopy during both heating and cooling of the samples. (b) The (chiral) nematic–isotropic phase transition temperature is drastically decreased by addition of PEA to nematic (E7 ◊, E7 and 20 weight% RM257 ▽) or chiral-nematic (E7 and 5-6 weight% LC756 and 10 weight% RM257 □) reaction mixtures. The dashed line indicates the decreased transition temperatures with increasing content of PEA.

Isobornyl methacrylate

Isobornyl methacrylate (iBMA, 2 in figure 6.1) is an isotropic monomer that has documented phase separation properties in E7 for photopolymerization enforced stratification processes\textsuperscript{13,21}. The main difference between the photo-enforced stratification and cholesteric self-stratification processes is that the former starts in isotropic phase, while the cholesteric self-stratification process requires a cholesteric liquid crystalline phase. So, for iBMA to serve in reaction mixture for the cholesteric self-

Figure 6.9: Optical microscopy image between crossed polarizers of phase separated reaction mixture of 14 weight% PEA and 19 weight% RM257 in E7, measured at room temperature.
stratification process, it must not only display good phase separation properties but also favor a stable cholesteric LC phase in the reaction mixture.

The monomer iBMA was found to tighten the pitch in cholesteric mixtures of E7 and 10 weight% LC756, as was indicated by the decrease of the reflected wavelength with increased amount iBMA (figure 6.10(a)). These results were surprising regarding the molecular structure and isotropy of the monomer, since it was expected that isotropic molecules would instead increase the cholesteric pitch. On the other hand, iBMA might improve the solubility of the chiral dopant and thereto decrease the cholesteric pitch. When analyzing the unpolymerized samples below the clearing temperatures of the mixtures in polarization microscopy, isotropic phase separated regions were observed and the pitch was continually changing over the sample (figure 6.10(b)). Additionally, the mixtures were instable in time. After some days the reflected wavelengths had increased, equivalent with LC756 mixtures with E7 and RM257, in which LC756 crystallized.

Due to the instability of cholesteric phase, it is not advisable to use iBMA as isotropic monomer in the reaction mixtures studied here.

**Biphenyl methacrylate**

The monomer biphenyl methacrylate (BiPhMA, 3 in figure 6.1) has a biphenyl group which was assumed to increase the miscibility with the biphenyl containing nematic
The monomer BiPhMA is solid at room temperature and did not show any liquid crystalline properties during polarization microscopy or DSC. The monomer exhibits two melting temperatures, at 96 °C and 108 °C.

The transition temperatures of nematic hosts were decreased by adding the isotropic monomer BiPhMA (table 6.2). Even though DSC analysis of the mixtures revealed miscible liquid crystalline phases, microscopy investigations of cells filled with the same mixtures showed the opposite. Micrographs revealed that cells with planar alignment layers filled with mixtures containing BiPhMA were not homogeneous for any concentration of BiPhMA. Instead crystals of BiPhMA were detected in the hosts (figure 6.11), indicating that processing or storage in room temperature is not possible.

Cyanobiphenyl acrylate

A monomer with a cyanobiphenyl group is very similar to the nematic hosts and therefore assumed to exhibit good miscibility. The cyanobiphenyl acrylate (LCA, 4 in figure 6.1) is presumed to show liquid crystalline behavior but to polymerize into an isotropic polymer because of steric hindrance of the liquid crystal moiety (the

<table>
<thead>
<tr>
<th>BiPhMA [weight%]</th>
<th>host</th>
<th>(T_{ni}) (heating) [°C]</th>
<th>(T_{ni}) (cooling) [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>E7</td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td>10</td>
<td>E7</td>
<td>56</td>
<td>54</td>
</tr>
<tr>
<td>10</td>
<td>E7 + 10 weight% RM257</td>
<td>53</td>
<td>51</td>
</tr>
</tbody>
</table>
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Figure 6.12: (a) Phase transition temperatures measured by the second cooling and heating during DSC measurements. The monomer LCA melts into a nematic phase at 103 °C and becomes isotropic at 130 °C. Upon cooling a broader nematic temperature range is found, from 129 °C to 79 °C where the monomer crystallizes. (b) Transmission spectroscopy for right-handed circularly polarized light of a mixture containing 11 weight% LCA and 6 % LC756 in E7. The reflection is almost 100% and the reflection band, with the central wavelength of 540 nm, is rectangular shaped which is characteristic for cholesteric mixtures.

cyanobiphenyl group) by the polymer main chain. The steric hindrance is due to the absence of a flexible spacer between the rodlike unit (the cyanobiphenyl group) and the polymer main chain.

Microscopy and DSC measurements revealed that LCA have a nematic phase below 130 °C (figure 6.12(a)). During cooling the LCA crystallized at 79 °C and is solid at room temperature. The melting temperature was found to be 103 °C.

LCA increased the transition temperatures of the chiral nematic host (table

Table 6.3: Liquid crystalline phase transition temperatures for mixtures with LCA in nematic and/or chiral nematic hosts.

<table>
<thead>
<tr>
<th>LCA [weight%]</th>
<th>host nematic or chiral–nematic</th>
<th>Clearing temperature [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>-</td>
<td>130</td>
</tr>
<tr>
<td>-</td>
<td>E7</td>
<td>58</td>
</tr>
<tr>
<td>9</td>
<td>E7</td>
<td>62</td>
</tr>
<tr>
<td>-</td>
<td>E7 + 6 weight% LC756</td>
<td>55</td>
</tr>
<tr>
<td>9</td>
<td>E7 + 6 weight% LC756</td>
<td>58</td>
</tr>
<tr>
<td>-</td>
<td>E7 + 6 weight% LC756 + 10 weight% RM257</td>
<td>61</td>
</tr>
<tr>
<td>5</td>
<td>E7 + 5 weight% LC756 + 10 weight% RM257</td>
<td>62</td>
</tr>
<tr>
<td>-</td>
<td>E7 + 6 weight% LC756 + 20 weight% RM257</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>E7 + 5 weight% LC756 + 20 weight% RM257</td>
<td>69</td>
</tr>
</tbody>
</table>
6.3.5 Towards photopolymerization-induced stratified films

The simulations in chapter 5 predicted polymerization-induced phase separation into layers for reaction mixtures containing large amounts of monomers (> 50%). Based on the materials in the previous paragraphs, we are left with two choices for the cholesteric self-stratification process:

- reaction mixtures containing LCA monomers and polymerizing at elevated temperatures
- reaction mixtures with some (< 15%) PEA, and increase the monomer content with the liquid crystalline cross-linker RM257.
Table 6.4: Refractive indices of the materials in the reference samples and the samples polymerized with linearly polarized light.

<table>
<thead>
<tr>
<th></th>
<th>non-reactive</th>
<th>reactive</th>
<th>[weight%]</th>
<th>n_o</th>
<th>n_e</th>
</tr>
</thead>
<tbody>
<tr>
<td>K18 nematic</td>
<td></td>
<td>19.5</td>
<td>1.523</td>
<td>1.711</td>
<td></td>
</tr>
<tr>
<td>K21 nematic</td>
<td></td>
<td>19.5</td>
<td>1.520</td>
<td>1.719</td>
<td></td>
</tr>
<tr>
<td>RM257 nematic, diacrylate</td>
<td>45</td>
<td>1.549*</td>
<td></td>
<td>1.688*</td>
<td></td>
</tr>
<tr>
<td>LC756 chiral dopant, diacrylate</td>
<td>5</td>
<td>isotropic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEA isotropic, monoacrylate</td>
<td>10</td>
<td>isotropic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 dichroic photoinitiator</td>
<td>1</td>
<td>isotropic</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\* The refractive indices for liquid crystalline monomers can change upon polymerization, and are generally decreased due to restricted ability of the LC moieties to align themselves along the director.

In this paragraph experimental results will be discussed for the latter alternative.

Reaction mixtures with high contents of RM257 were prepared: 45 weight% RM257, 10 weight% PEA, 5 weight% LC756, 1 weight% dichroic photoinitiator (12 in figure 6.1) in the nematic host of equal parts of K18 and K21 (table 6.4). Such a reaction mixture has a clearing temperature at 28–33 °C and is reflecting in green at room temperature. First, reference samples were prepared. Reaction mixtures were polymerized in the cholesteric LC phase with circularly polarized light (0.3 mW/cm² UV-light during 15 min) to avoid an absorption profile in depth of the film. These samples showed optical properties for liquid crystal swollen cholesteric polymers (figure 6.14(a)) which was expected due to the large amount of the anisotropic monomers (45% RM257). At room temperature the films reflected right-handed circularly polarized light and reflected the other handedness. Reflection of linearly polarized light (+45° to the LC alignment direction: line, and -45° to the LC alignment direction: broken line).

\[\text{Figure 6.14: Transmission spectroscopy at room temperature of polymerized reference sample made from a cholesteric reaction mixture with the composition in table 6.4: (a) circularly polarized light (right-handed: line, left-handed: broken line) and (b) linearly polarized light (+45° to the LC alignment direction: line, and -45° to the LC alignment direction: broken line).}\]
polarized light of the reference sample was as expected hardly influenced by the
polarization direction (figure 6.14(b)). The reflection bands are typical for cholesteric
films: rectangular shaped. From the spectroscopy measurements it is clear that the
cholesteric pitch is remained in the polymerized network since the polymerized film
reflects one handedness of circularly polarized light.

Next, polymerizing the reaction mixture 15 min with linearly polarized light
(linear polarizer in front of the UV-light source of 0.3 mW/cm²), the transmission
spectra differ from the reference sample (figure 6.15(a)). The film remained reflecting
in green but at lower wavelength compared to the reference sample (Δλ = nm). The
reflection band is narrower, but still only one handedness of circularly polarized light
is reflected. Examining the polymerized film by polarizing microscopy, it showed that
the cholesteric phase was present since oily streaks, appearing from the domain walls
in the cholesteric LC phase, were observed (figure 6.16(a)). The transmission spectra
with linearly polarized light were however remarkably different from the reference
samples. The linearly polarized polymerized film reflected more than 50% of linearly
polarized light in one polarization direction (figure 6.15(b)). Light linearly polarized
in the orthogonal direction showed low reflection.

Whether the additional reflection appeared from Bragg layers, cross sections
of the sample were studied by SEM imaging (figure 6.16(b)). A layer periodicity
was clearly visible, and the pitch was measured in the SEM images to 163 nm. This
value is similar to that of the half cholesteric pitch (P_{chol}) calculated from the central
reflected wavelength (λ_{ref}) and the average refractive index (n_{average}):

\[ P_{chol} = \lambda_{ref} \cdot n_{average} = 513 \cdot 1.59 = 322 \text{ nm} \ (= 2 \cdot 161 \text{ nm}) \]

The cross-section in figure 6.16(b) is comparable to the cross-sections of the perio-
dically stratified holographic gratings in chapter 2 (figure 2.9(b)), where periodic
layers were produced from isotropic reaction mixtures. On the other hand it also
resembles SEM graphs of cholesteric polymers (figure 6.7). It cannot be concluded
unambiguously whether the periodicity is solely from phase separated layers or from
cholesteric polymer network. It is obvious that more and advanced analyses are
necessary. The polarization dependent reflection of the sample could be the result
of several optical structures that are integrated in the cholesteric network:

- Bragg gratings of anisotropic polymer layers and phase separated LCs (ideally
  polarization independent reflection of linearly polarized light depending on the
  refractive index contrast)

- optical retardation layers of e.g. phase separated non-chiral nematic LCs

Most probably these effects are present simultaneously. An attempt to discrimi-
nate between these effects is using temperature regulated transmission spectroscopy,
where the optical properties of the non-reactive phase separated liquid crystals can
be tuned by the temperature.

Heating the reference sample to 60 °C, the layer periodicity may increase slightly
because of thermal expansion which causes reflection at larger wavelengths. By
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Figure 6.15: Transmission spectroscopy of polymerized cholesteric reaction mixture (cured with linearly polarized light, composition in Table 6.4). (a) The polymerized film reflects circularly polarized light of the right handedness (line), and transmits the left handedness (broken line). (b) Transmission of linearly polarized light $+45^\circ$ to the LC alignment direction: line, and $-45^\circ$: broken line.

The elevated temperature, which is above the clearing temperature of the mixture of K18 and K21 ($T_{ni} = 37^\circ$C), the unreactive liquid crystals become isotropic and lose their anisotropy. Therefore, at 60 $^\circ$C the reflection band edges are determined by the birefringence of the anisotropic polymer network. Due to the similar refractive indices of the polymer and nematic host, the reflection band shifts only marginally by increased temperature (Figure 6.17(a)). Linearly polarized light in any polarization

Figure 6.16: (a) Polarization microscopy image of the same polymerized film. Oily streaks witness of a remained cholesteric phase after polymerization (the bar measures 50 $\mu$m). (b) Cross-section of the same film from which the unreacted liquid crystals been washed away.
Figure 6.17: Transmission spectroscopy at 25°C (lines) and 60 °C (broken lines) of polymerized reference sample made from a cholesteric reaction mixture with the composition in table 6.4: (a) circularly polarized light (left-handed: black lines, and right-handed: gray lines) and (b) linearly polarized light (−45° to the LC alignment direction: black lines, and +45° to the LC alignment direction: gray lines).

direction and temperature was reflected to 50% (figure 6.17(b)), the band shift was identical to that experienced by circularly polarized light. The shifts of the reflection band edges were reversible.

Unlike the reference sample that changed its reflection properties only marginally with increasing temperatures, the linearly polarized polymerized samples exhibits remarkable temperature effects (table 6.5). The first observation is that the intensity of the right-handed reflection band increases. This indicates that the state of polarization of circularly polarized light is less affected at elevated temperatures. The second observation is that the difference in reflection between the two states
Table 6.5: Intensity of the reflection band from the sample polymerized with linearly polarized light.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>78</td>
<td>0</td>
<td>74</td>
<td>8</td>
</tr>
<tr>
<td>60</td>
<td>88</td>
<td>0</td>
<td>38</td>
<td>46</td>
</tr>
</tbody>
</table>

of linearly polarized light vanishes at elevated temperatures. Both phenomena can be explained by the disappearance of optical retardation as caused by the isotropic phase of a non-chiral nematic liquid crystal that phase separated into one or more layers.

The optical properties of anisotropic films are very dependent on the alignment of the liquid crystals; therefore it is difficult from these measurements to draw unambiguous conclusions regarding the sample morphology. A larger optical contrast between the polymer and the phase separated liquid crystals would facilitate the interpretation of the spectra; an isotropic polymer is preferable for these optical measurements.

6.4 Conclusions

The reaction mixture for the cholesteric self-stratification must keep a stable, ordered and liquid crystalline phase before polymerization. For the materials investigated here, the nematic hosts E7 and the mixture of equal parts of K18 and K21 that have nematic phases over large temperature regions were more suitable than the single component nematic host K18.

One of the components in E7 (the cyanoterphenyl molecule) absorbs light in UV region; this hinders the selection of wavelengths in the absorption band of the dichroic photoinitiator. Preferably only the photoinitiator absorbs at the curing wavelengths, and generates the periodic absorption profile in depth of the reaction mixture. Else, if the LCs also absorb the light, the intensity decreases in depth of the film and an additional profile over the film thickness appears and materials transport over the whole grating might be induced.

The isotropic right-handed chiral dopant LC756 has a high twisting power (HTP = 44 μm$^{-1}$ in E7 and HTP = 28 μm$^{-1}$ in RM257 and in the mixture K18 and K21), with small concentration changes of the dopant (3-8 weight%) the cholesteric pitch was modified to reflect over the visible spectra of wavelengths. However, larger concentrations of LC756 (≥ 8 weight%) induced crystallization which also occurred in all mixtures after some days. Even though crystallization is not a desired property, it can to a certain amount be controlled by improving the miscibility by heating the reaction mixture above the clearing temperature, continued by slowly cooling down the mixture to chiral nematic phase just before the polymerization.

The liquid crystalline cross-linker RM257 stabilized the reaction mixtures by increasing the clearing temperatures. Even though polymerization-induced phase
separation of this monomer in cyanobiphenyls is documented\textsuperscript{18}, no optical phase separation was observed in the reaction mixtures.

The isotropic monomers studied here (PEA, iBMA and BiPhMA) disturbed the cholesteric order in the reaction mixture, observed as phase separation and crystallization. The miscibility in the reaction mixture is critical for the cholesteric self-stratification process, and was improved only when monomers were added that were liquid crystalline in nature.

The liquid crystal monomer LCA increased the clearing temperature of the mixtures and aligned in the cholesteric reaction mixture. Phase separation was only observed when polymerizing at temperatures close to the clearing temperature of the mixture. Besides its mixing properties in the monomeric state, LCA has also an additional favorable property. The molecular structure of LCA, with the cyanobiphenyl group directly attached to the acrylate group, hinders the packing of the molecules after polymerization because of steric reasons. As a result the monomer forms an isotropic polymer when polymerized as a single component. In a blend of anisotropic monomers it destabilizes the liquid crystal phase of the polymer and will decrease the optical anisotropy. Other monomers with similar qualities (liquid crystal monomer forming isotropic polymer due to steric hindrance) are also interesting alternatives to the cholesteric self-stratification process.

The simulations in chapter 5 revealed that large amounts of monomers (> 50 \%) in the cholesteric reaction mixture are required to obtain polymerization-induced phase separated layers. Based on the materials studied in this chapter two alternatives are possible: reaction mixtures with large contents of the liquid crystalline monomer LCA, or reaction mixtures with the isotropic monomer PEA (10\%) in which the monomer content is increased by the LC cross-linker RM257. Cholesteric reaction mixtures with dichroic photoinitiators were polymerized by linearly polarized light. Due to the large content of reactive anisotropic material, it was not possible to conclude unambiguously whether the cholesteric LC phase was remained in the polymerized film, whether Bragg gratings were created, or a combination of the two. A larger optical contrast between the polymer and the phase separated liquid crystals would facilitate the interpretation of the spectra.

**Further recommendations**

A good contrast between the layers remains a challenge for the cholesteric self-stratification process. It was shown with simulations that neither the reaction rates nor the diffusion constants influence the composition profile in depth (chapter 2 and 5), instead the temperature and concentration of the reaction mixture are critical parameters for the phase separation process (chapter 5). In chapter 2 simulations revealed that small periodicity in the absorption profile (< 500 nm) favors material transport and generates large concentration differences between the depths with high and low absorbed intensity. The absorption profile depends mainly on materials parameters as the extinction of the photoinitiator, concentration and the absorption contrast. The latter, the absorption contrast ($V_{abs}$), influences the reaction-diffusion
Figure 6.18: Large contrast in absorption ($V_{abs} = 1$, i.e. no absorption at the $I_a$ depths) provides a large difference in concentration between the reaction-diffusion lines (black lines) after 15 s polymerization. Lower contrasts ($V_{abs} = 0.83$ broken lines, $V_{abs} = 0.5$ dotted lines) show less separation of the reaction-diffusion lines.

lines significantly (figure 6.18). This behavior was investigated for a cholesteric reaction mixture with $T_{n^*i(LC)} = T_p - 10$ and $T_{n^*i(M)} = T_p - 30$, initial monomer content = 60%, and UV-light intensity = 10 mWcm$^{-2}$. After 15 s of polymerization the phase separation line is crossed by the reaction-diffusion lines for the simulation with a perfect contrast, $V_{abs} = 1$ (i.e. polymerization is not allowed at the depths with “low absorbed” intensity, black lines in the figure). Larger contrasts, $V_{abs} = 0.83$ as was determined for the dichroic photoinitiators used in this study, and $V_{abs} = 0.5$, influence the composition differences between the reaction-diffusion lines less. Logically, the line at the lowest $I_a$ is strongest influenced, since the all other parameters were constant.

The absorption contrast is dependent on the order in the cholesteric reaction mixture. A perfect ordered cholesteric reaction mixture would increase the absorption contrast, however in normal practice the order parameter in chiral nematic systems is 0.6-0.7. Moreover, in this chapter it was shown that by introducing several reactive components the order tends to decrease. Another possibility might be the addition of radical scavengers. Radical scavengers react with (photo-induced) radicals and compete with the monomers in the polymerization reaction. Since the radical combination rate with the scavengers is faster than that with the monomers the polymerization becomes inhibited at locations with relatively low levels of free
radicals\textsuperscript{22}. Examples of radical scavengers that inhibit the polymerization and retard it, are hydroquinones\textsuperscript{23}. Such inhibitors in the cholesteric self-stratification reaction mixture are believed to inhibit the polymerization at the positions with low absorbed light intensity, while at the depths with high intensity the scavengers are consumed faster and polymerization starts. In this way the contrast increases between the layers, as shown in the simulations in figure 6.18. With an improved separation between the reaction-diffusion lines, the layer formation process becomes less dependent on the concentration of the reaction mixture and the temperature. A large absorption contrast is favorable for the experimental verification of the cholesteric self-stratification process.

Finally it is also useful to note that nucleation centers for the phase separation process are believed to influence the grating formation. One alternative to control the shape of the phase separation, and improve the mechanical properties, is by forming \textit{in situ} the reaction mixture by a lithography step before the stratification process\textsuperscript{21}. This technique was suggested\textsuperscript{14} and applied\textsuperscript{13,21} for the photo-enforced stratification. The presence of nucleation centers could improve the phase separation possibilities for the cholesteric self-stratification process, since the nucleation centers could destabilize the supercooled chiral nematic LC state (which was discussed in section 5.6.2).
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Appendix A

SIMS spectra identification:

A study of multivariate statistical analysis to obtain liquid crystal concentrations in stratified polymer dispersed liquid crystals.

Three methods to predict the liquid crystal concentration of the layers from the SIMS depth profile in chapter 4, figure 4.2 were studied: the relative peak intensity method (RPI) which is a regression method, and the two spectrum identification techniques principle component analysis (PCA) and discriminant function analysis (DFA) combined with linear regression analysis.

SIMS depth profiles of six samples with homogeneous LC concentrations were used for calibration. Three spectra of the calibration samples are shown in chapter 4, figure 4.3. Note that the $F^-$ signal decreases with increasing LC content, while $C_2^-$ and $CN^-$ behave oppositely. With this information one could try to extract a calibration curve from relative peak intensities (RPI) of two characteristic ion intensities. We investigated the intensity ratio between the $F^-$ ion that uniquely represents the polymer and $CN^-$. A calibration curve was calculated by applying linear regression on the intensity ratios $I_{F^-}/I_{CN^-}$ from the SIMS depth profiles at equilibrium of the calibration samples (figure A.1). The error bars represent the standard deviations of the measured ion intensities for each equilibrated intervals of the SIMS depth profiles. From the regression analysis we derived an equation for the concentration of LC from the $I_{F^-}/I_{CN^-}$ ratio:

\[
\text{LC concentration } \pm 4.0 = -29.8 \cdot \frac{I_{F^-}}{I_{CN^-}} + 68.5 \quad [\text{weight\%}] \quad (A.1)
\]

The applicability of the calibration curve was tested by a calibration sample with a concentration of 39.7 weight\% LC that was deliberately left out of the linear regression analysis. The concentration of the 39.7 weight\% LC sample was determined to be 42.2 ±5.1 weight\% LC, with error bars representing the standard deviations of the measured ion intensities for each equilibrated intervals of the SIMS depth pro-
files. Continuously, the concentrations of the layers in the multilayer sample were calculated from the $I_{F^-}/I_{CN^-}$ ratio from narrow depth intervals (40 s or 9.6 nm) at the peaks and valleys of the oscillating part of the SIMS depth profile in figure 1b. The concentrations of the ratios were calculated to $34.5 \pm 5.7$ weight% LC for the layers with high content of LC (Max) and to $31.9 \pm 5.3$ weight% LC for the polymer-rich layers (Min). The error bars represent the standard deviations of the measured ion intensities for each equilibrated intervals of the SIMS depth profiles.

Principally, we expected the concentrations of the layers to fluctuate round 30 weight% LC, which was the concentration from which the multilayer sample was prepared. Due to the relatively large errors in the obtained concentrations, RPI is apparently not suitable to accurately determine the concentration fluctuations present in our layered LC-polymer samples. Obviously the concentration differences cannot be related to the correlation between only two ion fragments. Investigating RPI ratio’s consisting of more mass channels, e.g. the sum of the $F^-$ and $O^-$ intensities divided by the sum of the $CN^-$ and $C_2^-$ intensities, diminished the fluctuations for the calculated concentrations of the layers to $\pm 4.2$ weight% LC. Also the concentrations of the layers are more efficiently separated: 37.1 weight%LC for the LC-rich layers and 33.9 weight% LC for the layers mainly consisting of polymers. However, the calculated concentrations do not fluctuate round 30 weight% LC, as required. Therefore multivariate statistical analyses are required to investigate the correlations between all mass channels for each concentration.

The multivariate statistical analysis PCA was first studied to investigate wether...
it is a suitable analysis technique to extract the information of sample compositions from the SIMS depth profiles. This was analyzed by applying PCA on the equilibrated parts of the SIMS depth profiles of the calibration samples. In figure A.2(a) the scores of principle component 1 (PC1) and 2 (PC2) are plotted, in which groups of dots representing the chosen depth units of each concentration are seen. PC1 and PC2 captured together 93% of the variance. PCA successfully separated the six concentrations by the PC1 scores, while PC2 contained information of other properties than concentration which was seen in the spread of the data points without correlation to the increasing concentrations of the samples. This interpretation was supported by the loadings (the normalized eigenvectors) obtained from the PCA (figure A.2(b) and A.2(c)). The loadings of PC1 clearly have an anti-correlation between the ions assumed to represent the polymer ($F^-$ and $O^-$), and those imagined to correspond to the LC ($CN^-$ and $C_2^-$). PC1 contains 85% of the variance. Additionally it has low levels of significance of both the chi-squared (on the 0.01 level) and F (on the 0.001 level) tests, which means that PC1 is truly different from the other PCs (chi-squared test) and that it represents unique variations between the concentrations. Thus PC1 can alone be selected to discriminate between the concentrations.

Figure A.3 shows the relation between the PC1 scores and the concentrations of LC of the calibration samples. We applied linear regression analysis to obtain a calibration curve of the calibration samples from the PC1 scores. The error bars in figure A.3 represent 68% of the PC1 scores for each concentration. The applicability of the calibration curve to attain the concentration of an unknown sample was tested by with the sample containing 39.7 weight% LC, which was deliberately left out the calculations of the regression analysis. The test sample’s concentration obtained from the calibration curve,

$$LC\ concentration \pm 4.4 = 5.7 \cdot PC1 + 29.6 \ [weight\%] \ (A.2)$$

was 39.1 ±6.1 weight% LC. The mean of the test sample’s concentration determined by PCA is closer to its real concentration, compared with the RPI analysis (of the ratio $I_{F^-}/I_{CN^-}$).

Next, we used PCA to determine the concentrations of the multilayer sample. First intervals from the depth profile of the multilayer sample were chosen for the analysis. We decided to determine the maximum (LC-rich) and minimum (polymer-rich) LC concentrations of the layers. SIMS data were selected from narrow intervals (40 s or 9.6 nm) at the peaks and valleys of the oscillating part of the spectra in figure 4.2(b). These 22 SIMS spectra in the depth interval were inserted into the PCA together with the depth intervals at equilibrium from the calibration SIMS spectra. Note that the layered sample has to be treated in the statistical analysis together with the calibration samples. This is required since the statistical analysis enlightens differences between the samples.

The scores of PC1 and PC2 in figure A.4(a) show a separation between the calibration samples, and also between the LC-rich and polymer-rich layers of the multilayer sample. As for the calibration samples in figure A.2(a), PC1 successfully separates the concentrations, while PC2 apparently represents other unknown
Figure A.2: Score plot of PC1 and PC2 from principle component analysis of the six calibration concentrations. a) The plot of the two first PCs (together 93% of the variance) shows separation of six grouped clouds of dots representing depth units at equilibrium sputter processes from six calibration concentrations: 0 weight% (■), 19.3 weight% (●), 29.9 weight% (▲), 39.7 weight% (+), 44.9 weight% (▶) and 60.7 weight%LC (★). b) The loadings of PC1 (85% of the variance) show anti correlation between the mass channels representing the polymer (F− and O−) and the ions assumed to represent the LC (CN− and C2−). c) The loadings of PC2 (8% of the variance) express other properties assumed not to correlate to the concentration of LC.
Figure A.3: Calibration curve of the calibration sample concentrations determined by regression analysis of the PC1 scores (■) and the concentrations. The applicability of the calibration curve was tested with the sigma distribution of the PC1 scores of one concentration (39.7% LC, +) that was deliberately left out of the calculations of the calibration curve. Its concentration was determined to 39.2±6.2 weight%. The error bars represent the standard deviation of the PC1 scores for each concentration.

properties of the samples. The loadings of PC1 (figure A.4(b) and A.4(c)) confirm anti-correlation between the ions assumed to represent the polymer (F− and O−), and the ions assumed to represent the LC (CN− and C2−), while the non-specific ions CH-, C- and H- show the largest loadings for PC2. The choice of PC1 to discriminate between the concentrations for the calibration curve was justified by the high variance (85%) of PC1 and its low levels of significance for the chi-square (on the 0.01 level) and F (on the 0.001 level) tests. The low levels of significance implies that PC1 is uniquely different compared to the other PCs (chi-squared test) and that it displays unique differences between the concentrations (F-test).

The concentrations of LC for the calibration samples are plotted versus the PC1 scores obtained from the last PCA analysis. A calibration curve (figure A.5) was obtained by applying linear regression analysis on the PC1 scores of the calibration samples (figure A.4(a)), the error bars represent the standard deviations of the PC1 scores of the measured ion intensities of the equilibrated intervals from the SIMS depth profiles of the calibration samples. Similarly to the former analysis, the applicability of the calibration curve to obtain the concentration of an unknown sample was tested with the sample containing 39.7 weight% LC, which was deliberately left out the calculations of the regression curve. The equation of the calibration curve was:

\[
LC \text{ concentration ± 4.5 = 5.7} \cdot PC1 + 30 \quad [\text{weight%}] \quad (A.3)
\]

The test sample’s concentration was determined by the calibration curve to 39.2
Figure A.4:  

(a) Score plot of PC1 and PC2 (together 93% of the variance) from the principle component analysis of six calibration concentrations (0 weight% (■), 19.3 weight% (●), 29.9 weight% (▲), 39.7 weight% (+), 44.9 weight% (▲) and 60.7 weight%LC (★) LC), and six depth intervals from the multilayer sample. The scores from the depth intervals assumed to have highest LC content (Max, ◦) are separated in PC1 on the concentration from the depth intervals assumed to have lower LC content (Min, ♦).  

(b) The loadings of PC1 (85% of the variance) and PC2 (8% of the variance) show different correlations. PC1 is assumed to be related to the LC concentration differences since an anti correlation between the ions representing the polymer (F⁻ and O⁻) and the ions assumed to represent the LC (CN⁻ and C₂⁻) is present.  

(c) PC2 expresses other properties assumed not to contribute to the discrimination of LC concentrations in the samples.
SIMS spectra identification

Figure A.5: Calibration curve made from regression analysis of the PC1 scores (from figure A.4(a)) of five calibration concentrations (■). The applicability of the calibration curve was tested with the sigma distribution of the PC1 scores of the sixth calibration concentration (39.7% LC, +) that was on purpose not used for the calculations of the calibration curve. The concentration was determined to 39.2 ± 6.1 weight%. This calibration curve was used to calculate the concentrations of the layers in the multilayer samples. The error bars represent the standard deviation of the PC1 scores of the measured ion intensities of the equilibrated intervals from the SIMS depth profiles of the calibration samples.

±6.2 weight% LC. This value is similar to the one obtained when only the calibration samples (without the layered sample) was treated by the statistical analysis (figure A.3). We used the calibration curve (equation A.3) to obtain the concentrations of the layers in the multilayer sample. The concentration of the LC-rich layers was calculated to 39.6 ± 6.5 weight% LC, and the polymer-rich layers to 33.6 ± 3.9 weight% LC.

Similar to the RPI, the layer concentrations calculated from PCA were higher than 30 weight% LC, this was not expected since that is a higher LC concentration than the one from which the layered sample was prepared. Apparently neither RPI nor PCA are suitable to extract information from the SIMS spectra in order to determine the concentration fluctuations present in our layered LC-polymer samples. A classification analysis, that maximizes the differences between the concentrations, is assumed to more accurately identify sample compositions. Subsequently discriminant function analysis (DFA) was applied to identify the LC concentrations in the dynamic SIMS spectra.

At first we investigated how DFA interprets the calibration samples by applying the analysis on the same SIMS data of the calibration samples as for the PCA. The main difference to the latter analysis is that each calibration concentration in DFA was grouped already when inserted in the analysis model, and the grouping is used by DFA to maximize the differences between the concentrations. The plot of the
two DFA functions with the highest variance (F1 and F2) is seen in figure A.6(a). The clouds of points, in which each point corresponds to a SIMS spectra at a certain depth, are separated by the concentrations. The loadings of the functions (figure A.6(b) and A.6(c)) show that F1 expresses anti-correlation of the ions assumed to represent the polymer \( (F^- \text{ and } O^-) \) and the ions believed to characterize the LC \( (CN^- \text{ and } C_2^-) \). The loadings of F2 showed other anti-correlations; apparently F2 contains other information apart from discriminating between concentrations. Therefore we used F1 to distinguish between the concentrations; this is supported by the high variance (93%) of F1 and its true ability to express differences between F1 and the other functions (chi-square test, with significance on the 0.01 level), as well as differences between the calibration samples within F1 (F-test, with significance on the 0.001 level).

The LC concentrations of the calibration samples were plotted against the scores of F1 (figure A.7), the error bars that represent the standard deviations of the F1 scores of the measured ion intensities for the equilibrated intervals from the SIMS depth profiles. As for the PCA, linear regression analysis was applied on the F1 scores to obtain a calibration curve. Again, the applicability of the calibration curve to determine concentrations of unknown samples was tested with the sample containing 39.7 weight% LC, which was on purpose left out the calculations of the regression curve. The equation of the calibration curve is:

\[
\text{LC concentration} = -36.3 \cdot F1 + 29.8 \ [\text{weight}%] \quad (A.4)
\]

The test sample’s concentration was calculated from the calibration curve, by inserting the F1 scores, to 41.2 ±2.7 weight% LC. Compared to the PCA and RPI results, the error for the test sample was considerably lowered, implying that DFA better resolves concentration differences (which was expected).

Subsequently, we performed discriminant function analysis on all calibration samples and the SIMS data from the multilayer sample. The same intervals (40 s or 9.6 nm at each peak and valley of the oscillations in figure 4.2) of the SIMS spectra of the multilayer sample as used for the PCA were also chosen for this analysis, and each interval was linked to a separate group in the analysis. As a result we ended up with 12 groups: six groups from the multilayer sample together with 6 groups consisting of the six concentrations of the calibration samples. The DFA plot shows a successful discrimination between the concentrations of the calibration samples and the concentrations of the layers (figure A.8(a)). The plot of F1 versus F2 shows that the three groups from the polymer-rich layers are centered on top of each other, as are the three groups from the LC-rich layers. Even though DFA maximizes differences between the groups; it also recognizes similarities of groups containing equal concentrations which is seen in figure A.8(a) for the groups of the polymer-rich layers as well as for the groups of the LC-rich layers.

The ability of the first DFA function (F1) to separate between the concentrations of the calibration samples was described by the loadings of F1 (figure A.8(b) and A.8(c)) that showed anti-correlations of ions assumed to represent the polymer \( (F^- \text{ and } O^-) \) and the ions believed to characterize the LC \( (CN^- \text{ and } C_2^-) \). F2 on the other hand does not show such anti-correlations. Apparently it contains other,
Figure A.6:  a) Score plot of F1 and F2 from discriminant function analysis of the six calibration concentrations (0 weight% (■), 19.3 weight% (●), 29.9 weight% (▲), 39.7 weight% (+), 44.9 weight% (▶) and 60.7 weight% LC (★) LC). The plot of the two first functions (together 99% of the variance) shows better centering, than PCA, of the grouped dots representing the concentrations.  b) F1 (93% of the variance) has anti correlated loads concerning the mass channels representing the polymer ($F^-$ and $O^-$) and the ions assumed to represent the LC ($CN^-$ and $C_2^-$).  c) The loadings of F2 (5% of the variance) express other properties assumed not to correlate to the concentration of LC.
Figure A.7: Calibration curve from regression analysis of five calibration concentrations, calculated from the F1 scores (■). The applicability of the calibration curve was tested with the F1 scores of one concentration (39.7% LC, +), on purpose left out of the calculations of the calibration curve. The concentration was determined to 41.3 ± 2.7 weight% LC. The error bars represent the standard deviation of the F1 scores for each concentration.

The feasibility of DFA to determine the concentrations of an a priori unknown sample concentration was tested by the 39.7 weight% LC calibration sample which was on purpose left out of the linear regression analysis. Using the test sample’s F1 scores, its concentration was determined to 41.3 ± 2.7 weight% LC, equal to the
Figure A.8:  

(a) Score plot of F1 and F2 (together 98% of the variance) from the discriminant function analysis of the six calibration concentrations (0 weight% (■), 19.3 weight% (★), 29.9 weight% (▲), 39.7 weight% (+), 44.9 weight% (▶) and 60.7 weight% LC (★) LC), and the depth intervals from the multilayer sample. The DFA scores from the depth intervals assumed to have highest LC content (Max, ◦) are separated in F1 on the concentration from the depth intervals assumed to have lower LC content (Min, ♦).  

(b) The loadings of F1 (93% of the variance) and F2 (5% of the variance) show different correlations. F1 is assumed to be related to the LC concentration differences since an anti correlation between the ions representing the polymer (F– and O–) and the ions assumed to represent the LC (CN– and C2–) is present.  

(c) F2 expresses other properties assumed not to correlate to the concentration of LC. Hence F1 is assumed to express the concentration differences and therefore chosen to determine the LC concentrations in the layered sample.
Figure A.9: Calibration curve made from regression analysis on the F1 scores of the five calibration concentrations (■). The applicability of the calibration curve was tested with the F1 scores of the sixth calibration concentration (39.7% LC, +) that was deliberately left out of the calculations of the calibration curve. The concentration was determined to 41.3 ± 2.7 weight%. The calibration curve was used to calculate the concentrations of the layers in the multilayer samples. The error bars represent the standard deviation for the measured ion intensities of the equilibrated intervals from the SIMS depth profiles of the calibration samples.

From the former DFA analysis. From the regression analysis (equation A.5) and the F1 scores of the layers, we calculated the concentration of the LC-rich layers to 32.9 ± 3.4 weight% LC and 28.8 ± 2.7 weight% LC for the polymer-rich layers. The error bars represent the standard deviations of the F1 scores of all measured ion intensities in the depth intervals (Max/Min) from the layered sample. These concentrations are centered round the concentration of the reaction mixture (29.9 weight% LC) from which the layered samples were prepared, supposing DFA correctly depicts the correlation between all mass channels.

To conclude, careful interpretation of the SIMS depth profiles are important in order to extract the useful information of the sample composition to construct calibration curves. Of the three studied methods only DFA could efficiently identify the small concentration differences in the depth profile of the layered PDLC grating, resulting in reliable LC concentrations.
Technology Assessment

In our present society there is a market for wider, lighter and thinner electro-optical switches to be used as e.g. cost-effective large privacy windows (in homes and offices), as wall coverage (ambient intelligence), or for large area wall-sized displays and television sets. Effective and reasonably fast responding switches can be made by using liquid crystals, e.g. by switching the state of polarization of polarized light as is done in the present flat panel liquid crystal displays (LCDs). For most of the applications mentioned it is beneficial to find operational solutions using unpolarized light in order to enhance the brightness, weight and energy efficiency and to find production methodologies to make the switches larger and cheaper. For instance current LCDs are fabricated in batch wise processes using cell-technology. Rigid glass substrates in rectangular form are stacked as cells which are filled by the anisotropic and switchable liquid crystals (LCs). The cell-technology is a multistep and complex manufacturing method leaving little space to tailor the dimensions of the displays. Recently, a new approach to produce flexible single-substrate devices was introduced: the paintable LCD technology\(^1\). Using the concept of photopolymerization-induced phase separation, a matrix of LC cells are created by exposing a mixture containing monomers and liquid crystals to ultra violet (UV) light. Standard coating processes are suitable to manufacture paintable LCDs which potentially enable continuous production lines.

The next generation optical switches will include additional functionalities. For many applications it is has advantages to switch light by reflection rather than by absorption, e.g. to increase the energy efficiency and to avoid heating. The wavelength selective reflection is based on the principles of Bragg reflection. Periodic layers of polymer and liquid crystals with different refractive indices generate the wavelength selective reflection. By realigning the LCs with e.g. an electrical field and matching the ordinary refractive index of the aligned LC molecules to that of the polymer, the grating becomes transparent. By tuning the layer periodicity and refractive indices so that the device reflects light to a narrow band of red, green or blue, the device is interesting for color display applications. Such wavelength specific switchable grating can replace not only the LC cell and the color filters in a display, but also the polarizers, resulting in an increased energy efficiency of the device. Another application of switchable wavelength selective films is temperature regulators, i.e. multilayer films reflecting only infrared (IR) wavelengths. Switching the anisotropic LCs, the temperature regulator transmits the heat waves. Furthermore, incorporating a gradient in layer periodicity in depth of the film a large band
optical switch is obtained controlling light over a wide wavelength range. When the range of wavelengths that are switched corresponds to the visible light, a switchable sunscreen is obtained. Combining such wavelength specific switches with a large area production technique would allow these narrow and broad band switches to be applied on large surfaces for private use (ambient intelligence and wall-sized displays), temperature regulating windows and sunscreens for especially agricultural and automotive applications where temperature and sun light regulation are issues to solve.

In literature electro-optical switches are proposed that fulfill most of the optical requirements such as, polarization non-selective narrow reflection bands that switch within milliseconds by using \(<100\) V electrical fields\(^2,3\). They are made by holographic means using interference pattern of two interfering laser beams to initiate a multilayer phase separation of polymer and liquid crystals\(^4,5\). The phase separated liquid crystals form droplets at periodic depths in the multilayered polymer dispersed liquid crystal (PDLC) film. Holography is however difficult to upscale to large sizes and large production quantities. The cholesteric self-stratification process, a novel method presented in this thesis\(^6\), is approaching the goals of large, light and flat device, and simultaneously providing an easily varied wavelength specific reflection and device shape. The advantage of the cholesteric self-stratification process is the self-organization of cholesteric liquid crystals which offers unlimited device size and easily manipulated layer periodicity, stretching from reflecting light in the deep UV to in the far IR. Furthermore the processing is simple, only a normal UV-light source combined with a polarizer are required. With the cholesteric self-stratification method difficulties with localized polymerization shrinkage blurring the refractive index contrast (which is often noticed for holographic reflection gratings\(^7,8\)) are surmounted by the cholesteric ordering. During the polymerization-induced shrinkage the absorbed intensity profile remains with the relative position of the aligned photoinitiators although the absolute periodicity might shift. The cholesteric order act as a spring that when being compressed the positions that initially have the highest absorption intensity remain the highest intensity and only change their periodicity. The positions with low absorbed intensity will not be subjected to higher absorbed intensity. However, the reaction method for the cholesteric self-stratification is considerably complicated. In spite of the understanding of the phase separation mechanism as studied in this thesis, still experimental parameters are difficult to control. In particular the construction of a functional device based on switchable selective reflection by periodic layers of polymers and LCs remains to be proven. Solving the final intricacy of the cholesteric self-stratification process offers versatile multilayered optical switches.

Furthermore, the phase separation mechanism combined with the liquid crystalline self-organization control not only the layer periodicity but also the porosity of the polymer film. By extracting the liquid crystals form the polymer film, a whole new area of applications is approached: membranes. Creating membranes with controlled pore sizes combined with optical effects as wavelength specific reflection would not only allow separation but simultaneously also detection. The latter since the responsive reflection is sensitive to the sort of fluid that passes through
the membrane or more specifically the amount of swelling (e.g. increased layer periodicity) of the Bragg grating-membrane caused by the fluid. Since the cholesteric self-stratification process provides unlimited sample sizes, not only large but also small devices can be produced. In that case the light-induced phase separation process is easy to combine with lithographic techniques such that both top-down and bottom-up structuring becomes possible. Top-down in this case stands for the formation of structures in the micrometer range by techniques such as lithography or printing followed by the light-induced phase separation. Bottom-up stands for the formation of sub-micrometer structures by means of self-organization of the system, in our case the chiral order in the liquid crystals. Top-down/bottom-up approaches make easy device integration possible. Therefore can membranes that are prepared by the cholesteric self-stratification process find applications in micro- and nanoscopic reactors, labs-on-a-chip and biosensors.
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1. Polymerization-induced phase separation is independent of diffusion for optical switches with grating periodicities below 200 nm, reflecting visible colors.  
   *this thesis, chapter 2.*

2. An elastic polymer network is crucial for phase separation.  
   *this thesis, chapter 2; Boots et al., Macromolecules, 29 (1996).*

3. Apparently, stratified switches are easier to obtain with phase separation simulations than by experimental methods.  
   *this thesis, chapters 5 and 6.*

4. Not any multivariate statistical analysis can solve every quantification issue.  
   *this thesis, chapters 3 and 4; M. S. Wagner et al., Surf. Sci., 570 (2004).*

5. Periodic structures from non-phase separated, but multi-step lithographic systems also serve as optical switches when infiltrated by liquid crystals.  

6. Without entropy there would be no need to clean up the mess.

7. Thermotropic liquid crystals and the European population have clear similarities: following the temperature gradient from north to south they change from being quiet and ordered to more chaotic.  
   *P. J. Collings, J. S. Patel, in Handbook of liquid crystal research, Oxford University Press, Oxford (1997); own experiences.*

8. Waiting for nothing takes very long time.  
   *Especially when nothing is close to 10^{-9} bar.*

9. The top-down and bottom-up approaches are the main differences between a chemist and a physicist.

10. “Platteland” is the correct word for the Dutch countryside.