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Abstract. Workflow modelling languages allow for the specification of executable business processes. They, however, do typically not provide any guidance for the adaptation of workflow models, i.e. they do not offer any methods or tools explaining and highlighting which adaptations of the models are feasible and which are not. Therefore, an approach to identify so-called configurable elements of a workflow modelling language and to add configuration opportunities to workflow models is presented in this paper. Configurable elements are the elements of a workflow model that can be modified such that the behavior represented by the model is restricted. More precisely, a configurable element can be either set to activated, to blocked, or to hidden. To ensure that such configurations lead only to desirable models, our approach allows for imposing so-called requirements on the model’s configuration. They have to be fulfilled by any configuration, and limit therefore the freedom of configuration choices. The identification of configurable elements within the workflow modelling language of YAWL and the derivation of the new “configurable YAWL” language provide a concrete example for a rather generic approach. A transformation of configured models into lawful YAWL models demonstrates its applicability.

1 Introduction

Legal obligations, the computer or enterprize systems in use, and best-practice force many companies to organize their secondary or supporting business processes in very similar ways. Typical examples for such business processes are purchasing, reporting, recruitment, CRM, payroll, or call-center processes [1]. Enterprize and workflow systems are used to support the execution of such business processes by guiding and monitoring the process instances throughout the company. The specification of a business process that enables its automated execution in such a system is called a workflow model. If such a model exists, the particular business process is also called a workflow [2].

Vendors of enterprize or workflow systems as well as consultants typically offer generic reference process models together with their solutions. These are typically defined on a conceptual level and help understanding how business processes are supported by the particular systems [3,4,5,6].

Still, secondary business processes will rarely be organized in exactly the same way among companies. Instead, minor, or sometimes even major, adaptations are required to tailor the process to the local environments like local law or company cultures. To
support these different environments, larger enterprize systems often offer more than one way to execute a business process. The selection of the used variant must be made only during the implementation of the process/system.

The different process variants should also be reflected and selectable in the reference process models. However, the languages used today for the specification of reference process models and workflows, such as EPCs [7], BPML [8], Protos [9], Staffware [10][11], SAP WebFlow [12], YAWL [13][14] etc., do not provide any dedicated support for this. In this paper we will therefore present an approach to extend common workflow modelling languages with a notion of configuration, allowing for the activation or deactivation of actions in such models. In this way, we enable the integration of several variants of a business process into a single configurable workflow model. Before the workflow can be executed, the proper variant must be selected by configuring the model. We thus distinguish the three phases: (1) **build time** of the model, i.e. the time while the configurable model incorporating all variants of the process was build, (2) **configuration time**, i.e. the time when a particular workflow variant is selected, and (3) **run time**, i.e. the time when process instances are executed using the configured model (Figure 1).

**Fig. 1.** The model’s **build time** is followed by the **configuration time** before the process is enacted during **run time**

Of course, configuration choices can be integrated into workflow models as normal run-time choices. But this solution has two drawbacks. On the one hand the additional choices integrated into the model look like run-time choices although the decision is already made before process instances are started, i.e. there is no decision to be made during run-time. On the other hand, they typically increase the model’s size dramatically. Therefore, configurable workflow models transfer these configuration choices to an additional configuration layer, allowing not only for a clear distinction between configuration and run-time choices, but also for the creation of run-time models without
the model elements which are already “dead” before any instance of the process has been initiated. Compared to the original workflow modelling language, the complexity of such a configurable modelling language increases of course. But, as the additional configurable elements are only relevant at configuration time, the target group of process designers that is confronted with these additional elements is limited compared to the overall number of users of the model.

The remainder of this paper is structured as follows. In Section 2, we will first depict an universal approach to add configuration layers to any workflow modelling language, using a concept of ports as configuration points which can be activated, blocked, or hidden. In Section 3, we will use YAWL as an example workflow modelling language to depict in detail how the approach can be applied to a concrete language. Although our approach is quite generic and applies to most process modelling languages, we need to select a concrete notation to explain our ideas. YAWL was selected because it supports most of the workflow patterns [15]. Hence, many languages can be seen as a subset of YAWL, thus making the results applicable to a large field of languages. We will start Section 3 with an introduction into YAWL models as hierarchical workflow specifications composed of extended workflow (EWF) nets. In the second part of Section 3, we will define configurable EWF (C-EWF) nets by identifying their configurable elements and formally specifying their configurations. In the section’s third part we will briefly sketch how the same approach can be applied to develop configurable workflow specifications. In this way we provide a second example for applying the approach, but without going into the technical details as for C-EWF nets. To demonstrate the applicability of these concepts, Section 4 explains how the configuration of a configurable YAWL model can be transformed into a lawful YAWL model and introduces the corresponding software tool. In Section 5, an overview on related work will be provided before Section 6 will conclude the paper with a short summary and an outlook on open issues.

2 Making workflow models configurable

As depicted in the introduction, configurable workflow modelling languages are useful whenever an individual workflow variant should be derived from a more general model. For this, configurable workflow modelling languages enable the restriction of the behavior of workflow models in a controlled manner. This sections outlines a general approach for the development of such configurable workflow modelling languages.

By using the term “workflow models”, we explicitly focus on executable business process models, although the approach might be applicable to non-executable modelling languages as well. We assume that every workflow modelling language that explicitly depicts the flow of cases, i.e. executed workflow instances, through a system with tasks, steps, activities, functions or similar concepts of performed actions can be made configurable. Before defining such a configurable workflow modelling language, it is however required to identify what a configuration of a model in a particular language is.

In our previous research on configurable process models [16,17], we identified two general applicable methodologies to configure, i.e. restrict, a workflow model, namely
blocking and hiding. The insight that these are the two basic configuration operations was obtained by a systematic study of inheritance notions in the context of business processes [18][19]. If an action in a workflow is blocked, it cannot be executed. The process will never continue after the action and thus never reach a subsequent state or any subsequent action. If an action is hidden, its performance is not observable, i.e. it is skipped and consumes neither time nor resources. But the process flow continues afterwards and subsequent actions will be performed. For that reason we also talk about a silent action[3] or simply about skipping the action. If an action in a workflow model is neither blocked nor hidden, then we say it is activated, which refers to its normal execution. The activated action is performed as it would be in a classic, un-configurable workflow.

As a rule of thumb this means that if the performance of an action is not desired and the action is not mandatory for subsequent steps, than hiding is the preferred configuration method. If a whole sequence or line of actions is not desired or if the non-desired action is mandatory for subsequent actions, blocking is typically the preferred configuration method.

To develop configurations for a particular language, it is required to identify those element types of the language which represent actions that can be performed. These are usually elements like activities, functions, steps, etc. For an action to be executed, it must be triggered. Triggers are typically represented by arcs pointing into an action. However, the meaning of these arcs leading into the action varies not only among different workflow modelling languages but also within a single workflow modelling language because of different joining patterns for preceding paths leading into the action. For example, some actions require that all preceding paths are completed for the action to be triggered (AND-join), whereas other actions can be triggered via each arc pointing into the action (XOR-join). We call each combination of incoming paths through which an action can be triggered an inflow port of the action (see the left side of Figure[2]). Thus, an action with an AND-joining behavior for the incoming paths has just a single inflow port whereas a task with an XOR-joining behavior has an inflow port for each incoming path.

After an action has completed, it releases the particular case via the arcs leaving the action. Also here the number of triggered paths depends on the semantics specified for the particular action. An action with an AND-splitting behavior triggers all outgoing paths, whereas an action with an XOR-splitting behavior only triggers one subsequent path. Of course there can also be semantics allowing the triggering of a specific number of paths (OR-split). Aligned with the specification of inflow ports, we say that each case can leave the action only through one distinct outflow port, but then triggers all paths connected to this outflow port (see the right side of Figure[2]).

Ports are the elements which can be activated, blocked, or hidden, i.e. they are in fact the configurable elements. Every port can be activated or blocked while inflow ports can also be hidden.

An activated inflow port allows the triggering of the action through this port. However, if an inflow port is blocked, no cases can flow into the action through this port.

[3] The term silent action comes from concurrency theory where silent actions are denoted as τ and form the basis for equivalence notions such as branching bisimulation.
The number of ports of an action depends on its joining and splitting behavior.

The triggering of the action via the inflow port is inhibited. If an action is triggered via a hidden inflow port, the action itself is skipped and the case is directly forwarded to one of the outflow ports (usually but not necessarily a default output port; see Figure 3).

If an outflow port is activated, the action can select this port as the port through which the case is released. If an outflow port is however blocked, the port cannot be selected as the used outflow port. Instead another activated outflow port must be selected. Thus, the blocking of an outflow port inhibits the performance of actions subsequent to the port. However, as cases should always be able to leave a triggered action, at least one outflow port must always be activated. The hiding of an outflow port is impossible because outflow ports trigger paths instead of actions. A path just forwards the case to the next action without containing any action itself. Thus, a path contains nothing that can be skipped (and any subsequent action should be hidden via its own input ports).

By deriving ports from the definition of a workflow modeling language instead of defining them as elements which have to be added to the workflow models of the language, each model can serve as the basis for a configurable model without any change. Such a model represents the “Least Common Multiple” (LCM) of all possible model variants [20]. It contains the maximal possible behavior which can be achieved by enabling all variants, i.e. configuring all ports as activated. We call this initial model therefore the basic model whose behavior can be restricted by hiding or blocking of selected ports.

To transform these configuration decisions into a model executable in the traditional workflow engine, blocked elements and all their dead successors must be removed from the model and hidden elements must be replaced by shortcuts.

Obviously, not all models resulting from such a transformation conform to the definition of the used modeling language or represent desirable behavior. For example, blocking too many ports or a “wrong” port might result in an unconnected net which for many workflow modeling languages means that the model would become syntactically invalid. In a similar way hiding of essential actions can prevent the practicability of the depicted process and lead to a semantically incorrect model. To avoid the oc-
currence of such situations, a configurable model must not only consist of the basic model, but also of a set of requirements restricting the set of permitted configurations and therefore ensuring both syntactical and semantical validity of models. An example for a syntactical motivated requirement would be “Each action must have at least one activated port which allows the outflow of cases”; an example for a semantically motivated requirement would be “If it is possible to pay in installments, it must be possible to pay by credit card” (because the installments are deducted from the credit card account), or better “If a port is activated that allows cases to flow into the action Pay in installments, then the port allowing for cases flowing into the action Pay by credit card must be activated as well”. That means, although the requirement is semantically motivated, it still should be formulated in terms of the model’s port configuration.

For a better understanding, we have presented these example requirements in a rather informal natural language. However, the configurable modelling language must be able to test if a configuration of a model satisfies all requirements as otherwise the transformation of the model should not be performed. Therefore, a formal specification of requirements is indispensable. We suggest either the use of a subset of a programming language, or to formulate logical expressions composed of atomic expressions that test individual elements of the net or its configuration.

As mentioned above, the basic model uses the traditional, i.e. non-configurable version of the particular modelling language. Thus, assuming that all ports are activated, it satisfies all of the language’s syntactical requirements. It might however contain semantically conflicting elements if two distinct process variants exclude each other. For that reason, the assumption that all ports can be activated at the same time is not always valid. Instead, it is required to explicitly specify a configuration for each port. Only if this complete configuration of all ports satisfies all requirements, it can be used to transform the configurable workflow model into a configured net.

By requiring that every valid configurable workflow model contains at least one such valid and complete configuration as a default configuration, we ensure the existence of such a configuration. The default configuration also serves as a “starting point” for any individual configuration. In this way, configuring a configurable workflow model to individual requirements just means to modify those port configurations that need to deviate from the default configuration – usually a limited effort even if there are many configurable ports.

When developing the configurable workflow modelling language, it is important to note that workflow modelling languages often abstract from the most basic actions by grouping several actions into a single task, step, function etc. In these cases, it is reasonable to deviate from the pure concept of blocking and hiding single ports and instead subsume several configurable elements into language-specific configuration constructs.

To show how this approach can be applied to a concrete workflow language, we will develop a configurable YAWL (C-YAWL) in the following. C-YAWL will contain both configuration types: configurations of individual ports, as well as the subsuming of several ports into a YAWL-specific configuration construct.
3 Configurable YAWL

C-YAWL is based on the workflow modelling language of YAWL [14], extended with a worklet service architecture [21]. YAWL is chosen on the one hand due to its extensive support of workflow patterns [15,22], and on the other hand because the open-source licence of its editor and workflow engine enable the implementation of C-YAWL tools and workflows. In addition, the hierarchy created by the worklet service architecture creates to a certain extend a second modelling language which can serve as a further example.

For readers unfamiliar with YAWL, we first give a brief introduction into YAWL. This introduction is based on the work of van der Aalst and ter Hofstede [14] and summarizes the main definitions while focusing on the prerequisites needed for the development of C-YAWL. For more elaborated explanations the reader is referred directly to the original article [14]. Afterwards, we will develop and formally define configurable extended workflow (C-EWF) nets as the central configurable model in C-YAWL. We will conclude this section with outlining how the hierarchy in YAWL models can be extended into a configurable workflow specification.

3.1 YAWL

YAWL is a workflow modelling language inspired by Petri nets, but with several vital extensions and its own semantics. A workflow specification in YAWL is a set of extended workflow nets (EWF-nets) which form a hierarchy. Each EWF-net consists of conditions, which in Petri net terms can be interpreted as places, and tasks. By mapping some tasks of an EWF-net onto other EWF-nets within the workflow specification, the hierarchy is created, i.e., there is a tree-like structure where tasks can be decomposed into EWF nets. These “mapped” tasks are called composite tasks, “unmapped” tasks are called atomic tasks.

Figure 4 shows an example for such a YAWL model while Figure 5 summarizes the graphical symbols for all the element types for EWF nets. The example depicts a booking and payment workflow for train travels. After an order has been received, multiple train tickets, a reduction card for train tickets, and/or multiple hotels can be booked. Until a payment method has been selected, the booking can also be cancelled. Afterwards the travel has to be paid either in cash or by credit card before the documents can be either send to the customer or collected by him. The tasks “Book hotel” and “Credit card payments” contain further refinements in form of additional EWF nets.

Each EWF-net has exactly one unique input condition and one unique output condition. The control flow determines the flow of tokens through tasks and conditions. AND-, OR-, and XOR-joins and -splits determine the joining and splitting behavior before and after each task. AND-joins require tokens in all the conditions preceding the AND-join to enable the execution of the subsequent task, AND-splits put tokens into all the post-conditions after the task has completed. Tasks with an XOR-join behavior, as e.g. the Send documents task in Figure 4 require a token in only one of the pre-condition to be enabled, tasks with an XOR-split behavior, as the task Select payment method in Figure 4, put a single token into one of the post-conditions after the completion of the task. OR-joins, as in task Select payment method, allow a synchronizing
merge of several process branches by enabling the subsequent task only if there is no chance that any tokens will arrive in unoccupied pre-conditions of the OR-join at any
future point in time. OR-splits, as in task Receive order, enable a multi-choice, i.e. a selection of several post-conditions.

The specification of a cancellation region, as for the task Cancel booking in Figure 4 allows for the removal of all tokens from the conditions and running tasks within this region during the execution of the task to which the cancellation region is attached to. Independently of the total number of tokens in the conditions, it removes all tokens and therefore supports various cancellation patterns. In addition, tasks can be specified in such a way that they start in multiple instances. Examples are the Book train ticket and the book hotel tasks from Figure 4 which allow for the booking of multiple tickets or hotels. It is then possible to specify upper and lower bounds for the number of instances of the task that can be started. It can also be specified if instances can only be created at once when the task is started, i.e. statically, or if instances can be added dynamically while the task is running and the number of started instances is lower than the maximum number. The task’s threshold value determines the number of instances that have to be completed to complete the task as a whole. As soon as the threshold value is reached, all remaining instances are terminated.

Formally an EWF-net can be defined as follows:

**Definition 1 (EWF-net)** An extended workflow net (EWF-net) is a tuple \((C, i, o, T, F, \text{split}, \text{join}, \text{rem}, \text{nofi})\) such that:

- \(C\) is a set of conditions,
- \(i \in C\) is the input condition,
- \(o \in C\) is the output condition,
- \(T\) is a set of tasks,
- \(F \subseteq (C \setminus \{o\} \times T) \cup (T \times C \setminus \{i\}) \cup (T \times T)\) is the flow relation,
- every node in the graph \((C \cup T, F)\) is on a directed path from \(i\) to \(o\),
- \(\text{split} : T \to \{\text{AND}, \text{XOR}, \text{OR}\}\) specifies the split behaviour of each task,
- \(\text{join} : T \to \{\text{AND}, \text{XOR}, \text{OR}\}\) specifies the join behaviour of each task,
- \(\text{rem} : T \not\to \mathcal{P}(T \cup C \setminus \{i, o\})\) specifies the cancellation region for a task\(^4\), and
- \(\text{nofi} : T \not\to \mathcal{N} \times \mathcal{N}^{\text{inf}} \times \mathcal{N}^{\text{inf}} \times \{\text{dynamic}, \text{static}\}\) specifies the multiplicity of each task (minimum, maximum, threshold for continuation, and dynamic/static creation of instances).

The tuple \((C, T, F)\) corresponds to a classical Petri net\(^{[23]}\) where \(C\) (the set of conditions) corresponds to the set of places, \(T\) (the set of tasks) corresponds to the set of transitions, and \(F\) is the flow relation. Different to Petri nets, there are the special conditions \(i\) and \(o\) and tasks can be connected not only via places but also directly to each other by the flow relation. We counteract this “unstructuredness” by defining the extended set of conditions \(C^{\text{ext}}\) and the extended flow relation \(F^{\text{ext}}\) for EWF nets, adding the implicit condition \(c_{(t_1, t_2)}\) between two tasks \(t_1, t_2\) if there is a direct connection from \(t_1\) to \(t_2\). To navigate through an EWF net it is also useful to define the preset and postset of a node (i.e., of a condition or a task) as shown in the definition below.

---

\(^4\) \(A \not\to B\) denotes a partial function. \(\mathcal{P}(X)\) is the powerset of \(X\), i.e., \(Y \in \mathcal{P}(X)\) if and only if \(Y \subseteq X\).
Definition 2 Let $N = (C, i, o, T, F, \text{split}, \text{join}, \text{rem}, \text{nofi})$ be an EWF-net. Then $C^{ext} = C \cup \{c_{(t_1, t_2)} \mid (t_1, t_2) \in F \cap (T \times T)\}$ is the extended set of conditions and $F^{ext} = (F \setminus (T \times T)) \cup \{(c_{(t_1, t_2)}), (t_1, t_2) \in F \cap (T \times T)\}$, i.e. the extended flow relation. Moreover, auxiliary functions $\bullet_{\pi}, \bullet_{\pi} : (C^{ext} \cup T) \rightarrow P(C^{ext} \cup T)$ are defined that assign to each node its preset and postset, respectively. For any node $x \in C^{ext} \cup T$, $\bullet_{\pi} = \{y \mid (y, x) \in F^{ext}\}$ and $\bullet_{\pi} = \{y \mid (x, y) \in F^{ext}\}$.

The four functions of the EWF net split, join, rem, and nofi specify the properties of each task. As the names imply, the first two functions specify the splitting- and joining behavior for the tasks. rem specifies from which parts of the net the tokens should be removed. Note that the range of rem includes tasks and conditions, but tokens cannot be removed from input and output conditions. Removing tokens from a task corresponds to aborting the execution of that task. If a task is a composite task, its removal implies the removal of all tokens it contains. nofi specifies the attributes related to multiple instances.

Whenever we introduce an EWF-net $N$ we assume $C, i, o, T, F, \text{split}, \text{join}, \text{rem}$, and nofi defined as $N = (C, i, o, T, F, \text{split}, \text{join}, \text{rem}, \text{nofi})$. For simplification we also assume that $C = C^{ext}$ and $F = F^{ext}$, i.e. we only consider the extended net with implicit conditions. We use $\pi_1(\text{nofi}(t))$ to refer to the minimal number of instances initiated, $\pi_2(\text{nofi}(t))$ to refer to the maximal number of instances initiated, $\pi_3(\text{nofi}(t))$ is the threshold value, and $\pi_4(\text{nofi}(t))$ indicates whether it is possible to add instances while handling the other ones.

For convenience, we extend the functions rem and nofi in the following way. If $t \in T \setminus \text{dom(rem)}$, then rem($t$) = $\emptyset$. If $t \in T \setminus \text{dom(nofi)}$, then $\pi_1(\text{nofi}(t)) = 1$, $\pi_2(\text{nofi}(t)) = 1$, $\pi_3(\text{nofi}(t)) = \infty$, $\pi_4(\text{nofi}(t)) = \text{static}$. This allows us to treat these partial functions as total functions in the remainder.

The mapping of tasks to lower-level EWF nets which are refining the task (as, e.g., for the tasks “Book hotel” and “Credit card payments” in Figure 3) is not part of the higher-level EWF net, but rather of the workflow specification which organizes the EWF-nets in a tree-like hierarchy. As mentioned above, we deviate here from the original YAWL specification by assigning sets of EWF nets to composite tasks. The selection which EWF nets from such a set is executed when the composite task is triggered is then performed at run-time, similar as the worklet service architecture extension to YAWL suggests. Thus, although several EWF nets are assigned to a composite task, only one of the EWF nets is executed when the task is triggered. In this way, different implementations of a task can be assigned to the same generic task (e.g., the task “Book hotel” can have an implementing EWF net for bookings directly with the hotel by phone and another totally different implementation for bookings via a booking portal in the internet).

Definition 3 (Workflow specification) A workflow specification $S$ is a tuple $(Q^o, Q, \text{top}, T^o, \text{map})$ such that:

- $Q^o$ is a set of EWF-nets,
- $\text{top} \in Q^o$ is the top level workflow;

$\bullet_{\pi} \bullet_{\pi}$ denotes the domain of rem.
- $Q \subseteq \mathcal{P}(Q^o \setminus \{\text{top}\}), (\bigcup_{NS \in Q} NS) = Q^o \setminus \{\text{top}\}, \forall NS_1, NS_2 \in Q (NS_1 \cap NS_2 \neq \emptyset) \Rightarrow NS_1 = NS_2$, partitions $Q^o$ into sets of EWF nets,
- $T^o = \bigcup_{N \in Q^o} T_N$ is the set of all tasks,
- $\forall N_1, N_2 \in Q^o, N_1 \neq N_2 \Rightarrow (C_{N_1} \cup T_{N_1}) \cap (C_{N_2} \cup T_{N_2}) = \emptyset$, i.e., no name clashes,
- $\text{map} : T^o \rightarrow Q$ is an injective, surjective function which maps each composite task onto a set of EWF nets, and
- the relation $\{(N_1, N_2) \in Q^o \times Q^o \mid \exists t \in \text{dom(map)}(t \in T_{N_1} \wedge N_2 \in \text{map}(t))\}$ is a tree.

$Q^o$ is a non-empty set of EWF-nets with a special EWF-net top. The tasks in the domain of map are the composite tasks which are mapped onto sets of EWF nets. This is done in such a way that each EWF net in $Q^o$ can only be assigned onto one task, but each composite task is mapped onto a set of several EWF nets that is specified in $Q$, i.e., a tree-like structure with top as root node is formed. As top is always the root net, it will be part of any workflow execution. This holds not for the other EWF nets in $Q^o$ (i.e. the child elements of top) if the EWF net or any of its parents has an alternative listed in $Q$.

Concluding this small introduction into YAWL please note that we assume throughout this paper that there are no name clashes, i.e., names of conditions differ from names of tasks and there is no overlap in names of conditions and tasks originating from different EWF-nets. If there are name clashes, tasks/conditions are simply renamed.

### 3.2 Configurable EWF nets

The general approach for making workflow modelling languages configurable from Section 2 can be divided into three main steps. Thus, we organize this section on the development of configurable EWF (C-EWF) nets in line with these steps. First, the configurable elements of EWF nets are identified and we provide a formal definition of configurations of EWF nets. Second, we develop a language for the specification of requirements on the models and their configurations as well as provide an approach to test if the configuration of a model satisfies the requirements. Finally, we will combine an EWF net with requirements and a default configuration to C-EWF nets.

#### Configurable elements of EWF nets and their configurations

To determine the configurable elements of EWF nets, all elements of EWF nets that represent some sort of action and the flow of cases through these elements need to be identified. Obviously, in EWF nets actions are represented by tasks and the surrounding arcs depict how tokens can flow into and out of tasks. However, the execution of the task is only enabled if the tokens in the pre-conditions of the task match its joining behavior. A task with an AND-join behavior can only be enabled and executed if tokens are waiting at all conditions preceding the task. That means, although the task has several incoming arcs, it contains only a single port through which it can be enabled. On the other hand, a task with an XOR-join behavior can be enabled via every arc pointing at it, i.e. it has a dedicated port for each of these arcs. A task with an OR-join behavior is only enabled if there is at least one token on one of its input arcs and it exists no chance that further tokens can arrive. Thus, similar to the AND-join, it synchronizes all branches. We therefore assign
only a single port to the OR-join. All ports through which a task in an EWF net can be enabled are called input ports in the following.

**Definition 4 (Input ports)** Let \( N = (C, i, o, T, F, split, join, rem, nof) \) be an EWF net. Then

- \( \text{ports}_{\text{input}}^{XOR}(N) = \{(t, \{c\}) | t \in T \land \text{join}(t) = XOR \land c \in \bullet t\} \) are the input ports for all tasks with an XOR-join behavior,
- \( \text{ports}_{\text{input}}^{AND}(N) = \{(t, \bullet t) | t \in T \land \text{join}(t) = AND\} \) are the input ports for all tasks with an AND-join behavior,
- \( \text{ports}_{\text{input}}^{OR}(N) = \{(t, \bullet) | t \in T \land \text{join}(t) = OR\} \) are the input ports for all tasks with an OR-join behavior,
- \( \text{ports}_{\text{input}}(N) = \text{ports}_{\text{input}}^{XOR}(N) \cup \text{ports}_{\text{input}}^{AND}(N) \cup \text{ports}_{\text{input}}^{OR}(N) \) are all input ports of \( N \), and
- for \( t \in T \), \( \text{ports}_{\text{input}}(t) = \text{ports}_{\text{input}}(N) \cap (\{t\} \times \mathcal{P}(C)) \) are all input ports of the task \( t \).

Looking at the splitting behavior of tasks, we find similar semantics. If a task with an XOR-split behavior completes, it can choose between all outgoing arcs through which it will release the case. That means, each outgoing arc of the task has its own port. A task with an AND-split behavior always releases tokens via all outgoing arcs, i.e. it is only using a single port. Tasks with an OR-split behavior can release tokens to post-conditions via any combination of outgoing arcs. Therefore a port exists for each of these combinations. Ports through which tokens are released to post-conditions are called output ports in the following.

**Definition 5 (Output ports)** Let \( N = (C, i, o, T, F, split, join, rem, nof) \) be an EWF net. Then

- \( \text{ports}_{\text{output}}^{XOR}(N) = \{(t, \{c\}) | t \in T \land \text{split}(t) = XOR \land c \in t \bullet \} \) are the output ports for all tasks with an XOR-split behavior,
- \( \text{ports}_{\text{output}}^{AND}(N) = \{(t, \bullet t) | t \in T \land \text{split}(t) = AND\} \) are the output ports for all tasks with an AND-split behavior,
- \( \text{ports}_{\text{output}}^{OR}(N) = \{(t, cs) | t \in T, \text{split}(t) = OR \land cs \subseteq t \bullet \land cs \neq \emptyset\} \) are the output ports for all tasks with an OR-split behavior,
- \( \text{ports}_{\text{output}}(N) = \text{ports}_{\text{output}}^{XOR}(N) \cup \text{ports}_{\text{output}}^{AND}(N) \cup \text{ports}_{\text{output}}^{OR}(N) \) are all output ports of \( N \), and
- for \( t \in T \), \( \text{ports}_{\text{output}}(t) = \text{ports}_{\text{output}}(N) \cap (\{t\} \times \mathcal{P}(C)) \) are all output ports of the task \( t \).

As shown in Section 2, an input port determines if a task can be executed when it is enabled via this input port. It can be configured as either activated, blocked, or hidden. The configuration of an output port determines which subsequent (post-) conditions can be marked with tokens after a task has been completed. It can be configured either as activated or as blocked only.

Figure 6 provides two example configurations of the input and output ports for the main EWF net from Figure 4. The travel agency depicted in Figure 6 only sells re-
duction cards to clients buying a train ticket at the same time. Train tickets and hotel reservations can also be booked independently. For that reason the ports of the Receive order task which theoretically allow for booking the reduction card without booking a train ticket are blocked (indicated by the “Do not enter”-signs labelled b and b, c at the bottom-right corner of the task). The other five output ports, representing all possible booking combinations, are activated (indicated by the green arrows at the bottom-right corner of the task). Only if the customer pays by credit card, the documents can be sent to him. If the customer pays in cash, the documents cannot be sent. Then he has to collect them. This policy is enforced by blocking the input port b of the Send documents task (indicated by a “Do not enter”-sign at the bottom-left corner of the task).

The internet shop in Figure 6b uses the same process model, but a different configuration for its ports. It sells reduction cards also without train tickets, payments are only possible by credit card, and documents cannot be collected. In addition, the in-
ternet shop does not allow users to cancel their bookings. For that reason, all output ports of the Receive order task are activated (whenever all ports are configured to the same value, we just show a single symbol), the input port of the Cancel booking task is blocked, output port b of the Select payment method task is blocked, and all input ports of the Collect documents task are blocked. In addition, the Select payment method task’s input port is hidden because the internet shop only offers a single payment method. A selection simply does not need to be made (indicated by the orange “jumping” arrow at the bottom-left corner of the task).

In addition to the tokens consumed by a task via the input ports, a task in YAWL can also consume all tokens from a cancellation region. For this reason, we decided to define a cancellation port per task in addition to the input ports.

**Definition 6 (Cancellation ports)** Let \( N = (C, \text{inp}, T, F, \text{split}, \text{join}, \text{rem}, \text{nofi}) \) be an EWF net. Then \( \text{ports}_{\text{cancel}}(N) = \text{dom}(\text{rem}) \) are all the cancellation ports of \( N \).

The consumption of tokens from a cancellation region is similar to the consumption of tokens by an OR-join. During the task’s execution always all available tokens are consumed from the cancellation region. However, tokens in the cancellation region cannot trigger a task on their own. The triggering still happens via the input ports and does not even require the availability of tokens in the cancellation region. Thus, the cancellation port is only a refinement of the input port. If it is activated, tokens are removed from the cancellation region; if it is blocked, they are not. The decision if a task is executed or skipped remains determined by the input port configuration. Together they form the theoretic inflow port.

To depict the configuration of cancellation ports, we use the same pictures of a green arrow for activated cancellation ports and a “Do not enter”-sign for blocked cancellation ports (see the top of the task Cancel booking in Figure 6).

If a task allows the start of multiple instances, it in fact combines several actions of the process in a single task. To implement this behavior, we could, e.g., introduce an internal OR-split (see Figure 7) that enables the instances of the task. Of course, the output ports of the OR-split can be configured as activated or blocked. If some ports of this OR-split are blocked, this might decrease the total number of instances that can be started or increase the minimal number of instances that have to be started. For example, the task depicted in Figure 7 originally allowed a minimum of a single instance of the task and a maximum of three instances of the task to be started. By blocking all ports connected to a single subsequent condition, the minimal number of instances that can be started is increased to two. By blocking the port allowing the start of all instances, the maximal number of instances that can be started is also reduced to two. Therefore, we will talk about increasing the minimum number of instances to be started and decreasing the maximum number of instances to be started in the following, instead of referring to blocking of instances. If a task allows the dynamic creation of instances, the task has an additional internal task which creates new instances. By blocking its input port, we restrict a task with a dynamic creation of task instances to a static creation of task instances.

YAWL also allows to reduce the threshold value of the number of instances that have to be completed to consider the whole task as completed. This behavior – also
Fig. 7. A multiple instance task with one to three instances implemented: the configuration restricts the behavior to the start of exactly two instances.

Fig. 8. Increasing the threshold value from two to three within a task with three instances to be started (example implementation).
known as N-out-of-M-join pattern \[15\] – can be implemented in a YAWL notation by forming several AND-joins instead of one OR-join for joining the multiple instances, each connected to the required minimal number of completed instances. On firing, such an AND-join could cancel all remaining instances. Figure 8 provides an example. Originally, the task required the start of three instances, but only two instances had to complete to consider the task as completed. By blocking the input ports of the AND-joins that require only two instances to be completed, we increase the threshold value of the task to three. Thus, also the increase of the threshold value of a multiple instance task is possible by means of configuration.

To formalize these four types of configuration opportunities we use four configuration functions, one for each type. The configuration functions assign the described configuration decisions to the ports of the EWF net. To allow for the configuration of selected parts of an EWF net, we define the configuration functions as partial functions. Then a configuration does not need to configure every port in the EWF net. However, to be able to transform the EWF net into a lawful, configured EWF net, the configuration functions must be defined on every port, i.e. they must be total functions. If all four configuration functions are total functions, we call the configuration complete.

**Definition 7 (Configuration)** Let \(N = (C, i, o, T, F, \text{split}, \text{join}, \text{rem}, \text{nofi})\) be an EWF net, \(\text{ports}_{\text{input}}(N)\) be the input ports of \(N\), and \(\text{ports}_{\text{output}}(N)\) be the output ports of \(N\).

Then \(\text{conf}_N = (\text{conf}_{\text{input}}, \text{conf}_{\text{output}}, \text{conf}_{\text{rem}}, \text{conf}_{\text{nofi}})\) is a configuration of \(N\) with

- \(\text{conf}_{\text{input}}\) defined as a partial function determining configurations for the input ports of tasks:
  \[
  \text{conf}_{\text{input}} : \text{ports}_{\text{input}}(N) \not\to \{\text{activated, blocked, hidden}\}
  \]

- \(\text{conf}_{\text{output}}\) defined as a partial function determining configurations for the output ports of tasks:
  \[
  \text{conf}_{\text{output}} : \text{ports}_{\text{output}}(N) \not\to \{\text{activated, blocked}\}
  \]

- \(\text{conf}_{\text{rem}}\) defined as a partial function determining configurations for the cancellation regions of tasks:
  \[
  \text{conf}_{\text{rem}} : \text{ports}_{\text{cancel}}(N) \not\to \{\text{activated, blocked}\}
  \]

- \(\text{conf}_{\text{nofi}}\) defined as a partial function determining configurations for the multiplicity of tasks:
  \[
  \text{conf}_{\text{nofi}} : \text{dom}(\text{nofi}) \not\to \left(\mathbb{N}^{0} \times \mathbb{N}^{0} \times \mathbb{N}^{0,\inf} \times \{\text{restrict, keep}\}\right)
  \]

such that

for all \(t \in \text{dom}(\text{conf}_{\text{nofi}})\) : \(\text{conf}_{\text{nofi}}(t) = (\min, \max, \text{thres}, \text{dyn})\) and

\[
\pi_1(\text{nofi}(t)) + \min \leq \pi_2(\text{nofi}(t)) - \max.
\]
The configuration conf\(_N\) of \(N\) is complete iff

\[\begin{align*}
- \ \text{dom}(\text{conf}_{\text{input}}) &= \text{ports}_{\text{input}}(N), \\
- \ \text{dom}(\text{conf}_{\text{output}}) &= \text{ports}_{\text{output}}(N), \\
- \ \text{dom}(\text{conf}_{\text{rem}}) &= \text{ports}_{\text{cancel}}(N), \text{ and} \\
- \ \text{dom}(\text{conf}_{\text{nofi}}) &= \text{dom}(\text{nofi}).
\end{align*}\]

Similar as for EWF-net, we use \(\pi_1(\text{conf}_{\text{nofi}}(t))\) to refer to the increase of the minimal number of instances that have to be created for task \(t\), \(\pi_2(\text{conf}_{\text{nofi}}(t))\) to refer to the decrease of the maximal number of instances that can be created, we use \(\pi_3(\text{conf}_{\text{nofi}}(t))\) for the increase of the threshold value, and \(\pi_4(\text{conf}_{\text{nofi}}(t))\) to indicate whether the creation of instances for the task \(t\) should be restricted to a static creation of instances only.

To form complete (or at least “more complete”) configurations out of incomplete configurations, two configurations can be combined to a new configuration. This new configuration is formed by extending the domains of the configuration functions from the first configuration with the domains of the configuration functions from the second configuration. In this way, combining incomplete configurations with complete configurations always creates complete configurations.

**Definition 8 (Combining configurations)** Let \(N = (C, i, o, T, F, \text{split}, \text{join}, \text{rem}, \text{nofi})\) be an EWF net. Let further on \(\text{conf}_{N,1} = (\text{conf}_{\text{input},1}, \text{conf}_{\text{output},1}, \text{conf}_{\text{rem},1}, \text{conf}_{\text{nofi},1})\) and \(\text{conf}_{N,2} = (\text{conf}_{\text{input},2}, \text{conf}_{\text{output},2}, \text{conf}_{\text{rem},2}, \text{conf}_{\text{nofi},2})\) be two (partial) configurations of \(N\).

Then \(\text{conf}_{N,1}\) and \(\text{conf}_{N,2}\) can be combined and generate configuration \(\text{conf}_{N,3} = (\text{conf}_{\text{input},3}, \text{conf}_{\text{output},3}, \text{conf}_{\text{rem},3}, \text{conf}_{\text{nofi},3})\) where

\[\begin{align*}
- \ \text{dom}(\text{conf}_{\text{input},3}) &= \text{dom}(\text{conf}_{\text{input},1}) \cup \text{dom}(\text{conf}_{\text{input},2}) \text{ and} \\
  & \quad \forall p \in \text{dom}(\text{conf}_{\text{input},1}) \\text{conf}_{\text{input},3}(p) = \text{conf}_{\text{input},1}(p), \\
  & \quad \forall p \in \text{dom}(\text{conf}_{\text{input},2}) \\text{conf}_{\text{input},3}(p) = \text{conf}_{\text{input},2}(p), \\
- \ \text{dom}(\text{conf}_{\text{output},3}) &= \text{dom}(\text{conf}_{\text{output},1}) \cup \text{dom}(\text{conf}_{\text{output},2}) \text{ and} \\
  & \quad \forall p \in \text{dom}(\text{conf}_{\text{output},1}) \\text{conf}_{\text{output},3}(p) = \text{conf}_{\text{output},1}(p), \\
  & \quad \forall p \in \text{dom}(\text{conf}_{\text{output},2}) \\text{conf}_{\text{output},3}(p) = \text{conf}_{\text{output},2}(p), \\
- \ \text{dom}(\text{conf}_{\text{rem},3}) &= \text{dom}(\text{conf}_{\text{rem},1}) \cup \text{dom}(\text{conf}_{\text{rem},2}) \text{ and} \\
  & \quad \forall t \in \text{dom}(\text{conf}_{\text{rem},1}) \\text{conf}_{\text{rem},3}(t) = \text{conf}_{\text{rem},1}(t), \\
  & \quad \forall t \in \text{dom}(\text{conf}_{\text{rem},2}) \\text{conf}_{\text{rem},3}(t) = \text{conf}_{\text{rem},2}(t), \\
- \ \text{dom}(\text{conf}_{\text{nofi},3}) &= \text{dom}(\text{conf}_{\text{nofi},1}) \cup \text{dom}(\text{conf}_{\text{nofi},2}) \text{ and} \\
  & \quad \forall t \in \text{dom}(\text{conf}_{\text{nofi},1}) \\text{conf}_{\text{nofi},3}(t) = \text{conf}_{\text{nofi},1}(t), \\
  & \quad \forall t \in \text{dom}(\text{conf}_{\text{nofi},2}) \\text{conf}_{\text{nofi},3}(t) = \text{conf}_{\text{nofi},2}(t),
\end{align*}\]

**Requirements specification and valid configurations** So far, the configuration opportunities offer a lot of freedom because each task can be configured in all the described facets. This is of course theory and in practice not all configurations are feasible. For example, in the workflow from Figure 6 it must be ensured that the Receive order task is always performed, i.e. its input port must always be configured as activated. Without an order, it is impossible to book any travel. In the same way it must be ensured that if
the customer has paid his travel, the documents are either sent to him or collected. That
means for each payment method at least one input port of the tasks Send documents and
Collect documents must be activated. Similarly, we cannot block the input ports of the
tasks Credit card payment and Cash Payment as long as the customer can choose the
corresponding payment method in the task Select payment method. Otherwise, the case
might deadlock in the conditions \(a_3\) or \(b_3\). Thus, in fact, quite restrictive dependencies
exist among the configuration decisions for the individual ports.

To formulate such dependencies and restrictions of allowed configurations, we use
logical expressions. The logical expressions combine requirements on the configu-
rations of single elements of the EWF-net – the so-called atomic requirements – by
means of common logical operators and quantifiers. The requirement that the input
port of the task Receive order must be activated is for example atomic and written as
\((input, \text{"Receive order"}, \{i\}), \text{activated}\). The requirement that at least one of the in-
put ports of the task Send documents or of the task Collect documents must be activated
after a credit card payment has been made (i.e. from condition \(a_4\)), is composed of two
atomic requirements, connected by a logical operator as
\[
(input, \text{"Send documents"}, \{a_4\}), \text{activated} \\
\lor \\
(input, \text{"Collect documents"}, \{a_4\}), \text{activated}.
\]

Definition 9 provides a list of all atomic requirements that can be imposed on a
configuration of an EWF net.

**Definition 9 (Atomic configuration requirements)** Let \(N = (C, i, o, T, F, \text{split, join, rem, nofi})\) be an EWF net, \(\text{ports}_{\text{input}}(N)\) be the input ports of \(N\), and \(\text{ports}_{\text{output}}(N)\) be the output ports of \(N\). Then
- \(\text{req}_{\text{input}} = \{\text{input}\} \times \text{ports}_{\text{input}}(N) \times \{\text{activated, hidden, blocked}\}\) is the set of all requirements on the configurations of input ports,
- \(\text{req}_{\text{output}} = \{\text{output}\} \times \text{ports}_{\text{output}}(N) \times \{\text{activated, blocked}\}\) is the set of all requirements on the configuration of output ports,
- \(\text{req}_{\text{rem}} = \{\text{rem}\} \times T \times \{\text{activated, blocked}\}\) is the set of all requirements on the configuration of cancellation regions,
- \(\text{req}_{\text{nofi}} = \{\text{nofi}\} \times T \times (N^0 \times N^{0,\text{inf}} \times N^{0,\text{inf}} \times \{\text{restrictable, non-restrictable}\})\) is the set of all requirements on the configurations of the multiplicity of a task (maximal increase of the minimum, maximal decrease of the maximum, maximal increase of the threshold for continuation, and if restriction to static creation of instances is possible), and
- \(\text{req}_N = \text{req}_{\text{input}} \cup \text{req}_{\text{output}} \cup \text{req}_{\text{rem}} \cup \text{req}_{\text{nofi}}\) is the set of all atomic requirements for \(N\).

To combine atomic requirements we allow the use of all the common logical op-
erators (\(\neg, \land, \lor, \text{XOR}, \Rightarrow, \Leftrightarrow\) etc.) as well as the use of the quantifiers \(\forall\) and \(\exists\). With quantifiers, we enable the specification of requirements which have to hold for the con-
figurations of sets of model elements. In this way it is possible to specify general re-
quirements which are independent of a particular net.
We distinguish general requirements, which have to hold for every, or at least a certain group, of EWF-nets, from specific requirements, which only have to hold in a specific net. Specific requirements are typically content-driven. Therefore, the examples for requirements we provided above are specific requirements.

General requirements mainly ensure the construction of well-formed nets, i.e. they ensure that the configured EWF-net can be transformed into a syntactically valid EWF-net which also conforms to any applicable modelling guidelines like, e.g., certain soundness criteria. Typically, general requirements are content-independent and make extensive use of quantifiers. For example, the requirement “each task of an EWF net which can be enabled, i.e. which has at least one activated or hidden input port, must also have at least one activated output port” would be a general requirement. It is needed to ensure the flow of tokens through the net. It can formally be specified as follows:

\[
\forall t \in T : \\
(\exists p \in ports_{input}(t) (input, p, activated) \lor (input, p, hidden)) \\
\Rightarrow (\exists p \in ports_{output}(t) (output, p, activated))
\]

On the other hand, if all the input ports of a task are blocked, then there will never be any inflow to the task and consequently also no outflow. For that reason, we could formulate the configuration requirement that if all input ports of a task are blocked also all output ports must be blocked:

\[
\forall t \in T : \\
(\forall p \in ports_{input}(t) (input, p, blocked)) \\
\Rightarrow (\forall p \in ports_{output}(t) (output, p, blocked))
\]

Using general requirements, it is also possible to impose requirements on conditions although configuration is defined only on elements of tasks. For example, to ensure the flow of tokens through the net, every token that flows into a condition must also be able to flow out of it (unless it is in the final condition). Therefore at least one subsequent port must be activated or hidden for such conditions:

\[
\forall c \in (C \setminus \{o\}) : \\
(\exists (t_1, cs_1) \in ports_{output}(N) c \in cs_1 \land (output, (t_1, cs_1), activated)) \\
\Rightarrow (\exists (t_2, cs_2) \in ports_{input}(N) c \in cs_2 \land ((input, (t_2, cs_2), activated) \lor (input, (t_2, cs_2), hidden)))
\]

A requirement is fulfilled if it evaluates to true. To evaluate a requirement, its atomic requirements have to be evaluated first. An atomic requirement is fulfilled if the specific port or task addressed by the requirement is configured accordingly. For example, the requirement \((input, ("Receive order", \{i\}), activated)\) evaluates to true if the particular
port between the condition $i$ and the task Receive order is activated, otherwise it evaluates to false. In the same way requirements for hidden or blocked input ports, and for activated or blocked output or cancellation ports can be evaluated. A requirement on the number of instances configuration like \((\text{nofi}, \text{“Book train ticket”}, (\text{min, max, thres, dyn}))\) evaluates to true only if

- $\pi_1(\text{conf}_{\text{nofi}}(t)) \leq \text{min}$,
- $\pi_2(\text{conf}_{\text{nofi}}(t)) \leq \text{max}$,
- $\pi_3(\text{conf}_{\text{nofi}}(t)) \leq \text{thres}$, and
- $\text{dyn} = \text{non-restrictable} \Rightarrow \pi_4(\text{conf}_{\text{nofi}}(t)) = \text{keep}$.

After all the atomic requirements within a composed requirement are evaluated to true or false, the composed requirement can be evaluated as in propositional logic\(^6\). Of course, the evaluation of an atomic requirement is only possible if a configuration is defined for the element of the EWF net that is addressed by the atomic requirement. For that reason, we assume complete configurations here.

We say that a complete configuration is valid for an EWF net, if the configuration fulfills all configuration requirements that are imposed on the EWF net, i.e. if all requirements can be evaluated to true.

**Definition 10 (Valid configuration)** Let $N = (C, i, o, T, F, \text{split, join, rem, nofi})$ be an EWF net, $\text{req}_N$ be the set of all atomic requirements that can be imposed on $N$, and $\text{req}$ be a boolean expression over $\text{req}_N$. A configuration $\text{conf}_N$ of $N$ is valid, if $\text{req}$ can be evaluated to true using the values of $\text{conf}_N$ to evaluate the atomic requirements contained in $\text{req}$.

**Components of C-EWF nets** To ensure complete configurations without requiring the user of a C-EWF net to configure every single element, a C-EWF net includes a default configuration. This default configuration must be complete and valid for the EWF net that should be configured. Then, each (incomplete) configuration can be combined with this complete default configuration to form a new complete configuration (as explained in Definition 8). The configuration decisions missing in the incomplete configuration are filled up with the default configuration for these elements. The so-created complete configuration can again be tested on its validity. If it is valid, we also consider the incomplete configuration as valid for the particular C-EWF net.

Summarizing, a C-EWF net consists of a syntactically correct EWF net serving as the basic process model, a set of configuration requirements ensuring syntactical and semantical correctness of the configuration, and the default configuration.

**Definition 11 (C-EWF net)** A configurable extended workflow net (C-EWF net) is a tuple $(N, R, D)$ where

---

6 Although we are allowing quantifiers, these are always expressed on a finite set of elements (e.g. “for all the conditions of the EWF net”). So this is referable to the conjunction of a set of propositional logic requirements, each of them expressed over an element (e.g. over a condition).
– \(N\) is an EWF net,
– \(R\) is a set of configuration requirements on \(N\), and
– \(D\) is the complete and valid default configuration of \(N\).

Note that the basic EWF net might contain semantically conflicting behavior. Thus, if no explicit configuration decisions are made, the default configuration also ensures that a semantically correct EWF net can be derived for the basic EWF net.

### 3.3 Configurable workflow specifications

A workflow specification organizes EWF nets hierarchically by mapping tasks of EWF nets onto other EWF nets (cf. Definition 3). Using C-EWF nets instead of EWF net, we will in this section briefly outline how a configurable workflow specification can be build-up on top of C-EWF nets. In this context we will use the expression (C-)EWF nets in statements that hold for both EWF and C-EWF nets.

In a workflow specification each composite task \(t_{\text{composite}}\) of a (C-)EWF net is mapped onto a set of (C-)EWF nets \(NS_{t_{\text{composite}}}\) via the map function (i.e. \(NS_{t_{\text{composite}}} = \text{map}(t_{\text{composite}})\)). Whenever \(t_{\text{composite}}\) is triggered, one (C-)EWF net from the set \(NS_{t_{\text{composite}}}\) is chosen as an implementation for \(t_{\text{composite}}\) and initiated, i.e. there is a choice between the different nets of \(NS_{t_{\text{composite}}}\). The task \(t_{\text{composite}}\) only completes when the selected (C-)EWF net signalizes its completion. That means, the mapping between tasks and (C-)EWF nets determines the control flow between the nets. Hence, this mapping offers configuration opportunities in a configurable workflow specification in addition to the configuration opportunities of C-EWF nets.

Every (C-)EWF net has a unique input condition through which it can be triggered. Thus, the interface between the superior task \(t_{\text{composite}}\) and the input condition of an implementing (C-)EWF net represents the unique inflow port of the action implemented in the mapped (C-)EWF net. If this inflow port is configured as blocked, the particular (C-)EWF cannot be triggered at runtime, i.e. it cannot be chosen as an implementation for \(t_{\text{composite}}\). Instead, another (C-)EWF net from \(NS_{t_{\text{composite}}}\) has to be selected whose inflow port is configured either as activated or as hidden. Those nets can can be selected and triggered as normally in YAWL, i.e. as described above. Nets with an activated inflow port are also executed in the same way as ordinary (C-)EWF nets. The action within (C-)EWF nets with a hidden inflow port must however be skipped completely. For this reason such a (C-)EWF net should be replaced with the “dummy” EWF net shown in Figure 9 where the \(\tau\) task corresponds to the skipped action of the original net.

![Diagram](image)

**Fig. 9.** The dummy net replacing a hidden net, i.e the \(\tau\) task corresponds to the skipped action of the original net.
The completion of a (C-)EWF net is signalized via its unique output condition. The interface from the output condition back to the superior task $t_{\text{composite}}$ therefore represents the unique outflow port of a (C-)EWF net. As each action needs at least one activated outflow port to be able to forward the control to subsequent actions, this outflow port must always be activated, i.e. it cannot be configured.

Thus, on the level of the workflow specification, the only configurable port of an (C-) EWF net is its inflow port. We can therefore depict this configuration on the link between the composite task and the particular (C-)EWF net as, e.g., in Figure 10. The figure depicts an example configuration for the workflow specification of Figure 6.

Fig. 10. The configured workflow specification

Again, not all combinations of configurations among the different (C-)EWF nets are feasible. For example, it is not possible to block all the (C-)EWF nets implementing a task because every composite task must have at least one usable, i.e. either activated or hidden, implementation. For that reason, atomic requirements must also be imposable on the configuration of mappings between a composite task and an (C-)EWF net, e.g. as $\{\text{map}, (\text{task, net}), \text{activated|blocked|hidden}\}$. Such requirements can be combined and evaluated as the requirements on configurations of C-EWF nets.

This also enables us to combine requirements on the higher-level configurable workflow specification with requirements on specific C-EWF nets within the configurable workflow specification. For example, the possibility to book reduction cards in the workflow of Figure 10 might require the possibility to use a certain implementation of the payment tasks that includes an address, age, or student status verification. Some implementations of a task may also depend on the data output of a preceding task.
Thus, these implementations must be blocked if the particular task has been hidden or blocked.

Altogether, a configurable workflow specification provides two levels for configuring a workflow. Distinct approaches can be handled by different (C-)EWF nets mapped onto a single task. Different variants of the same approach should be handled within a single C-EWF net by using its configuration opportunities.

4 From C-YAWL to YAWL

To demonstrate the applicability of configurable workflow models, we implemented a transformation from C-YAWL to YAWL such that we can derive YAWL models which are executable in the YAWL workflow engine. As a task can be easily mapped onto a selected, implementing EWF net, we focus in this section just on the transformation from C-EWF nets to EWF nets and do not explain the rather trivial selection mechanism described in Section 3.3.

To be able to perform such a transformation, we first have to define a file format for maintaining the configurations of EWF nets. As the YAWL engine itself uses a well-defined XML representation for storing YAWL workflow specifications, we decided to extend this XML schema with configuration opportunities. Afterwards we will provide a transformation algorithm that “translates” the configuration into a removal of elements from the basic model. All of this has been realized in the context of the YAWL environment [13,24].

4.1 The C-YAWL XML Schema

A workflow specification in a YAWL engine file consists of several decompositions, which are its EWF nets or the links to other custom web-services that can be triggered by a YAWL specification. A decomposition of an EWF net contains the data variables used by the net and a list of process control elements. These are all the conditions and tasks of the EWF net, starting with the input condition and ending with the output condition. Within each of these elements, flows define the links to subsequent elements, thus constructing the net. For tasks the joining and splitting behavior, the cancellation sets, and its multiplicity can be specified. Also a decomposition that is used to implement the task (as e.g. another EWF net in case of a composite task) and the data flow in and out of the task can be listed.

As the configuration of a YAWL model is purely defined on the level of tasks, we added configuration on this level. Any configuration can consist of the four configuration elements join, nofi, rem, and split. Each of these configuration elements allows for the specification of the particular configuration value, e.g. for the join a configuration value of “activated”, “blocked”, or “hidden” can be specified. The value given for the join and split configuration is applicable for all input or output ports of the particular task except for those for which dedicated port subelements specify different configurations. These port elements have a configuration value as their parent element plus a set of source or target conditions and tasks identifying the addressed port (see Figure 11).
Instead of or in addition to a configuration of the task, a default configuration can be specified for each task. The default configuration is specified as a normal configuration, but is used whenever no explicit configuration value is given for the particular element. Whenever neither a configuration nor a default configuration is given for a configurable element, we assume that the task keeps its original behavior, i.e. activated input, output, and cancellation ports, as well as no increase of the minimum number of instances, no decrease of the maximum number of instances, no increase of the threshold value, and keeping of the creation mode. Thus, a configurable YAWL model for which a default
configuration is specified can be transformed into a YAWL model without any of the configuration values explicitly specified. As long as all requirements on the configuration are satisfied by configuring all ports as activated and not deviating from the original multiple instance configuration, the transformation can even be performed without any configuration or default configuration value specified. The resulting YAWL model would then match exactly the basic model.

4.2 The Transformation Algorithm

The transformation from C-EWF nets to EWF nets is performed in two steps. First, we will remove the elements directly affected by the configuration decisions. Second, we will perform a clean up by removing elements which became obsolete in the first step. The latter step ensures that the created EWF net conforms to Definition 1 which requires that every element is on a path between \( i \) and \( o \). In this way, we can neglect this requirement in the first step.

As input to the transformation, let \( CEWF = (N, R, D) \) be a C-EWF net with \( N = (C, i, o, T, F, \text{split}, \text{join}, \text{rem}, \text{nofi}) \). In addition, let \( conf_N \) be a valid configuration of \( CEWF \) that is applied to \( CEWF \) to create a configured EWF net. Let then \( (\text{conf}_{\text{input}}, \text{conf}_{\text{output}}, \text{conf}_{\text{rem}}, \text{conf}_{\text{nofi}}) \) be the combined configuration of \( conf_N \) with \( D \), i.e. \( (\text{conf}_{\text{input}}, \text{conf}_{\text{output}}, \text{conf}_{\text{rem}}, \text{conf}_{\text{nofi}}) \) is complete.

As conditions are not configurable, we initially keep all conditions from the C-EWF net also in the configured EWF net and remove the superfluous conditions later during the cleanup. The input and output conditions \( i \) and \( o \) are the same in the configured net as in the configurable net.

For transforming the tasks’ behavior, we will start with the \( \text{conf}_{\text{rem}} \) and \( \text{conf}_{\text{nofi}} \) configurations as these can be applied to the tasks straightforwardly. The configuration of the cancellation region \( \text{conf}_{\text{rem}} \) restricts the set of elements returned by the \( \text{rem} \) function. Whenever the cancellation region is blocked, the function returns an empty list.

\[
\forall t \in \text{dom}(\text{rem}) \cap \{t \in T | \text{conf}_{\text{rem}}(t) = \text{blocked}\} \quad \text{rem}^{C}(t) = \emptyset
\]

\[
\forall t \in \text{dom}(\text{rem}) \backslash \{t \in T | \text{conf}_{\text{rem}}(t) = \text{blocked}\} \quad \text{rem}^{C}(t) = \text{rem}(t)
\]

The \( \text{nofi} \) function, assigning the number of instances that can be started to each task, must be adapted according to the configuration \( \text{conf}_{\text{nofi}} \). The configured increase of the minimal number of instances to be started is added to the predefined minimal number of instances, the configured decrease of the maximal number of instances to be started is subtracted from the predefined value, and the configured increase of the threshold value is added to the predefined threshold value. If the predefined task enables the dynamic creation of task instances and the task is configured to keep the current definition, the creation of task instances remains dynamic, otherwise it is set to static.

\[
\forall t \in \text{dom}(\text{nofi}) \quad \pi_{1}(\text{nofi}^{C}(t)) = \pi_{1}(\text{nofi}(t)) + \pi_{1}(\text{conf}_{\text{nofi}}(t))
\]

\[
\forall t \in \text{dom}(\text{nofi}) \quad \pi_{2}(\text{nofi}^{C}(t)) = \pi_{2}(\text{nofi}(t)) - \pi_{2}(\text{conf}_{\text{nofi}}(t))
\]

\[
\forall t \in \text{dom}(\text{nofi}) \quad \pi_{3}(\text{nofi}^{C}(t)) = \pi_{3}(\text{nofi}(t)) + \pi_{3}(\text{conf}_{\text{nofi}}(t))
\]

\[
T_{\text{dyn}} = \{t \in \text{dom}(\text{nofi}) | \pi_{4}(\text{conf}_{\text{nofi}}(t)) = \text{keep} \land \pi_{4}(\text{nofi}(t)) = \text{dynamic}\}
\]
∀t ∈ T_{dyn}, π_{4}(nofi^{C}_{t}) = dynamic
∀t ∈ dom(nofi) \setminus T_{dyn}, π_{4}(nofi^{C}_{t}) = static

The configuration of output ports conf_{output} influences the flows subsequent to a task. If one of the output ports referring to a particular flow is activated, the flow is part of the configured EWF net. Otherwise it is not. As tasks with an AND-split behavior have just a single port, all flows subsequent to such tasks must be removed if the port is configured as blocked. In case of an XOR-split, each flow is addressed by exactly one port. Thus, a flow must be removed if the corresponding port is blocked. The output ports of a task with an OR-split semantics can be configured in different ways even if the different ports refer to the same flow. Then, as said above, the flow must be kept as part of the configured EWF net if any output port referring to the flow is activated. For example, in Figure 12 only the two ports connecting Task B either with condition b or with conditions b and c are activated. All other output ports are blocked. Therefore, the flow from Task B to d can be removed, but the flows to the conditions b and c cannot be removed. The blocking of ports referring to these flows that must be kept in the net, e.g. the blocking of the output port c, is realized by adapting the flows’ predicates. Based on process data, predicates determine at run-time if a flow is triggered or not.

\[ F_{output}^{C} = \{(t, c) \in F \mid t \in T \land c \in C \land \exists (t, cs) \in \text{ports}_{output}(N) c \in cs \land \text{conf}_{output}((t, cs)) = \text{activated} \}\]

**Fig. 12.** Transforming the output port configuration into a YAWL model

The splitting behavior of a task basically corresponds to its behavior in the EWF net. Only in two special cases of configuration of a task with an OR-split behavior the splitting changes. If all the output ports of such a task which refer to more than a single flow are blocked, the splitting behavior is changed into an XOR-split behavior (see Figure 13). If all the output ports of a task are blocked except a single port, the splitting behavior is transformed into an AND-split (see, e.g., Figure 14). In all other cases the splitting behavior remains the same.

\[ T_{XOR}^{C} = \{t \in T \mid \forall (t, cs) \in \text{ports}_{output}(t) |cs| > 1 \Rightarrow \text{conf}_{output}((t, cs)) = \text{blocked} \}\]
Finally, the configuration of the join behavior $\text{conf}_{\text{input}}$ has to be applied to the EWF net. If a task has an AND-join or an OR-join behavior, it just has a single input port. If this port is blocked, the task can never be enabled. Therefore, all inflows into the the task are not part of the configured EWF net. If the input port of a task $t$ is hidden, this means that the execution behavior of the task must be skipped. For that reason, task $t$ is replaced with a silent task $\tau_t$. The silent task does not include any “action” as, e.g., any execution of work from the original task but has still exactly the same joining, splitting, and cancellation behavior as the original task.

A task with an XOR-join behavior can have different configurations for different input ports. In this case it might be required that a net includes both a silent version and an active version of a task. For example in Figure 15 the input ports from the conditions $a$ and $b$ are hidden, the input port from condition $c$ is activated and the input port from condition $d$ is blocked. Then the conditions $a$ and $b$ should trigger the silent task $\tau_{\text{TaskA}}$, whereas condition $c$ should trigger the active task. Therefore, we split up the set of tasks for the configured net into a set of activated and a set of hidden tasks, i.e. $T^C = T^C_{\text{activated}} \cup T^C_{\text{hidden}}$. The silent task must be introduced whenever a task has

\[
- T^C_{\text{AND}} = \{ t \in T | \forall (t, cs) \in \text{ports}_{\text{output}}(t) \left( |cs| < |\{(t, c) \in F^C_{\text{output}}\}| \Rightarrow \text{conf}_{\text{output}}((t, cs)) = \text{blocked} \} \} \\
- \forall t \in T^C_{\text{OR}} \text{split}^C(t) = \text{XOR} \\
- \forall t \in T^C_{\text{AND}} \setminus T^C_{\text{XOR}} \text{split}^C(t) = \text{AND} \\
- \forall t \in T^C \setminus (T^C_{\text{OR}} \cup T^C_{\text{AND}}) \text{split}^C(t) = \text{split}(t)
\]
at least one hidden input port. The (normal) activated task remains in the net whenever there is at least one activated input port.

- $T_C^\text{activated} = \{ t \in T | \exists (t,cs) \in \text{ports}_{\text{input}}(t) \text{conf}_{\text{input}}((t, cs)) = \text{activated} \}$
- $T_C^\text{hidden} = \{ \tau_t \in T \land \exists (t,cs) \in \text{ports}_{\text{input}}(t) \text{conf}_{\text{input}}((t, cs)) = \text{hidden} \}$
- $\forall \tau_t \in T_C^\text{hidden} :$
  - $\text{join}_C^\text{c} (\tau_t) = \text{join}(t) \land$
  - $\text{split}_C^\text{c} (\tau_t) = \text{split}_C^\text{c}(t) \land$
  - $\text{rem}_C^\text{c} (\tau_t) = \text{rem}_C^\text{c}(t) \land$
  - $\text{nofi}_C^\text{c} (\tau_t) = \text{nofi}_C^\text{c}(t)$

**Fig. 15.** Transforming the input port configuration into a YAWL model.

To connect the tasks with conditions, all flows connected to an activated port remain in the net. All flows connected to a hidden port are reconnected to the hidden task. Therefore, conditions $a$ and $b$ in the example of Figure 15 are connected to the silent task, whereas $c$ remains connected to Task A. All flows connected to a blocked input port are not part of the configured net. For that reason the flow connecting $d$ with Task A is not part of the configured net.

- $F_C^\text{input} = \{ (c, t) \in F | c \in C \land t \in T \land \exists(t,cs) \in \text{ports}_{\text{input}}(N) c \in cs \land \text{conf}_{\text{input}}((t, cs)) = \text{activated} \}$
- $\cup \{ (c, \tau_t) | c \in C \land t \in T \land (c, t) \in F \land \exists(t,cs) \in \text{ports}_{\text{input}}(N) c \in cs \land \text{conf}_{\text{input}}((t, cs)) = \text{hidden} \}$

The joining behavior of all activated tasks in the configured net is the same as the joining behavior in the configurable net.

- $\forall t \in T_C^\text{activated} \text{join}_C^\text{c}(t) = \text{join}(t)$

Altogether, we transformed the C-EWF net into the net $N_C = (C, i, o, T_C^\text{activated} \cup T_C^\text{hidden}, F_C^\text{input} \cup F_C^\text{output}, \text{split}_C^\text{c}, \text{join}_C^\text{c}, \text{rem}_C^\text{c}, \text{nofi}_C^\text{c})$. However, as mentioned in the beginning, the resulting net does not necessarily conform to the requirements of an
EWF net in which every node in the graph must be on a directed path from \( i \) to \( o \). Due to the removal of flows, some conditions and tasks might not be reachable anymore from \( i \). To create an EWF net from \( N^C \), it is therefore necessary to remove all nodes which are not on a path from \( i \) to \( o \). Removing of conditions preceding AND-joins or succeeding AND-splits leads however to changes in the semantics of the net. Thus, in case such conditions should be removed, not only the conditions must be removed, but also the tasks with the AND-join/ -split, although these tasks might theoretically be on paths from \( i \) to \( o \). If there is no such path at all, the configuration is not transformable into a well defined EWF net and should be forbidden in the requirements on the C-EWF net.

This cleanup step can be performed as a depth-first search, starting with the input condition, looking for all paths to the output condition. If such a path is found, all elements on this path are marked for being kept in the process. In addition, all visited elements are marked, such that elements do not need to be visited multiple times. All tasks and conditions not on such a path are afterwards removed. If a condition is removed which is preceded or succeeded by an AND-join or -split, the corresponding task is removed as well even though it might be on a path between input and output condition. In this way we prevent changing the semantics of the task. But this might make additional elements “loosing” their path from the input to the output condition. For that reason, we repeat the whole cleanup process until in one iteration no such tasks are removed. Considering usual sizes of workflow models this implementation is sufficient.

We implemented this transformation in the context of the YAWL workflow engine. Using the YAWL editor the integrated model of the different process variants can be defined as depicted in Figure 4 and exported into a YAWL engine file. Such an engine file can be loaded into the YAWL engine to execute the whole workflow. To restrict the workflow to the desired variants, configurations can be added to the YAWL engine file as depicted in Section 4.1. Without any manual modelling effort, the algorithm depicted in this section then generates a new YAWL engine file according to the configuration. As the original file, the generated file can directly be used in the workflow engine to execute the desired workflow variant. It can also be imported back into the YAWL editor to inspect or further adapt the resulting workflow.

The EWF net derived in this way from the example configuration for a travel agency as depicted in Figure 6a is shown in Figure 16; the EWF net derived from the configuration for the internet shop depicted in Figure 6b is shown in Figure 18. To demonstrate the need to remove dead model parts, Figure 17 depicts the net resulting from the internet shop’s configuration with the elimination of dead model parts disabled.

This transformation therefore enables a user who wants to implement a variant of a standard workflow (which is already designed, e.g., by consultants) to avoid any expensive and complex workflow modelling. By only adding the individual configuration to the workflow, running the transformation, and loading the resulting model into the YAWL engine, the individual adapted workflow can be executed as the screenshot in Figure 19 shows. It depicts the worklist of the internet shop’s travel booking workflow with several bookings in progress. The workflow definition used for this example is the engine file which resulted from the configuration shown in Figure 5.
Fig. 16. The YAWL net derived from the configuration of the travel agency.

Fig. 17. The net derived from the internet shop’s configuration, but without the removal of any “dead” parts.

Fig. 18. The YAWL net derived from the configuration of the internet shop having all “dead” model parts removed.

Both C-YAWL and the C-YAWL to YAWL transformation will become part of future YAWL releases and thus be available to all YAWL users [24].
5 Related Work

Configurable workflow models add a configuration layer to the control flow of workflow models. This layer enables the alteration of the pre-defined case routings through a workflow system during a configuration phase. Besides relating to the broad research areas of workflows, business process enactment, and business process automatization which range form environmental and social influences of automated business processes to the transaction management within workflow systems, this topic can in particular be related to (1) the business process management research area of adapting reference models, (2) to ideas of managing software configurations, and (3) to approaches that support the process flexibility.

Adapting Reference Process Models  Reference process models depict in a general manner how processes can or should be performed. They are often considered as best practice, and usually modelled on a conceptual level. To avoid developing business process models from scratch, it is also suggested to regard reference process models

Fig. 19. The worklist of the internet shop’s travel booking workflow with several bookings in progress
as masters or templates which can be tailored to individual requirements \[25\]. Thus, although rarely cited in the literature on reference process models, also repositories of workflow templates that are delivered with or for workflow engines can be considered as reference process models \[26\].

To adapt a reference model to individual requirements, either additional elements, routings and information can be added to the model, or the existing elements can be (re-)configured which includes the elimination of existing elements \[27\]\[28\]. A workflow definition language that focusses on the re-usability of pre-defined workflow blocks when creating new workflow variants, i.e. when adding new content to the model, is suggested by Blin et al. \[29\]. When developing configurable workflow models, we however focus on arranging the components of the existing model without adding any additional content. That means that in configurable workflow models different model variants can only be achieved if all the process variants have been integrated within the model beforehand \[16\].

Extensions to conceptual process modelling languages that allow for defining such an integration and configuring it are suggested by several authors.

- Becker et al. \[27\] suggest the creation of different views on process models for deriving different process variants.
- Rosemann and van der Aalst \[30\] intuitively extend certain elements in the business process modelling language of Event-driven process chains \[31\] with configuration options.
- Soffer et al. \[32\] relate different application scenarios via attributes in so-called Object-Process Diagrams to different modules of Enterprize Systems.
- Puhlmann et al. \[33\] use attributes from feature diagrams (a technique to represent system properties \[34\]\[35\]\[36\]) to activate/deactivate sub-processes in UML hierarchies or to parameterize decision nodes in BPMN by adding a condition which can be evaluated.
- Czarnecki and Antkiewicz \[37\] explain the usage of feature diagrams to identify elements of UML activity diagrams which should be present or removed from the model.

Efficiency benefits of using configurable process models during the implementation of enterprise systems are highlighted by many of these authors. But none of the approaches uses a modelling language designed for workflow models and thus produces directly executable models.

An approach to enhance the re-usability of classic workflow models is suggested by Karastoyanova et al. \[38\] who parameterize BPEL processes to select a desired web-service at runtime from a range of such services. However, this selection is only performed locally and thus neglects the influences among the selections of web-service at different stages during the process execution as well as any form of routing related to splits, joins, cancellations etc.

Dreiling et al. \[39\] indicate a potential applicability of the approach of Rosemann and van der Aalst to executable workflow models such that the configuration can be enacted using a workflow engine. We followed up on this here not only by presenting a general approach to make workflow modelling languages configurable, but also by applying these ideas to a concrete workflow modelling languages and implementing a
tool that demonstrates that it is possible to derive a configured workflow specifications which is executable in the classical workflow engine.

**Managing Software Configurations** To reduce the time, the effort, the costs and the complexity of software creation and maintenance, also software families are often created from shared sets of software assets like parameterized libraries. Similar to configurable workflow models, software families thus rely on the reuse of existing solutions (models/assets) instead of building new models/pieces of software from scratch. Software Configuration Management (SCM) is a methodology to control and manage software development projects. It consists of a set of activities to identify the assets that need to be changed and their relationships, to control the products versions and the changes imposed, and to audit and report the changes made [40].

Tools as the Adele Configuration Manager [41] or CoSMIC [42] support the definition of dependencies or constraints among artifacts composing a software family. Using attributes defined on the software artifacts, they express dependencies and constraints in first-order logic languages. To be valid, every configuration must satisfy all the constraints. Thus, although such SCM tools are usually used for software mass customization whereas configurable workflow models are configured manually, configurable workflow models can use the same methods to ensure the validity of configurations.

**Process Flexibility** Research on process and workflow flexibility focusses on the effects of a change in a workflow specification on process instances already running in the system. This becomes important if the execution of single workflow instances takes very long and thus a transformation into the new specification is unavoidable, or if individual instances frequently require ad-hoc treatment. Systems tackling these problems of switching from one configuration to another are also often called configurable, reconfigurable or adaptive workflow systems [43][44][45][46][47][48][49], but they typically neglect the preceding problem of how the workflow model itself can be easily and safely changed which is the focus of this research.

# 6 Summary and Outlook

In this paper we presented a general approach to extend common workflow modelling languages such as YAWL, BPEL, SAP WebFlow etc. with opportunities for predefining alternative model versions within a single workflow model. The approach allows the configuration, i.e. the restriction, of workflow models to a relevant variant in a controlled way. To form a concrete configurable language, it is required to identify the configurable elements within the workflow modelling language and to define their configuration options. A set of model-dependent requirements limits these options and a default configuration conforming to these requirements provides a valid starting point for the configuration of such a model. To demonstrate the approach on a concrete language, we added configuration opportunities to YAWL, and formalized these configurable models. An algorithm for transforming configured C-YAWL models into ordinary YAWL
models was provided and a tool demonstrating the applicability of the concepts was implemented.

With the help of the tool, we plan to use a few complex, configurable models and numerous configurations of these models to derive a huge set of configured models. Analyzing the cleanup of these models, e.g. using machine learning techniques, we aim at gaining further insights into interdependencies between configurations of single elements of the net, especially regarding their influence on the net’s soundness. This will hopefully allow us to provide further guidance on how to set-up requirements on the configuration, and on how to configure a model under various circumstances.

We are also in the process of applying the ideas presented in this paper to other languages. For example, we have successfully applied the concepts of this paper to SAP WebFlow, a workflow engine shipped with every SAP enterprise system installation since SAP’s R/3 release 3.0 [26]. Combining the ideas of how to set up configurable workflow models with ideas of using domain knowledge to configure process models [27], we are also confident to be able to setup a general framework for system configuration. This framework will not only allow the synchronized configuration of different workflow systems, but also their alignment with other configurable systems as, e.g., configurable software systems.
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