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Chapter 1

Introduction

1.1 General introduction to two-dimensional turbulence

Turbulence is an important phenomenon that can be observed in many different occasions in our daily life, both directly by watching the flow evolution and indirectly by viewing the dispersive properties of turbulent flows. For example, the turbulent character of a plume from a chimney is visualized by the smoke, and when you drop your tea bag into hot water turbulent mixing is apparent. As a first and rather simplified observation one can conclude that a turbulent flow field varies significantly and irregularly in time and space.

In all actual cases, turbulence is a three-dimensional phenomenon. From everyday experience we know that turbulent flows increase the “disorder” in a fluid, resulting in a rather efficient mixing of material elements. From experiments with passive tracers in turbulent flows it is clearly shown that large vortical structures in such a flow, usually called eddies, are unstable and break up into smaller eddies. In turn, these smaller eddies are again unstable and break up into even smaller ones. This process continues down to the Kolmogorov length scale where advection and diffusion are in balance. The kinetic energy of the flow is eventually dissipated, i.e. transformed into heat, by molecular processes. Hence, there is a spectral energy flux from the large to the small (Kolmogorov) length scales, and this phenomenon is known as the “energy cascade” in three-dimensional (3D) turbulence. Phenomenologically, this cascade expresses itself in the development of a relatively disorderly flow from an initially rather ordered flow.

Although turbulence is a three-dimensional phenomenon it does not exclude the possibility of strong anisotropies. For example, severe geometrical confinement induces a strong anisotropy of the large-scale turbulent motion in the atmosphere and in the oceans. The characteristic horizontal velocity and length scales are substantially larger than their vertical counterparts and the turbulent flow can be treated like a quasi-two-dimensional (quasi-2D) or even like a two-dimensional (2D) phenomenon. The quasi-two-dimensionality of the turbulent motions in planetary flows are not only due to geometrical confinement of the flow, but also body forces related with the density stratification of the fluid (for example, the temperature stratification in the atmosphere
Figure 1.1: Jupiter’s Great Red Spot, the oval at the top of the picture, is a very large vortex. The picture shown here was taken by NASA’s Voyager 1 spacecraft on 25 February 1979. The Great Red Spot (GRS) is known to exist since the invention of the telescope (in 1610), hence it is a rather stable vortex, undergoing only minor variations in size and colour (between pale pink and brick red).

and the combined temperature and salt stratification in the oceans) and the planetary rotation, or with a combination of both, which have severe consequences for the flow dynamics. The formation and the dynamics of large-scale vortices in the oceans can be understood by taking these body forces into account. However, most of us and surely the general public are more familiar with a similar example of the existence of a large-scale vortex: the Great Red Spot of Jupiter (see Fig. 1.1). A good understanding of the origin and the dynamics of these large-scale vortices is of great importance, because of their role in the global transport of matter and heat.

The investigations reported in this thesis concern the decay properties of 2D turbulence. From a mathematical point of view, 2D turbulence can be treated like a simplified version of 3D turbulence. However, a striking difference between the dynamics of 2D and 3D turbulence exists. In contrast to its 3D counterpart, 2D turbulence is characterized by “self-organisation” of the flow\(^1\). The main difference between the dynamics of 3D and 2D turbulence lies in the presence and absence of “vortex stretching” in the former and the latter, respectively. Consider a vortex tube in a 3D (not necessarily turbulent) flow. If this vortex tube is stretched, matter is pulled towards the rotation axis of the vortex tube, and due to conservation of angular momentum it will rotate faster (this is comparable to the pirouette of a figure-skater, who can increase his rotation rate by bringing both arms against his body). In a 2D flow the mechanism of vortex stretching is absent, and for inviscid 2D flows the vorticity of a two-dimensional fluid element is thus conserved. Together with the conservation of total kinetic energy

\(^1\)Small vortices in a 2D flow tend to organize spontaneously in large-scale coherent structures.
of the inviscid 2D flow this has important consequences for the dynamics of the flow: the kinetic energy of the flow now shows a spectral flux from the small to the large length scales.

1.2 Basic concepts for 2D flows

The Navier-Stokes equation and the equation for mass conservation for a 3D incompressible flow read

\[ \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = - \frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{v}, \]

\[ \nabla \cdot \mathbf{v} = 0, \]  
(1.1)

with \( \mathbf{v} = (u, v, w) \) the velocity field (with \( u, v \) and \( w \) the velocity components with respect to a Cartesian coordinate system \((x, y, z)\)), \( \rho \) the density, \( p \) the pressure and \( \nu \) the kinematic viscosity of the fluid. We assume here, and elsewhere in this thesis, that the fluid density is constant and equal to unity. The vorticity equation is obtained by taking the curl of equation (1.1) which yields

\[ \frac{\partial \omega}{\partial t} + (\mathbf{v} \cdot \nabla) \omega = (\omega \cdot \nabla) \mathbf{v} + \nu \nabla^2 \omega. \]  
(1.2)

The first term on the right hand side of equation (1.2) represents vortex stretching and tilting, and is assumed to be negligible for quasi-2D flows if the vorticity field is reduced to

\[ \omega = (0, 0, \omega) = \nabla \times \mathbf{v}, \]  
(1.3)

and some scaling arguments are used. For example, for rotating flows the Taylor-Proudman theorem is used to show that \( \partial v / \partial z = 0 \) provided the rotation axis is parallel to the \( z \)-axis of the coordinate system. In the two-dimensional case, the Navier-Stokes equation (1.1) is thus simplified into the scalar vorticity equation

\[ \frac{\partial \omega}{\partial t} + u \frac{\partial \omega}{\partial x} + v \frac{\partial \omega}{\partial y} = \nu \nabla^2 \omega. \]  
(1.4)

Mass conservation, i.e. \( \partial u / \partial x + \partial v / \partial y = 0 \) (note that from now on we use \( \mathbf{v} = (u, v) \)), is implicitly satisfied by introducing the stream function \( \psi \) according to

\[ u = - \frac{\partial \psi}{\partial y}, \]

\[ v = \frac{\partial \psi}{\partial x}. \]  
(1.5)

Summarizing, we have to solve the following set of partial differential equations to solve for the two-dimensional flow field

\[ \frac{\partial \omega}{\partial t} + \left( \frac{\partial \omega}{\partial x} \frac{\partial \psi}{\partial y} - \frac{\partial \omega}{\partial y} \frac{\partial \psi}{\partial x} \right) = \nu \nabla^2 \omega \]  
(1.6)
and
\[ \omega = -\nabla^2 \psi. \] (1.7)

A shorthand notation for the nonlinear contribution to Eq. (1.6) is the Jacobian
\[ J(\omega, \psi) = \frac{\partial \omega}{\partial x} \frac{\partial \psi}{\partial y} - \frac{\partial \omega}{\partial y} \frac{\partial \psi}{\partial x}. \] (1.8)

For inviscid flows Eq. (1.6) reduces to the Euler equation
\[ \frac{D\omega}{Dt} = \frac{\partial \omega}{\partial t} + J(\omega, \psi) = 0, \] (1.9)

which states that the vorticity of a fluid element is conserved for inviscid flows (note that \(D/Dt\) represents the material derivative).

We can see that if there exists a functional relation \(\omega = f(\psi)\), we will get
\[ J(\omega, \psi) = \frac{\partial f(\psi)}{\partial x} \frac{\partial \psi}{\partial y} - \frac{\partial f(\psi)}{\partial y} \frac{\partial \psi}{\partial x} = \left( \frac{\partial f}{\partial \psi} \frac{\partial \psi}{\partial x} \right) \frac{\partial \psi}{\partial y} - \left( \frac{\partial f}{\partial \psi} \frac{\partial \psi}{\partial y} \right) \frac{\partial \psi}{\partial x} = 0. \] (1.10)

This means that the experimental or numerical observation of the functional relationship \(\omega = f(\psi)\) indicates the presence of a stationary state of inviscid flow. Usually, this observation is treated as an indication of the presence of a nearly steady state of high Reynolds number flows, i.e., the case when \(\nu \to 0\).

Although the \((\omega, \psi)\) relation is an important tool in the characterization of the so-called “final” state of decaying 2D turbulence, we should notice that \(\omega = f(\psi)\) is a sufficient but not necessary condition of the near-equilibrium states of high Reynolds number flows.

In Figs. 1.2, we see a good example of the functional relationship between \(\omega\) and \(\psi\) - the famous Lamb dipole (for details see [1, 2]). It has the linear relation of \(\psi - \omega\) (for \(-0.5 < \Psi < 0.5\)). Another example is the sinh-Poisson relationship [3–5], of which we will give a thorough discussion in the next few chapters.

In Figs. 1.3, we see a double-valued structure of the \(\omega - \psi\) plot and the associated contour plot\(^2\). Apparently, the flow is not described by a functional relation between \(\omega\) and \(\psi\) anymore, but nevertheless it manages to get to one specific kind of equilibrium. In Section 5.3.2, we will give a more detailed discussion of this special case of \(\omega - \psi\) relations.

Consider an unbounded two-dimensional domain \(\mathcal{D}\) (or a doubly-periodic square domain \(\mathcal{D}\)). The kinetic energy of the flow (with unit density) is defined as
\[ E = \frac{1}{2} \int_{\mathcal{D}} |\mathbf{v}|^2 \, dx \, dy. \] (1.11)

\(^2\)Such relation, which is also called “multi-valued function” sometimes, is different from the ordinary definition. In Eq. 1.10, the relation we use to derive \(J(\omega, \psi) = 0\) is normal sense of function, which is so-called one-to-one or many-to-one function (for one given value of \(x\), we can get only one value of \(y\) through relation \(y = f(x)\)).
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Figure 1.2: The Lamb dipole with a linear relationship between $\omega$ and $\psi$, can be considered as a stationary two-dimensional solution of the Euler equations. The figure on the right indicates the vorticity field, with one positive vortex and one negative vortex confined within the circle. Outside that circle, the vorticity is zero.

Figure 1.3: The double-valued structure, representing a non-functional $\omega - \psi$ relation, still is a stationary solution of the Euler equation. The associated vorticity contour plot is shown in the right panel.
In a similar way we define the enstrophy and the palinstrophy of the flow,

\[
\Omega = \frac{1}{2} \int_{\Omega} \omega^2 dxdy \tag{1.12}
\]

and

\[
P = \frac{1}{2} \int_{\Omega} |\nabla \omega|^2 dxdy . \tag{1.13}
\]

The time rate of change of the kinetic energy, \(dE/dt\), can easily be related with the enstrophy of the flow by taking the inner product of the two-dimensional analogon of Eq. (1.1) with \(\mathbf{v}\), integrating over the flow domain and using the proper boundary conditions:

\[
\frac{dE}{dt} = -2\nu \Omega , \tag{1.14}
\]

reflecting the property that the kinetic energy of the flow always decreases as a result of viscous dissipation (note that \(\Omega \geq 0\)). A similar approach, but now multiplying the 2D vorticity equation (1.4) with \(\omega\), integrating over the flow domain and using the proper boundary conditions for the vorticity and velocity yields an expression for the time rate of change of the enstrophy, \(d\Omega/dt\), in terms of the palinstrophy,

\[
\frac{d\Omega}{dt} = -2\nu P . \tag{1.15}
\]

Since the palinstrophy is positive, the enstrophy is also bounded by its initial value, i.e. \(\Omega(t) \leq \Omega(t = 0)\) [6]. It should be noted that this conclusion is valid for 2D flows in unbounded or doubly-periodic domains\(^3\). From the observation \(\Omega(t) \leq \Omega(t = 0)\) we can directly conclude that \(dE/dt \to 0\) when \(\nu \to 0\).

The kinetic energy, the enstrophy and the palinstrophy can also be computed in Fourier space, yielding relations more convenient for theoretical interpretation. Moreover, these relations are particularly suited to compute these global quantities from the Fourier components of the vorticity field as obtained in Direct Numerical Simulations (DNS) of the 2D vorticity equation. For the kinetic energy of the flow we can rewrite Eq. (1.11) as

\[
E = \frac{1}{2} \sum_{\mathbf{k}} |\mathbf{v}(\mathbf{k})|^2 = \frac{1}{2} \sum_{\mathbf{k}} \frac{|\omega(\mathbf{k})|^2}{k^2} = \int_{0}^{\infty} \hat{E}(k) dk , \tag{1.16}
\]

where we have used

\[
\omega(\mathbf{r}) = \sum_{\mathbf{k}} \omega(\mathbf{k}) e^{i\mathbf{k}\cdot\mathbf{r}}, \tag{1.17}
\]

with \(\mathbf{r} = (x, y)\), \(\mathbf{k} = (k_x, k_y)\), the wave number \(k = |\mathbf{k}|\), and \(\hat{E}(k) = 2\pi k E(\mathbf{k})\) the so-called omnidirectional energy. In the derivation of Eq. (1.11) we have also used the following properties for incompressible 2D flows: \(\omega(\mathbf{k}) = ik_x v(\mathbf{k}) - ik_y u(\mathbf{k})\) and \(k_x u(\mathbf{k}) = -k_y v(\mathbf{k})\). In a similar way we obtain for the enstrophy and the palinstrophy

\[
\Omega = \frac{1}{2} \sum_{\mathbf{k}} |\omega(\mathbf{k})|^2 = \int_{0}^{\infty} k^2 \hat{E}(k) dk \tag{1.18}
\]

\(^3\)For bounded domains with no-slip or stress-free walls additional boundary contributions should be added to the right hand side of Eq. (1.15) (but not to Eq. (1.14)). In particular, the condition \(\Omega(t) \leq \Omega(t = 0)\) for flows in domains with no-slip boundaries is invalidated.
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Figure 1.4: In one of our direct simulations of 2D turbulence (to be discussed later), the value of $\frac{\Omega}{E}$ is initially locked near the value of two. After some time, it drops and reaches a value close to one finally.

and

$$P = \frac{1}{2} \sum_k k^2 |\omega(k)|^2 = \int_0^\infty k^4 \tilde{E}(k) dk,$$

(1.19)

respectively.

Using Eqs. (1.16), (1.18) and (1.19), we can derive

$$\frac{d}{dt} \left( \frac{\Omega}{E} \right) = -\frac{\nu}{E^2} \int (k^2 - (k')^2) \tilde{E}(k) \tilde{E}(k') dk dk' \leq 0,$$

(1.20)

which means that the value of $\frac{\Omega}{E}$ will always become smaller except when all the energy is concentrated in a single wavenumber $k$. The wave number dependent kinetic energy $E(k)$ of the flow in 2D inviscid fluid dynamics ($\nu = 0$) is redistributed in such a way, keeping the total kinetic energy and the total enstrophy of the flow constant (see Eqs. (1.14) and (1.15) with $\nu = 0$), that the kinetic energy is mainly transported to the lower wavenumbers (the so-called inverse energy cascade). As a direct result, $\frac{\Omega}{E}$ will decay until it reaches the value one (the smallest wavenumber). However, it does not exclude the possibility that in some circumstance (for example, some local equilibrium states) $\frac{\Omega}{E}$ will be locked in a higher wavenumber for a certain long period. This is illustrated in Fig. 1.4, where we have plotted the time evolution of $\frac{\Omega}{E}$ for a particular numerical simulation (which will be discussed in more detail in section 5.2.2 of this thesis).

The inverse energy cascade leads to the most striking phenomenon in 2D turbulence – the emergence of coherent structures. No matter what kind of random initial condition is used in a DNS of freely evolving 2D turbulence (usually in a doubly-periodic domain), the merger of vortices is always the dominating feature, with the decreasing total number of vortices and increasing average size of existing vortices. When the Reynolds number of the flow is sufficiently high, the merging process continues until a
long-lived stable structure is formed, without a substantial decrease of the total kinetic energy of the flow. The structure, which is normally referred as quasi-stationary state, has a size comparable to the width of the computational domain.

1.3 Laboratory experiments on quasi-2D turbulence

Although the research reported in this thesis has a theoretical and numerical character it is still worthwhile to present a brief overview of recent experimental investigations on quasi-2D turbulence. Some of the experimental investigations approach the rather academic concept of 2D turbulence quite closely, putting present investigation in a more general framework.

Purely two-dimensional turbulence does not exist in laboratory experiments, but it is possible to set up experimental flow configurations where vortex stretching is suppressed (supporting conservation of vorticity of fluid elements in inviscid flows), and typical 2D flow phenomena such as self-organization and interactions of coherent vortices. Previous experiments to study (quasi-)2D turbulence in the laboratory have used a wide variety of forcing mechanisms to generate quasi-2D turbulence in order to follow its subsequent decay, or to maintain a quasi-2D turbulent flow during the run of an experiment. Moreover, different ways of making the flow quasi-2D have been employed. The first category of experiments to be discussed briefly are those where geometrical confinement is used. In this brief survey we will not make a distinction between forced and decaying turbulence experiments, although the work presented in this thesis concerns 2D decaying (Navier-Stokes) turbulence.

Shallow layers of electrolyte that were subjected to forcing by a magnetic field were pioneered by groups in France and in Russia [7,8]. These studies focused on the role of bottom friction on the evolution of simple coherent structures and on the decay of 2D turbulence (including comparison with some recent theoretical predictions of the decay process). Soap films provide another way of making a flow geometrically thin and quasi-2D. This kind of experiment was for the first time reported by Couder [9], and recently several forced and decaying 2D turbulence experiments were reported by Kellay and coworkers [10,11], who investigated decaying turbulence by towing a comb through these soap films and showed evidence for the presence of a direct enstrophy cascade in decaying 2D turbulence by means of homodyne photon correlation spectroscopy and by optical fiber velocimetry, and by Rutgers [12]. Rutgers has claimed to have measured the simultaneous presence of the $k^{-5/3}$ and the $k^{-3}$ spectrum in forced 2D turbulence using laser Doppler velocimetry. It should be emphasized, however, that the quasi-2D turbulent flow in these soap film experiments shows some lack of horizontal incompressibility of the flow as a consequence of film-thickness fluctuations supporting local vortex squeezing and stretching effects.

Flows can also be made quasi-2D using strong stratification (both in linearly stratified fluids as well as at the interface in two-layer fluids) as shown during the last decade by, for example, van Heijst and Flör [13], Voropayev et al. [14], Yap and van Atta [15], Fincham and coworkers [16] and Maassen et al. [17,18]. Most of these experiments are carried out for grid or jet-forced stratified turbulence and show a complicated transition
from a 3D to a quasi-2D flow. One of the most remarkable observations is the emergence of large-scale coherent structures from initially small-scale turbulence, a clear feature of quasi-two-dimensionality of the freely evolving flow. Recently, quasi-2D decaying turbulence in stratified fluids in square and circular containers by Maassen et al. [17,18] have been compared with DNS of 2D decaying turbulence in such geometries by Li and Montgomery (circular containers) [19,20] and by Clercx et al. [21] (square containers) and Maassen [22,23] (rectangular containers). The agreement between the flow dynamics observed in the simulations and in the experiments were striking, and supporting the conjecture that experiments to investigate 2D turbulence are indeed feasible.

Experiments in rapidly rotating fluids, which by the Taylor-Proudman theorem will be essentially two-dimensional in character, have also been conducted. Unfortunately, not many experiments are reported on decaying or forced quasi-2D turbulence. Some well-known experiments on rotating turbulence are reported by Collin de Verdière [24] on quasi-geostrophic turbulence in a rotating homogeneous fluid and by Hopfinger et al. [25,26].

Although all these (turbulent) flows are far more complex than the pure 2D flows, laboratory experiments have revealed that the “simple” model of 2D turbulence is certainly useful to understand the dynamical behaviour of realistic quasi-2D (turbulent) flows.

1.4 Direct numerical simulations of 2D turbulence

Numerical modelling of turbulence is a rapidly growing field of research for several important reasons. The need for turbulence simulations can be understood by realizing its very importance for many industrial processes, several branches of (engineering) sciences and for fundamental turbulence research. Obviously, the development of fast computers and multiprocessor systems supported a rapid development of modelling, including Reynolds Averaged Navier Stokes (RANS) simulations and Large Eddy Simulations (LES), and Direct Numerical Simulations (DNS) of many fundamental turbulence problems. A few of these fundamental problems concern 3D homogeneous and isotropic turbulence, 3D homogeneous turbulence with mean shear, rotating turbulence, stratified turbulence and the idealized case of homogeneous and isotropic 2D turbulence. Pure 2D turbulence can be simulated by solving (the two-dimensional variant of) the set of partial differential equations (1.1) or, equivalently, the set represented by Eqs. (1.4) and (1.7) when proper initial and boundary conditions are specified. Any three-dimensional effects are then excluded.

Many different methods exist to discretize partial differential equations and in the field of fundamental turbulence research (assuming simple flow geometries) the application of spectral methods have become a very popular and successful tool for DNS. Although we have no intention to downplay the importance of many other methods in turbulence simulations we will restrict ourselves to a brief outline of spectral methods only. An extensive survey of the application of spectral methods in fluid dynamics and its mathematical foundations can be found in the book by Canuto et al. [27].
Spectral methods may be viewed as an extreme development of the class of discretization schemes for differential equations known generically as the methods of weighted residuals (MWR). The key elements of the MWR are the trial functions (also called the expansion or approximating functions) and the test functions (also known as weight functions). The trial functions are used as the basis functions for a truncated series expansion of the solution. The test functions are used to ensure that the differential equation is satisfied as closely as possible by the truncated series expansion. This is achieved by minimizing the residual, i.e., the error in the differential equation produced by using the truncated expansion instead of the exact solution, with respect to a suitable norm. An equivalent requirement is that the residual satisfies a suitable orthogonality condition with respect to each of the test functions.

The choice of trial functions is one of the features which distinguish spectral methods from finite-element and finite-difference methods. The trial functions for spectral methods are infinitely differentiable global functions. In the case of finite-element methods, the domain is divided into small elements, and a trial function is specified in each element. The trial functions are thus local in character, and well suited for handling complex geometries. The finite-difference trial functions are likewise local. The relatively low accuracy of these two discretization methods is an obstacle to the accurate representation of complex flows. In this thesis, 2D turbulence in doubly-periodic domains is investigated and the most logical choice of a set of expansion functions is the set of Fourier functions for both coordinate directions.

The success of the Fourier methods for turbulence computations was due to the efficiency of the fast Fourier transform (FFT) algorithm for the calculation of the nonlinear terms (the Jacobian $J(\omega, \psi)$, see Eq. (1.8)) through the "pseudospectral" technique: the differentiations are made in the spectral space and the products are calculated in the physical space. The connection between both spaces is made by the FFT algorithm.

As we mentioned above, DNS of turbulence has experienced great developments recently because of the increasing power of supercomputers (with multiprocessor capability). However, there are still a lot of limitations if we want to perform very high resolution simulations to improve our DNS results. Actually, we end up with the almost classical complaint by computational fluid dynamicists: no computer is fast enough. Therefore, we cannot rely completely on the chip and computer manufacturing companies for faster computers, but have to apply alternative strategies to improve our DNS and to reduce the requested CPU time.

To deal with this problem, the first choice is, of course, making the code faster by changing the numerical scheme, to apply a different modelling procedure (e.g., applying LES instead of DNS to simulate a turbulent flow thereby representing the small-scale turbulence by a subgrid scale model), or to parallelize the numerical algorithm. Simply changing the applied numerical scheme, perhaps will make the code faster, but it will hurt some other features of the simulation. For example, in the finite difference methods, it is possible to replace the implicit scheme by an explicit scheme, but this kind of change will inevitably hurt the stability of the scheme. In the field of DNS of 2D turbulence, several investigators have addressed this problem from an entirely different
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approach. The number of degrees of freedom in a 2D DNS scales proportionally with the Reynolds number. Increasing the Reynolds number of a simulation by an order of magnitude, to better mimic inviscid 2D turbulent flows, requires thus an increase of the number of degrees of freedom by one order of magnitude. One does not need much imagination to realize that the hardware limits of our computer facilities will be the bottleneck. The alternative approach consists of modifying the dissipation term (by using a hyperviscosity) in such a way that only the smallest scales are dissipated, thereby artificially extending the inertial range. With the same resolution one simulates turbulence with an effectively higher Reynolds number. Actually, instead of solving Eq. (1.6) the following modified equation is solved:

\[
\frac{\partial \omega}{\partial t} + J(\omega, \psi) + \nu (-\nabla^2)^n \omega = 0 ,
\]  

(1.21)

with \( n \geq 2 \) an integer. Obviously, with \( n = 1 \) Newtonian viscosity is recovered. From a pragmatical point of view most DNS of 2D turbulence is thus based on solving Eq. (1.21), see, for example, the investigations by G.F. Carnevale et al [28] and V. Borne et al [29,30].

Nevertheless, up to now (as far as we are aware) no rigorous validation of this approach is reported in the literature. Our objective, a study of a few statistical-mechanical descriptions of decaying 2D turbulence and comparison of the predictions from these different descriptions with numerical simulations of the evolution towards the quasi-stationary final state, requires a DNS of decaying Navier-Stokes turbulence.

Our rejection of solving Eq. (1.21), and to resort to the original 2D Navier-Stokes equation for the high-resolution computation of the decay process over extremely many eddy turnover times, forced us to consider parallel computations. In particular, an innovative approach has been explored and proved to be successful to achieve a considerable speed-up of the computations.

1.5 Thesis outline

In this thesis, we use statistical-mechanical descriptions of ideal Euler fluids and direct numerical simulations of the Navier-Stokes equations to study the quasi-stationary final states of decaying 2D turbulence. Efforts to investigate 2D ideal fluids by methods from statistical mechanics started some 30 years ago, and it is proven to be quite useful (and successful) to explain several phenomena of decaying 2D turbulence, in particular the long-time quasi-stationary final states of the flow. This Ph.D research is aimed at testing the ability of two different statistical-mechanical approaches, one based on discretization of the initial flow field in terms of point vortices and the other in terms of mutually-exclusive patches of uniform vorticity, to predict the details of the final structure in decaying 2D turbulence using direct numerical simulation of high-Reynolds number flows. For the first time, a so-called one-dimensional "bar" structure as a quasi-stationary final state of decaying 2D turbulent flows is taken into consideration. This final state emerges under certain circumstances in favour of the classical result: the dipolar final state. We find that under different initial assumptions,
the two different statistical-mechanical approaches ("point" versus "patch" theory) give different predictions. These predictions are tested with direct numerical simulations of the two-dimensional Navier-Stokes equations.

Present study required many numerical simulations to make the necessary comparisons, and successful efforts have been made to parallelize the existing numerical code using MPI (Message Passing Interface), which has also proved to be very successful.

In chapter 2, the two existing statistical mechanical methods, the so-called "point" theory and the "patch" theory are introduced, both of which are based on the Euler equation for inviscid fluid dynamics. I am indebted to Prof. David C. Montgomery, who provided a compact theoretical explanation of these methods. They are now known and available as the Spring Notes in our group. I believe it is an irreplaceable work, which has not been published in the open literature in the present form, and it is essential to completely understand the investigations reported in this thesis. With his permission, I have put a slightly modified version of these Notes in chapter 2. Solution strategies to obtain the energy-entropy plots for both the "point" and the "patch" theory are provided in chapter 3, where also the entropy of the two theories are compared under the condition of the same energy and vorticity flux. For the first time, the one-dimensional "bar" solution is taken into consideration in a doubly-periodic domain. This most time-consuming part of this research predicts that 2D decaying turbulence may have different final states under different initial conditions: a "bar" or a "dipole". The validity of this prediction is proved by the DNS results shown in chapter 5. In chapter 4, we describe the details of the pseudospectral code that has been used for the numerical simulation of 2D decaying Navier-Stokes turbulence. Parallelization of the existing numerical code using MPI (Message Passing Interface) has been described. Our method can easily be implemented and is very efficient. This part of the investigation turned out to be indispensable without extremely time-consuming parallel computations many of the results presented in this thesis could not be produced. We have made a comparison between the numerical results and the statistical predictions in chapter 5. We mainly performed simulations to verify the theory results introduced in chapter 3. The "bar" solution, which is predicted by the theory, was discovered repeatedly. The conclusions are summarized in chapter 6. In the two appendices, we describe some technical details of our research. In appendix A, we give a stable scheme to get the nontrivial solution of the Poisson-like equations introduced in chapter 3, and appendix B shows how to make the Poisson solver smarter.

The main results presented in chapter 3 and 5 are published in Physics of Fluids (Alternative statistical-mechanical descriptions of decaying two-dimensional turbulence in terms of "patches" and "points," by Yin, Montgomery and Clercx, Phys. Fluids 15, 1937-1953 (2003)). A Modified version of chapter 4 has been accepted for publication in Computers and Fluids (An easily implemented task-based parallel scheme 2D Fourier pseudo-spectral solver applied to 2D Navier-Stokes turbulence, by Yin, Clercx and Montgomery).
Chapter 2

Statistical mechanics and 2D turbulence

2.1 Background

It has been known for several years that two-dimensional Navier-Stokes (2D NS) turbulence with periodic boundary conditions and at high Reynolds numbers (in excess of a very few thousand) will relax to long-lived, quasi-steady states whose topology is preserved and whose energy decays at a rate more or less inversely proportionally to the Reynolds number, computed with respect to a box dimension and an rms initial turbulent velocity. When this energy decay time is large compared to the initial eddy turnover time, the quasi-steady state can be reached at a time when the total energy decay is fractionally small, though the enstrophy decay can be fractionally large. It came as a surprise when, a decade or more ago, a series of such computations [3–5] revealed that the late-time quasi-steady state for an initially turbulent run at a Reynolds number above 14,000 showed a pointwise hyperbolic sinusoidal dependence between stream function and vorticity.

The prediction of such a dependence, in the context of a mean-field treatment of ideal line vortices (or guiding-center plasma rods, see Fig. 2.1(a)) had been given thirty years ago [31,32] and has since been extended and refined in a series of investigations by several groups [33–47]: in every case referring to ideal, non-viscous systems. The system is Hamiltonian with a finite phase space, and it is natural to apply Boltzmann statistics to its dynamics, as originally suggested by Onsager [48] (see also Lin [49]). The surprise came in the extent to which the ideal Euler mean-field predictions fit the Navier-Stokes results. At least one attempt was made to define an entropy for the case of finite viscosity [50] but generated new puzzles of its own.

In the late 1980s and early 1990s, an alternative formulation was given by Robert, Sommeria and Chavanis [51–54], by Miller and colleagues [55] and later explored by Brands, Maassen and Clercx [56]. The principal difference was that the vorticity field was discretized not in terms of delta-functions, but rather in terms of finite-area, mutually-exclusive “patches” of vorticity, to which Lynden-Bell statistics [57] could be applied (see Fig. 2.1(b)). The choice of parameters in the patch formulation is wider...
Figure 2.1: Two examples of typical “point” (a) and “patch” (b) vorticity fields. Note that in (a), only two kinds of particles are present. They have the same strength of vorticity and can differ only in sign. They have positions in the domain, but occupy no area. In (b), the vorticity patches have different levels of vorticity associated with them, and they have finite sizes.

than that of equal-strength point vortices, in that one must choose in advance the size of the patches, and the number of “levels,” or strengths, that the patches carry. There seems to be no deductive mechanism for making such choices, and so we stick with the simplest, taking equal-area patches and never more than three levels, including zero.

The derivations of the “point” and “patch” formulations can be given in terms of straightforward but tedious operations which are frequently treated in an introductory statistical mechanics course. The “point” formulation can be obtained as a limit of the “patch” formulation. In the latter, the vorticity is coarse-grained by replacing it by its average over finite spatial areas that are regarded as non-overlapping and tile the basic box. For convenience, they can be taken as of equal area. The box in the $x, y$ plane is ruled off into equal cells each containing one or more of the mutually-exclusive patches of vorticity, of different values or “levels.” One of these levels may be zero; i.e., each cell or some fraction of it may be empty of vorticity. The expression adopted for the probability of any configuration (which now amounts to a coarse-grained specification of the vorticity as a function of $x$ and $y$) is the same one as used in Lynden-Bell statistics (or Fermi-Dirac statistics, lacking the quantum complications [55, 57]). In Table 2.1, a summary of the four types of statistical-mechanical approach is shown. The logarithm is maximized subject to the constraints of constant total (discretized) energy and constant total fluxes associated with each vorticity level. The method of Lagrange multipliers is used, and the numbers are considered large enough for Stirling’s approximation to apply. The result is a “most probable” vorticity distribution associated with that energy and set of vorticity fluxes. The “most probable” vorticity states so obtained often lead to only local, rather than absolute, entropy maxima,
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<table>
<thead>
<tr>
<th>No exclusion</th>
<th>Einstein-Bose statistics</th>
<th>Maxwell-Boltzmann statistics (“point” theory)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exclusion</td>
<td>Fermi-Dirac statistics</td>
<td>Lynden-Bell statistics (“patch” theory)</td>
</tr>
</tbody>
</table>

and further comparisons are required to determine which one is the distribution that actually maximizes the assumed entropy globally. A mean-field approximation is then assumed, in which the sizes of the patches and cells are regarded as negligible, and the patches become more and more numerous. The vorticity distribution is thereafter treated as continuous and differentiable. It is expressed as a function of the stream function, now itself continuous. A final step involves inserting the expression for the entropy-maximizing vorticity field into Poisson’s equation, which must then be solved self-consistently (and numerically) for the associated stream function. One parameter in the procedure remains arbitrary and has no physical basis for its choice: the ratio of the “patch” size to the cell size. It should be kept in mind that throughout, one has in mind a representation of an ideal, conservative, Euler equation system, with no viscous dissipation of any kind.

2.2 Statistical mechanics in 2D turbulence

In this section, we attempt to review the most elementary calculations of the “most probable” vorticity distribution, inside a periodic square domain, that is compatible with a fixed value of the total kinetic energy and fixed (equal) fluxes of positive and negative vorticity. We do this for the case of Lynden-Bell statistics, which can then be specialized to Boltzmann statistics as a special case. It should be emphasized that in both pictures, vorticity is regarded as a pointwise conserved quantity, so that viscosity is not involved. This review is largely based on a private communications with D.C. Montgomery.

Consider the problem of rearranging a continuous periodic vorticity distribution \( \omega(x, y; t = 0) \) to constitute a “more probable” arrangement of the vorticity elements. This can only be approached through some kind of discretization. We consider coarse graining the vorticity distribution in the following sense.

Cut the periodic box into many cells of equal volume; \( i \) will label the cells. The cells are of area \( \Delta \). The coarse-grained vorticity distribution will be defined by the numbers

\[
\omega_i = \frac{1}{\Delta} \int \int_{\text{cell } i} \omega(x, y) \, dx \, dy.
\]

We now represent the vorticity \( \omega_i \) inside the \( i \)th cell in terms of smaller sub-units. These can clearly either have finite areas (“patches”) or zero areas (“points”). We should be able to take the “patch” formulation and achieve the “point” formulation by suitable limiting processes, so we start with the patches. The ultimate question will
be which, if either, satisfactorily represents the long-time state of the Navier-Stokes evolution of the \( \omega(x, y; t = 0) \) at high Reynolds number. It is an academic and no-

very-interesting question as to which one better predicts the long-time Euler equation evolution of \( \omega(x, y; t = 0) \), since we can never compute that anyway.

Note that if \( \omega(x, y; t = 0) \) is an analytic function and we look at the set of points \( x, y \) at which \( \omega \) takes on any value \( \omega_0 \), say, that set is always a set of measure zero—i.e.,

zero area. So arriving at any finite number of “levels” will always implicitly assume

that some kind of “coarse-graining,” as in Eq. (2.1), has already been done.

We now cut each cell up into equal areas (they do not have to have any particular shape), each one the size of a “patch.” We say \( M_i \) is the maximum number of patches allowed in the \( i \)th cell. Without apparent loss of generality, we can take all the patches as of equal area, but we will carry along the index \( i \) on \( M_i \). There is no obvious theoretical basis for choosing the size of a “patch,” \( \Delta/M_i \), except that it is far smaller than \( \Delta \), so \( M_i \gg 1 \).

We assume there are different “strengths” of the patches, though this will later come to seem perhaps unnecessary. Let the subscript \( j \) represent the “species,” or strength of vortices of type \( j \), which will be called \( K_j \). \( K_j \) is the integral of the (uniform) vorticity of the patch over its area. Let \( j = 0, 1, 2, 3...q \), where \( K_0 = 0 \) (an “empty” site, with no patch in it), and \( q \) different strengths represented, which can be positive or negative, but not zero.

Giving a set of occupation numbers \( N^i_j \) will give a discretized microscopic representation of all the \( \omega_i \):

\[
\tilde{\omega}_i = \frac{1}{\Delta} \sum_j N^i_j K_j.
\]

Obviously, there is no unique way to do this. Note that

\[
\sum_{j=1}^q N^i_j \leq M_i \quad \text{and} \quad \sum_{j=0}^q N^i_j = M_i. \tag{2.2}
\]

Also \( \sum_i N^i_j = N^j \) and is constant for any rearrangement that does not create or destroy patches. (\( \sum_i \) will always run over all the cells.)

For the “probability” of any total set of occupation numbers \( N^i_j \), we adopt the expression

\[
W = \text{Const.} \prod_i \prod_{j=1}^q \frac{N^i_j!}{(N^i_j!)(M_i - \sum_{j=1}^q N^i_j)!}. \tag{2.3}
\]

Notice that the second of the constraints (2.2) has been built in and the \( N^i_j \) may be varied independently for \( j = 1, 2, 3,...q \), so long as we demand that in the variation \( N^i_j \rightarrow N^i_j + \delta N^i_j \)

\[
\sum_i N^i_j = \text{Const.} = N^j, j = 1, 2, 3,...q,
\]

or that

\[
\sum_i \delta N^i_j = 0. \tag{2.4}
\]
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The last term in the denominator of (2.3) comes from the empty sites or “holes” in which no finite-vorticity patch resides.

Assuming that all the \( N_i^j \gg 1 \) and \( M_i \gg 1 \), we have for the entropy, using Stirling’s approximation,

\[
S = \ln W \simeq \text{Const.} - \sum_i \sum_{j=1}^a (N_i^j \ln N_i^j - N_i^j) - \\
\sum_i \left\{ (M_i - \sum_{l=1}^q N_i^l) \ln (M_i - \sum_{l=1}^q N_i^l) \right\} + \text{(negligible terms)}. \tag{2.5}
\]

The discretely represented energy is

\[
E \equiv \frac{1}{2} \sum_i \sum_{j,k} K_{ij} N_i^j \psi_{ik} K_{kl} N_k^l. \tag{2.6}
\]

The \( j = 0 \) and \( l = 0 \) terms will give nothing, since \( K_0 = 0 \). Note that \( \psi_{ik} = \psi_{ki} \) is just the interaction energy of two unit-strength vortices in cells \( i \) and \( k \), and that \( \psi_{ik} \) is species-independent. We may also write

\[
E = \sum_{i,j} \frac{1}{2} K_{ij} N_i^j \psi_i, \tag{2.7}
\]

where

\[
\psi_i \equiv \sum_{l,k} K_{il} N_l^k \psi_{lk}, \tag{2.8}
\]

\( \psi_i \) is the discretized stream function.

When \( N_i^j \to N_i^j + \delta N_i^j \),

\[
\delta E = \sum_i \sum_j K_{ij} \psi_i \delta N_i^j. \tag{2.9}
\]

For \( \delta S \), we have

\[
\delta S = -\sum_i \sum_{j=1}^a \delta N_i^j \ln N_i^j + \sum_i \sum_{j=1}^a \ln (M_i - \sum_{l=1}^q N_i^l) \delta N_i^j. \tag{2.10}
\]

To maximize \( S \) under the constraints (2.4) and \( \delta E = 0 \), using Lagrange multipliers, we set

\[
\delta S + \tilde{\beta} \delta E + \sum_{i,j} \sum_{j=1}^a \tilde{\alpha}_j \delta N_i^j = 0,
\]

where the Lagrange multipliers are \( \tilde{\beta} \) and \( \tilde{\alpha}_j \), and the \( \delta N_i^j \) are now regarded as independent, so their coefficients may be set equal to 0 for all \( i \) and \( j = 1, 2, 3, \ldots q \). We get

\[
-\ln N_i^j + \tilde{\alpha}_j + \tilde{\beta} K_{ij} \psi_i + \ln (M_i - \sum_{l=1}^q N_i^l) = 0, \tag{2.11}
\]
we let $\tilde{\beta} = -\beta$, $\tilde{\alpha}_j = \alpha_j$ to conform with earlier publications (they are still undetermined, anyway).

Exponentiating results in

$$
\frac{N_i^j}{M_i - \sum_{l=1}^{q} N_l^j} = e^{\alpha_j - \beta K_j \psi_i}, \quad j = 1, 2, 3 \ldots q,
$$

(2.12)

but $M_i - \sum_{l=1}^{q} N_l^j = N_i^0$ is equal to the number of empty sites in cell $i$, always. So

$$
N_i^j = N_i^0 e^{\alpha_j - \beta K_j \psi_i},
$$

(2.13)

and

$$
\sum_{j=0}^{q} N_i^j = M_i = N_i^0 \sum_{j=0}^{q} e^{\alpha_j - \beta K_j \psi_i},
$$

(2.14)

and so

$$
N_i^j = M_i - \sum_{l=0}^{q} e^{\alpha_l - \beta K_l \psi_i}, \quad j = 1, 2, 3 \ldots q.
$$

(2.15)

The same expression will work with $j = 0$ if we take $\alpha_0 = 0$. So

$$
N_i^0 = M_i - \frac{1}{\sum_{l=0}^{q} e^{\alpha_l - \beta K_l \psi_i}},
$$

(2.16)

and Eq. (2.15) can be extended to the case $j = 0$, also.

The equation (2.15)-(2.16) give the most probable set of occupation numbers $N_i^j$ for fixed $E$ and $N^j$. If we take the $N_i^j$ from Eqs. (2.15) and (2.16), we have

$$
N^j = \sum_{i} N_i^j, \quad j = 1, 2, 3 \ldots q,
$$

(2.17)

and

$$
E = \frac{1}{2} \sum_{i,k} \sum_{j,l} K_{j} N_i^j \psi_{ik} K_{k} N_i^j,
$$

(2.18)

as $q + 1$ equations which determine the $q + 1$ unknowns $\alpha_j$ and $\beta$, $j = 1, 2, 3 \ldots q$, as functions of $E$ and the $N^j$.

If we want to associate a “partial vorticity” with each species, we may write

$$
\omega_i^j = \frac{M_i}{\Delta} K_j \frac{e^{\alpha_j - \beta K_j \psi_i}}{Z_i},
$$

(2.19)

$$
\omega_i = \sum_{j} \omega_i^j,
$$

(2.20)

where

$$
Z_i \equiv \sum_{l=0}^{q} e^{\alpha_l - \beta K_l \psi_i}, \quad (\alpha_0 = 0).
$$

(2.21)
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Now the physical vorticity associated with the most probable state is
\[
\omega(x_i, y_i) = \sum_j \int \int_{cell \, j} \omega_j^i \, dx \, dy,
\]  
(2.22)
where \((x_i, y_i)\) lie inside the \(i\)th cell. In this formulation, the constraints are
\[
\frac{1}{2} \sum_i \omega_i \psi_i = E,
\]  
(2.23)
\[
\frac{\Delta}{K_j} \sum_i \omega_i^j = N_i^j.
\]  
(2.24)

We need a tractable expression for \(S\), in order to compare different entropies for different sets of \(N_i^j\) for the same \(E\) and \(N^j\). We may rewrite Eq. (2.3) as
\[
W = \text{Const.} \prod_i \prod_{j=0}^q \frac{N_i^j!}{N_i^0!},
\]  
(2.25)
so that
\[
S = \text{Const.} - \sum_i \sum_{j=0}^q (N_i^j \ln N_i^j - N_i^j) + \text{(negligible terms),}
\]  
(2.26)
or
\[
S = \text{Const.} - \sum_{j=1}^q \sum_i N_i^j (\alpha_j - \beta K_j \psi_i + \ln N_i^0)
- \sum_i N_i^0 \ln N_i^0 + \sum_i N_i^0,
= \text{Const.} - \sum_j \alpha_j N_j^j + 2 \beta E
- \sum_i (\ln N_i^0) (\sum_{j=1}^q N_i^j + N_i^0) + \sum_i N_i^0.
\]  
(2.27)

Note that \(\sum_{j=1}^q N_i^j + N_i^0 = M_i\), and \(\sum_i N_i^0\) represents the total unoccupied sites, and both of these are just fixed constants. So up to unimportant additive constants, the entropy of the stationary states is
\[
S_{eq.} = - \sum_j \alpha_j N_j^j + 2 \beta E - \sum_i M_i \ln N_i^0.
\]  
(2.28)

The first two terms of Eq. (2.28) are familiar from the “point” theory. The last one is new, and is a consequence of the finite area of the patches. If the “patch” area shrinks to zero, the last term becomes an infinite additive constant, apparently, and the “point” entropy is recovered.

If we assume all the \(M_i\) are equal (there seems to be no obvious reason for not doing so), the last term simplifies:
\[
- \sum_i M_i \ln N_i^0 = - \sum_i (M \ln M) + M \sum_i \ln Z_i.
\]
The first term is constant, and the second term has the integral representation

$$M \sum_i \ln Z_i = \frac{M}{\Delta} \int \int_{\text{whole box}} \ln \sum_{j=0}^{q} e^{\alpha_j - \beta K_j \psi(x,y)} \, dx \, dy.$$  \hfill (2.29)

Note that $M/\Delta$ is still entirely up to us to choose.

If we only use three values of $K$; namely, $K_j = -1, 0, \text{or } +1$, then we have

$$S = -\alpha_+ N_+ - \alpha_- N_- + 2\beta E + M \sum_i \ln Z_i,$$  \hfill (2.30)

or in the continuous representation,

$$S = \frac{M}{\Delta} \int \int_{(\text{box})} \left[ \ln[1 + e^{\alpha_+ - \beta \psi} + e^{\alpha_- - \beta \psi}] - \alpha_+ N_+ - \alpha_- N_- + 2\beta E \right] \, dx \, dy. \hfill (2.31)$$

If we now demand that $\psi$ obeys Poisson’s equation, passing to the limit of arbitrarily many patches of arbitrarily small area,

$$\nabla^2 \psi = -\omega = -\frac{M}{\Delta} \left[ \frac{e^{\alpha_+ - \beta \psi} - e^{\alpha_- + \beta \psi}}{1 + e^{\alpha_+ - \beta \psi} + e^{\alpha_- + \beta \psi}} \right]. \hfill (2.32)$$

This would be the analogue of the “sinh-Poisson” or “tanh-Poisson” equation to be discussed later on.

It is simple, computationally, to consider initial states for which there is, for every $\omega_i$, another level with the value $-\omega_i$. This will in fact guarantee $\int \int_{(\text{box})} \omega \, dx \, dy = 0$. It also makes it plausible to assume $+$, $-$ symmetry, so that $\alpha_+ = \alpha_-$. Then we would have

$$\nabla^2 \psi = -\omega = \frac{M}{\Delta} \left[ \frac{2 \sinh(\beta \psi)}{e^{-\alpha} + 2 \cosh(\beta \psi)} \right]. \hfill (2.33)$$

Suppose we want to let the patch area shrink to zero, i.e. $\Delta \to 0$, now. This would mean $M/\Delta \to \infty$. The only way the right hand side could stay finite and have a finite flux, $\int |\omega| \, dx \, dy < \infty$, would be for $e^{-\alpha} \to \infty$, and do it in such a way that $(M/\Delta)/e^{-\alpha}$ stayed finite:

$$\frac{M}{\Delta e^{-\alpha}} \to \frac{\lambda^2}{2} = \text{Const.}$$

So

$$\nabla^2 \psi = \lambda^2 \sinh(\beta \psi), \hfill (2.34)$$

and the sinh-Poisson equation is recovered.

It appears that for the symmetric periodic case, we can also get by with no unoccupied sites, that is $N_i^0 = 0, \forall i$. Every $\omega_i$ could be made up of just the right number of $K = +1$ and $K = -1$ patches to give all the desired $\omega_i$, including zero. To treat this case, we can re-start the whole procedure, with only one species independent ($K = +1$, say), so that $N_i^1 = M_i - N_i^+ - N_i^-$, always.
Then
\[
S = \ln W \cong - \sum_i (N_i^+ \ln N_i^+ - N_i^-) \\
- \sum_i [(M_i - N_i^+) \ln (M_i - N_i^+) - (M_i - N_i^-)],
\]
and the analogue of Eq. (2.12) is
\[
N_i^+ = e^{\alpha - \beta \psi_i}(M_i - N_i^-),
\]
or
\[
N_i^+ = \frac{M_i e^{\alpha - \beta \psi_i}}{1 + e^{\alpha - \beta \psi_i}} = \frac{M_i e^{\frac{1}{2}(\alpha - \beta \psi_i)}}{e^{\frac{1}{2}(\alpha - \beta \psi_i)} + e^{-\frac{1}{2}(\alpha - \beta \psi_i)}},
\]
with
\[
N_i^- = \frac{M_i e^{-\alpha + \beta \psi_i}}{1 + e^{-\alpha + \beta \psi_i}} = \frac{M_i e^{-\frac{1}{2}(\alpha - \beta \psi_i)}}{e^{\frac{1}{2}(\alpha - \beta \psi_i)} + e^{-\frac{1}{2}(\alpha - \beta \psi_i)}}.
\]
This gives an overall vorticity of
\[
\omega_i = \frac{M_i \sinh\left(\frac{1}{2}(\alpha - \beta \psi_i)\right)}{\Delta \cosh\left(\frac{1}{2}(\alpha - \beta \psi_i)\right)}, \tag{2.35}
\]
In this case, \(E\) is invariant to letting \(\psi_i \rightarrow \psi_i + \text{const.}\), so we can always choose the constant so that \(-\beta \times \text{Const.} + \alpha = 0\), leaving
\[
\omega_i = -\frac{M_i}{\Delta} \tanh\left(\frac{1}{2}\beta \psi_i\right).
\]
Since \(\beta\) is as yet undetermined, we might as well let \(\beta \rightarrow 2\beta\), \(M_i / \Delta = \lambda^2\), and we have
\[
\nabla^2 \psi = -\omega = \lambda^2 \tanh(\beta \psi). \tag{2.36}
\]
Eq. (2.34) corresponds to the limiting case in which the "patches" have no area, and Eq. (2.36) to the limiting case in which they have all the area, and there is no empty space. Both apply to the symmetric case in which for every initial \(\omega_i\), there is somewhere another with \(-\omega_i\) as its value.

The most general, completely unrestricted, case has, as its analogue of sinh-Poisson,
\[
\nabla^2 \psi = \omega = -\sum_{j=1}^a \frac{M}{\Delta} K_j \frac{e^{\alpha_j - \beta \psi K_j}}{\sum_{i=0}^a e^{\alpha_i - \beta \psi K_i}}. \tag{2.37}
\]
Comparing Eqs. (2.37), (2.36), (2.34), and (2.33), it seems clear that every choice of the \(M/\Delta\) and the possible \(K_j\) will lead to a different equation and a different \(\psi\). There seem to be no compelling arguments as to why one might be superior to the other in predicting long-time Navier-Stokes behaviour, and no point in speculating which will do a better job of predicting long-term Euler equation evolution, since we can never know that. It is perhaps worth remarking that if we want to shrink
\( \Delta \) so much that there is no approximation involved in letting the \( \omega_i \) of Eq. (2.1) represent an analytic function \( \omega(x, y, 0) \), then the “points” are the only possibility. Every “level” approximation of the type of Eq. (2.1), with \( i \) bounded from above is already a function significantly different from \( \omega(x, y, 0) \). For example, it has an infinite palinstrophy \( (P = (1/2) \int \int_{\text{whole box}} |\nabla \omega|^2 \, dx \, dy) \), and thus an infinite initial enstrophy decay rate, because of the sharp discontinuities between the cells.

A possible strategy is to search for initial conditions where the presence of finite-area conserved “patches” would seem to have the most important consequences: Eq. (2.33) with positive \( \alpha \). For example, in Eq. (2.33), which presumably can be solved numerically, choose an “\( \alpha \)” and a “\( \beta \)” which will give a relatively flat scatter plot (like Fig. 2.2).

![Figure 2.2: The \( \omega-\psi \) plot for a possible initial condition. The plot is rather flat around \( \omega = \pm 1 \).](image)

Pick an \( M/\Delta \) that is large enough that \( \psi \) seems slowly varying on the scale \( \sim \sqrt{\Delta} \), but \( M \gg 1 \). This will give a function \( \omega(x, y) \) which is presumably well-represented by patches, if anything can be. Do not pick the maximum entropy state but something like a quadrupole or higher multipole which can be expected to break up and generate turbulence when used as an initial condition for a Navier-Stokes code at small kinematic viscosity \( \nu \).

There may have to be a small random perturbation on those initial conditions to get it to go turbulent as soon as possible. Notice that choosing \( \alpha, \beta \) and \( M/\Delta \) in advance provides computable expressions for energy and vorticity fluxes. The first question to ask is, what “final” state does the system relax to for large times – what does its scatter plot look like? The second question is, then, using those expressions for energy and vorticity flux in the sinh-Poisson code, what does the final maximum-entropy state look like – its scatter-plot in particular? Is there any sense in which the initially flat areas of vorticity flux are still there?
2.3 Further remarks and recent developments

We should caution the reader that the word “turbulence” in this thesis will be used in a somewhat looser sense than is customary. It will not always mean a state of the fluid in which the kinetic energy is widely shared by many Fourier modes. We have concentrated on initial conditions which seemed to us most relevant to producing effects peculiar to the “patch” description: namely, initial vorticity distributions in which a few flat levels of nearly constant vorticity could be readily identified. We expected, because of instabilities in the shear flows these represent, that turbulence of a typical broad-band modal structure would soon be generated, as it is in three dimensions. We found that instabilities could indeed be activated, but often, broad-band turbulence of the conventional kind was not the result. Instead, energy spectra dominated by only a few low-lying (in Fourier space) modes were nonlinearly dynamically converted to Fourier spectra dominated by only a few (but different) low-lying modes. We have in fact found it nearly impossible to generate genuinely broad-band 2D NS turbulence through instabilities, rather than through initial conditions or externally-imposed stirring. Perhaps surprisingly, the dynamical evolution involved sometimes, but not nearly always, led to late-time quasi-steady states that seemed to correspond to most-probable “patch” predictions: most interestingly, the one-dimensional “bar” state, as will be seen. Broad-band, initially-excited turbulence continued to lead to the classical dipolar late-time state, as it has in previous turbulence simulations.

Extension and elaboration of the statistical mechanics of the Euler equations has continued and has led to a variety of predictions which are not being tested here [58–65]. Consideration of these mathematically ambitious theories lies outside the scope of this thesis. Our interest here is focused on what happens as a consequence of Navier-Stokes, not ideal, dynamics, and involves a comparison of the predictions of (historically) the first two Euler entropy maximizations with a Navier-Stokes decay. As far as we are concerned, it is not yet understood why a Navier-Stokes decay, which involves true, well-resolved dissipation by viscosity should lead to anything predicted by any 2D Euler-equation statistical mechanics; no arguments to date that “coarse-graining” should in any accurate way mimic viscous dissipation seem persuasive to us. In any case, no coarse-graining is involved in the computation, which is well-resolved. There are not likely to be accurate continuum Euler-equation solutions over several hundred eddy turnover times to compare with in the near future. This is not to say that the predictions of the recently-presented theories mentioned above [58–65] might not eventually be shown to have an even better predictive capacity for viscous turbulent decays than these two. Sharpening up what predictions might be extracted from them that could be compared with a Navier-Stokes decay computation appears as a desirable activity, and actually making the comparisons appears as a demanding one.

Despite the general developments made during the last ten to fifteen years in this field, and the more detailed new approaches reported recently, a few critical comments should also be made. The study of relative simply models for the 2D Euler equation, such as the “point” or “patch” approach, is a prerequisite when applying such models to investigate the late-time states of ideal Euler flows or late-time 2D Navier-Stokes
turbulent decays. Any more complicated theory with more parameters, usually including the former theory as a special case, reduces the transparency and efficiency to apply the method to realistic high-Reynolds number flows. For example, the present study to distinguish between the “point” and one special case of the “patch” formulation for 2D Navier-Stokes turbulence required already two person-years to set up and to execute the investigation. This observation hints at the virtual impossibility to validate more complicated theoretical models. Moreover, one should keep in mind that the increased number of parameters in these new theoretical models, which obviously decreases the transparency, should be related with the data from experiments (if possible at all) and numerical simulations. In my view, further elaboration in this direction should be avoided.
Chapter 3

Predicting 2D decaying turbulence

3.1 Introduction

We address ourselves to the long-time dynamics in two dimensions (2D) of the Navier-Stokes equation in the usual vorticity representation,

\[ \frac{\partial \omega}{\partial t} + \mathbf{v} \cdot \nabla \omega = \nu \nabla^2 \omega, \]

(3.1)

where the fluid velocity \( \mathbf{v} \) is to be written in terms of the stream function \( \psi \) as \( \mathbf{v} = \nabla \times (\mathbf{e} \psi) \), and \( \mathbf{e} \) is a unit vector in the \( z \) direction. The velocity \( \mathbf{v} \) has only \( x \) and \( y \) components, which depend only upon \( x \), \( y \), and the time \( t \). In the natural dimensionless units of the problem, the kinematic viscosity \( \nu \) may be interpreted as the reciprocal of the Reynolds number, which we will specify in more detail presently. The curl of \( \mathbf{v} \) is the vorticity \( \omega = (0, 0, \omega) \), which has only one component, also in the \( z \)-direction. The stream function \( \psi \) and the non-vanishing component of vorticity \( \omega \) are related by Poisson’s equation,

\[ \nabla^2 \psi = -\omega. \]

(3.2)

We note that dropping the final viscous term in Eq. (3.1) leaves us with the 2D equations of an ideal Euler fluid. We note moreover that a time-independent solution of these Euler equations results any time \( \omega \) is a differentiable function of \( \psi \).

We will work in a periodic box with sides \( 2\pi \) in length, and will use the unit length 1 to define the Reynolds number; thus our basic unit of length is roughly \( 1/6 \) of a box dimension. The unit of velocity will typically be a root-mean-square value of the initial velocity, and we will attempt to make this equal to 1 whenever possible. Thus \( \nu \) in Eq. (3.1) may reasonably be identified with the reciprocal of an initial Reynolds number, \( \text{Re} \). We are interested in values of \( \text{Re} \) of at least several thousand, so that the final term in Eq. (3.1) is formally very small, except in regions of steep vorticity gradients. The “eddy turnover time,” which we shall use as a unit of \( t \), is thus about \( 1/6 \) of a box dimension divided by an initial rms velocity. It is well known that under such circumstances, the kinetic energy \( E \), defined by
\[ E = \frac{1}{2} \frac{1}{(2\pi)^2} \int \int v^2 \, dx \, dy \]  

(3.3)

decays proportionally to \( \nu \) or slower (see section 1.2). However, the decays of higher-order Euler-equation invariants constructed as integral moments of \( \omega \), such as the enstrophy,

\[ \Omega = \frac{1}{2} \frac{1}{(2\pi)^2} \int \int \omega^2 \, dx \, dy, \]  

(3.4)

appear to continue to decay at an \( O(1) \) rate; even a weak dependence of their decay rate upon \( \nu \) has not been convincingly demonstrated. Note that both ideal invariants are referred to unit volume, in the dimensionless units.

When high Reynolds numbers exist, then the turbulent decay of energy is seen to be very slow, relative to any other identifiable ideal Euler invariant. When the energy decay time is large enough to be well-separated from the eddy turnover time, it is possible to observe in numerical computations [3-5] that a quasi-steady state is reached in a time over which the fractional decay of energy is small (a few hundred eddy turnover times). One might expect to find a “selectively decayed” state, in which the enstrophy to energy ratio is minimal [66,67], and indeed, if one waits long enough, it can be analytically proved that such a state must be approached [68]. However, it was found [5] that long before that time, the quasi-steady, slowly-decaying state that is reached has a rather sharp one-to-one pointwise correspondence between \( \omega \) and \( \psi \). (As we have seen in Figs. 1.3, this is not always true.) The elucidation and testing of this correspondence is the principal purpose of this thesis.

Clearly, even though a slow viscous decay may be superimposed on such a state with \( \omega \) approximately a function of \( \psi \), the state is also closely approximated by a time-independent solution of the Euler equations. There is no a priori reason why this should be so. It is a fact we attempt to incorporate here into a coordinated set of direct numerical simulations of Eq. (3.1)-(3.2) and a combined analytical and numerical argument, based upon statistical mechanics, in pursuit of what the connection between \( \omega \) and \( \psi \) should be.

The statistical mechanics depends upon a discretization of vorticity in terms of delta-function line vortices (“points”) or in terms of mutually-exclusive, finite-area “patches.” Boltzmann statistics are applied to the former, to define an entropy, or logarithm of the probability of a state, and Lynden-Bell statistics are applied to the latter. The limits of zero-area, finite-vorticity patches are points. Thus the patch formulation can be viewed as containing the point version of the theory, and either is or is not a useful generalization of it. In both cases, what results is a “most probable” dependence of vorticity upon stream function. A mean-field limit (infinitely-many points or patches, of arbitrarily small strength) is then taken, to yield continuous and differentiable functions \( \omega(\psi) \). It can be shown (see chapter 2) that for points, the resulting function is:

\[ \nabla^2 \psi = -\omega = -e^{\alpha} - \beta \psi + e^{\alpha} + \beta \psi. \]  

(3.5)
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For patches, the resulting function is:

\[ \nabla^2 \psi = -\omega = - \sum_{j=1}^{q} \frac{M}{\Delta} K_j \frac{e^{\alpha_j - \beta \psi K_j}}{\sum_{i=0}^{q} e^{\alpha_i - \beta \psi K_i}}. \tag{3.6} \]

The symbols \( \alpha, \beta \) are Lagrange multipliers, which enter via a maximization of the appropriate entropy subject to the constraints of given energy and positive and negative fluxes of vorticity. They are determined in principle by demanding that the energy and vorticity fluxes calculated on the basis of Eqs. (3.5) or (3.6) match specified values. In Eq. (3.6), the \( K_j \) are the "levels" of vorticity corresponding to the different sized patches, and must be chosen somewhat arbitrarily. \( \Delta/M \) is a fixed size of a "patch," and may be chosen arbitrarily, within wide limits.

Referring to the next section for a numerical method to solve Eqs. (3.5) and (3.6), we proceed in Chapter 5 to a description of the initial conditions used. Both Eqs. (3.5) and (3.6) have infinitely many solutions. The physical ones are interpreted to be those which maximize the appropriate entropy from which they were derived. The others represent local maxima, which, as we shall see, may in some cases represent attainable states in the computations.

The questions before us are:

- How does one determine the entropy-maximizing time-independent solutions to Eqs. (3.5) and (3.6)?

- How close may we come to those solutions in a dynamical computation that solves Eqs. (3.1) and (3.2) as a time-dependent initial-value problem with large but finite Reynolds number?

- Are there noticeable differences between the predictions of Eqs. (3.5) and (3.6) and are there reasons for preferring one to the other as predictors of late-time turbulent decays?

It is to be stressed that all three questions are answerable not in the abstract, but only as a result of somewhat demanding computations. There is no a priori reason why Navier-Stokes turbulent decays should be predicted at all by anything having to do with the Euler equations. The latter will never be soluble, for continuous initial conditions, over time intervals long enough to make ideal solutions of much interest, because it is in the nature of Euler codes, having no minimum physically-determined length scale, to overrun their own resolution in a very few eddy turnover times. If the predicted states had not shown some empirical relevance to Navier-Stokes solutions, there would be no justification for this activity. Experience with 2D turbulence computations shows that even though it is known that no singularity occurs for the continuum Euler equations within a finite time, the transfer of excitations to smaller spatial scales proceeds quite rapidly: typically an order of magnitude in wave number per eddy turnover time, or faster. Thus ideal phenomena that require hundreds of eddy turnover times to see (as these do) will not be feasible to compute with continuum Euler codes within the foreseeable future.
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The dynamical code used here is of the now familiar Orszag-Patterson pseudospectral variety [69, 70]. The code is a parallelized MPI Fortran 90 version of an earlier Fortran 77 code provided by W.H. Matthaeus (private communication). It is fully de-aliased, using the shifted-grid method. It has been run, in the runs reported here, on the SGI Origin 3800 at SARA Supercomputing Centre in Amsterdam. Some of the simulations (resulting in the “bar” final state in Chapter 5.2.2) have also been recomputed with a different pseudospectral Fourier code (provided by Dr. A.H. Nielsen, Riso National Laboratories, Denmark). These computations yielded the same conclusions.

All runs resolve the Kolmogorov dissipation wave number based on enstrophy dissipation. Previously, initial conditions for turbulent decay runs have tended to use randomly loaded Fourier coefficients in the spectra of vorticity fields up to some upper wave number. These have typically been chosen to match some cascade wavenumber \( k \)-spectrum, such as the \( -\frac{3}{2} \) direct enstrophy cascade spectrum predicted by Kraichnan [71]. The phases have been chosen from a random number generator. This has been done to achieve the most disordered (in some sense) initial field compatible with a particular power spectrum. The spectra contain no more useful information for this problem, it should be noted, than the phases of the Fourier coefficients; for this reason, we often give greater emphasis to spatial contour plots of vorticity and stream function, which incorporate the phase information as well as the amplitudes. There is relatively little emphasis on cascade-related considerations, such as power-law wavenumber spectra, since these require external stirring, or continued injection of excitations in \( k \)-space, and we say nothing about this situation here. Several of the runs to be reported later are therefore presented in the form of contour plots of vorticity and stream function only. The initialization procedure described above can only yield a vorticity distribution that is analytic in \( x \) and \( y \), since only sinusoidal functions are involved, even though the spatial dependence may be wildly fluctuating. Such a vorticity distribution can take on any particular value of \( \omega \) only over a set of measure zero. For this reason, one might imagine it would tend to de-emphasize features that corresponded to the “levels” in the patch formulation, over which the vorticity is supposed to take on a constant value inside a compact area. Therefore, we have also stressed initial conditions that have large, flat areas of vorticity, separated by thin regions, with as steep spatial gradients between them as the code will resolve. Our original intention was that these would correspond to unstable laminar shear flows whose instabilities would subsequently generate turbulence. Somewhat to our surprise, we have found it easy to produce shear-flow instabilities but not ones that led to turbulence, in the sense of broad \( k \)-spectra. We have come to suspect that this is a feature inherent to two-dimensional flows, and perusal of the literature has uncovered only three-dimensional turbulence as a consequence of unstable shear flows, but not two-dimensional; but this must be left as a conjecture rather than a demonstrated fact.

In any case, in order to induce a large number of Fourier modes to participate in the subsequent dynamics, we have found it necessary, in the runs evolving from vorticity distributions with flat areas, to add significant amounts of random noise initially, in order to get a subsequent \( k \)-spectrum that could readily be called “turbulent.” Even then, some of the evolution we find might have its status as turbulence disputed.
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3.2.1 Introduction

In this section, we will present an outline how to get the solutions of those Poisson-like equations (Eqs. (3.5) and (3.6)). The goal is not only to find numerical solutions but to determine which among the solutions has the highest entropy for given energy and vorticity fluxes. Generally speaking, the entropies of states with more maxima and minima have been seen to be less than those with fewer, and we can be guided by this. But there are instances where solutions of two different topologies can be found whose entropies lie very close to each other, as found by Pointin and Lundgren [35], and we must concentrate on those.
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Figure 3.1: Typical $\omega - \psi$ relation from (a) sinh-Poisson, (b) 3-level Poisson equation and (c) tanh-Poisson equation (special case when $e^{-\alpha} \rightarrow 0$ in Eq. (3.11)).

We consider the point relation, Eq. (3.5), in the absence of any conditions that would suggest asymmetry between positives and negatives, so that the two Lagrange multipliers $\alpha_+ = \alpha_- = \alpha$. The result is the sinh-Poisson equation (a typical $\omega - \psi$ dependence of which is shown in Fig. 3.1(a)),

$$\nabla^2 \psi = 2e^\alpha \sinh(\beta \psi), \quad (3.7)$$

where $\beta$ is a negative [31] constant. Eq. (3.7) can be rewritten as

$$\nabla^2 \Psi = -\lambda^2 \sinh \Psi, \quad (3.8)$$

where we have defined

$$\Psi = |\beta| \psi \quad (3.9)$$
and

\[ \lambda^2 = 2|\beta|e^\alpha. \] (3.10)

We also consider the patch relation, Eq. (3.6), specialized to the three-level case of vorticity levels \(-1, 0, \) and \(+1\). Again assuming symmetry between positives and negatives (Fig. 3.1(b)), we have

\[ \nabla^2 \psi = \frac{M}{\Delta} \cdot 1 \cdot \left[ \frac{2 \sinh(\beta \psi)}{e^{-\alpha} + 2 \cosh(\beta \psi)} \right] \] (3.11)

where \( \beta < 0 \) and \( \Delta/M \) is the (arbitrary) size of a patch. Eq. (3.11) can be simplified as

\[ \nabla^2 \Psi = -\frac{\lambda^2 \sinh \Psi}{g + \cosh \Psi}, \] (3.12)

by letting:

\[ \Psi = |\beta| \psi, \] (3.13)
\[ g = \frac{1}{2}e^{-\alpha}, \] (3.14)

and

\[ \lambda^2 = \frac{M|\beta|}{\Delta} \] (3.15)

![Contour plots](image)

Figure 3.2: Contours of constant stream function \( \psi \) for the solutions of Eq. (3.5). Negative values are shown as broken lines, throughout.

It is useful to introduce terms for the solutions of differing topology. For example, for a given energy and vorticity flux, the contours of stream function may look like Figs. 3.2. The structure shown in Fig. 3.2(a) will be called the “dipole” solution, and the one shown in Fig. 3.2(b) will be called the “quadrupole” solution, and so on through higher “multipoles” that correspond to successively higher (even) numbers
of maxima and minima. We have also found one-dimensional solutions as illustrated in Fig. 3.2(c). These one-dimensional solutions will be called “bar” solutions, and there are also an infinite sequence of them, with basic periodicities \(2\pi, \pi, \pi/2, \ldots\). These states are obtained, as explained later in detail, by iterating a trial solution with similar topology until convergence is obtained.

![Image](image_url)

Figure 3.3: A monopolar solution (a) of the Poisson equation \(\nabla^2 \Psi = -\lambda^2 \sinh \Psi\) on the domain \([0, 2\pi] \times [0, 2\pi]\) with \(\Psi = 0\) at the boundary, may be used to generate a quadrupolar one (b) and \(N^2\)-pole (c).

It is possible to construct higher-order multipole solutions by putting monopole solutions side by side with alternating signs, and requiring doubly-periodic boundary conditions, as illustrated in Figs. 3.3.

Suppose we have a monopole solution of the equation \(\nabla^2 \Psi = -\lambda^2 \sinh \Psi\) on the domain \([0, 2\pi] \times [0, 2\pi]\) (with \(\Psi = 0\) at the domain boundary). This solution can be used to generate a quadrupolar one (see Fig. 3.3(b)) and a so-called \(N^2\)-pole as shown in Fig. 3.3(c) (we show a \(3^2\)-pole here), and a “checkerboard” solution is obtained. The size of the monopole components should be reduced in order to fit the multipole solution on the \([0, 2\pi] \times [0, 2\pi]\) domain. Note that the \(N^2\)-pole is therefore not a solution of \(\nabla^2 \Psi = -\lambda^2 \sinh \Psi\), but of the modified Poisson equation \(\nabla^2 \Psi = -(\lambda/N)^2 \sinh \Psi\). The “checkerboard” solution is also used to construct the dipole and higher multipole solutions as indicated in Figs. 3.4. The dipole is then a solution of the Poisson equation \(\nabla^2 \Psi = -(\lambda^2/2) \sinh \Psi\). Obviously, the process shown in Figs. 3.3 and 3.4 is reversible – it is also possible to construct the monopole or the quadrupole solutions from the dipole. As a consequence we can start to construct the sequence of solutions with the one we can compute most easily.

However, some loss of accuracy might be expected by using this procedure, but in our calculations we made sure that the accuracy of all solutions is of the order of \(10^{-6}\) (based on monitoring an RMS error during the iteration as outlined in the following Section). In a similar way it is possible to obtain a hierarchy of “bar” solutions (see Figs. 3.5) in a domain with doubly-periodic boundary conditions starting with the
Figure 3.4: A periodic quadrupolar solution of $\nabla^2 \Psi = -\lambda^2 \sinh \Psi$ (on the domain $[0, 2\pi] \times [0, 2\pi]$) may be used to generate a dipolar one, depending upon the spatial sub-volume chosen, as shown here. The “dipole” solution which is cut from the “quadrupole” can be zoomed (by a factor of $\sqrt{2}$ in $(x, y)$ space) to fit the $[0, 2\pi] \times [0, 2\pi]$ domain.

Figure 3.5: The serial solutions of the “bar” solutions in the doubly-periodic domain. Note that (c) is the lowest mode if we want the direction of the bar to be in the $45^\circ$ direction to the horizontal line. Like the quadrupolar solutions, (c) will have a lower entropy line than the “bar” and the “dipole” solutions, as it will be seen later in this chapter.
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basic solution shown in Fig. 3.5(a). The procedure described in this section can also be applied to other Poisson-like equations introduced in this thesis.

3.2.2 The solution of the sinh-Poisson equation

![Diagram of iteration step and error]

Figure 3.6: The plot of RMS error vs. iteration steps. Only the line in the middle will lead to the correct solutions.

The sinh-Poisson equation (3.8) has been solved by several researchers numerically and analytically (see Ref. [47] and references therein). Probably the most direct way to do it is to put the equation into spectral space and perform the iteration there:

\[
(\Psi_{n+1})_k = \frac{\chi^2}{|k|^2} (\sinh \Psi_n)_k.
\] (3.16)

Several numerical methods exist to solve Eq. (3.16), but we have chosen to use Fourier expansions to solve the sinh-Poisson equation. The primary reason is the high efficiency of the Fast Fourier Transform (FFT), which is much faster than other numerical methods when we want to obtain more accurate solutions by using higher resolutions. Moreover, by using Fourier expansion of the solution to Eq. (3.16) the doubly-periodic boundary conditions are satisfied automatically, thus we do not have to worry about the boundary conditions at all.

We define the root-mean-square error (RMS) by:

\[
\epsilon = \left(\sum_{i,j} f^2 \sum_{i,j} g^2\right)^{1/2}
\] (3.17)
where
\[ f = \nabla^2 \Psi(i, j) + \lambda^2 \sinh(\Psi(i, j)) \] (3.18)
and
\[ g = \left| \nabla^2 \Psi(i, j) \right| + \left| \lambda^2 \sinh(\Psi(i, j)) \right|. \] (3.19)
The following procedure is used in the evaluation of the solution of the sinh-Poisson equation: we choose an initial condition based on an educated guess, subsequently we compute the solution of (3.16) and the RMS error (3.17) is tracked as the iteration continues. Suppose the solution of \( \Psi \) should converge to the final solution with RMS error \( \epsilon_0 \). Three scenarios for the evolution of \( \epsilon \) should be considered (see Fig. 3.6). Two of them can be discarded immediately: the one showing no convergence, i.e. \( \epsilon \) is growing without bound, and the trivial solution \( \Psi \to 0 \). The third one is the solution we are looking for (with convergence to it with RMS error \( \epsilon_0 \)). However, two aspects of this solution should be kept in mind:

- We have to choose the value of \( \lambda^2 \) such that the value of \( \epsilon_0 \) is sufficiently small to enable rapid convergence.

- When the RMS error \( \epsilon \) becomes small enough (say \( \epsilon \leq 10^{-6} \) the iteration process should be terminated because further iteration will show a growing RMS error again.

We use numerical methods instead of analytical solutions to solve the sinh-Poisson equation because it is easier to control the amplitude of the solution, which is closely related to the energy of this solution. Numerically, we can rather easily control the energy of the solution, so the final plot of the entropy-energy diagram can be drawn on the basis of more or less equally spaced data (see Figs. 3.7 and 3.8).

We have shown three solutions of the sinh-Poisson equation in Fig. 3.2. In addition to the solutions exhibited, there are an infinite number more, characterized by more and more maxima and minima. They are obtained by starting with a trial function on the right hand side of Eq. (3.16) that has the desired number of final maxima and minima, as noted by several authors (see, for example, McDonald [33], Book et al. [34], Lundgren and Pointin [35]). Typically, the solutions with many maxima and minima are lower entropy solutions, for fixed energy and vorticity fluxes, and so we do not discuss them in any detail.

### 3.2.3 The solution of the three-level Poisson equation

It is well known that in particular smooth solutions of partial differential equations are described rather easily with spectral methods, but severe problems are expected to arise when a smooth solution is not guaranteed. In that case the spectral method loses its advantage over the classical lower order methods when trying to solve the three-level Poisson equation (3.12), an equation which might have some step function solutions. For these three-level Poisson equations no analytical solutions are available either. In the meanwhile, applying the numerical method used by McDonald [33],
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which is essentially a finite difference method with its inherent disadvantages for the present problem, can yield some reasonable results.

The first step of McDonald’s procedure is to get the nontrivial solution for Eq. (3.12) with $\Psi = 0$ on a square boundary of $[0, 2\pi] \times [0, 2\pi]$. Starting from a trial solution $W(x, y)$, we get the solution of $v(x, y)$ from

$$\nabla^2 v + v f(W) = R(W, W),$$  
(3.20)

subject to $v = 0$ on the boundary. Here

$$(A, B) = \int_0^\pi \int_0^\pi A(x, y) B(x, y) dx dy,$$  
(3.21)

$$f(\Psi) = \frac{\lambda^2 \sinh \Psi}{g + \cosh \Psi},$$  
(3.22)

$$R(x, y) = \frac{\nabla^2 W + f(W)}{(W, W)}.$$  
(3.23)

Then we can correct the trial solution:

$$W \rightarrow W + \frac{v(x, y)(W, W)}{2(v, W) - (W, W)},$$  
(3.24)

until we get a sufficiently accurate solution.

McDonald [33] gave a direct solution of the linearized equation (3.20). This method (see details in Appendix A) is conceptually simple, but the roundoff error propagation restricts its usage into the low resolution regime only. Even for a grid of $15 \times 15$ the roundoff error was found to become as large as $10^{-5}$ despite the fact that we were performing the computations with double precision. So perhaps the most important change we made to McDonald’s methods is using the quadruple precision in the calculation (and this is not a luxury on modern computers). The accuracy problem in this method is overcome. As a result, our solutions can at least be obtained with an accuracy of $10^{-7}$ on a grid of $33 \times 33$. For the iteration procedure the plot of the RMS error vs. iteration steps shown in Fig. 3.6 still applies to this case.

The original code that we have written, based on the McDonald approach, appeared to have several important drawbacks. The most severe one is that the computation needs to be interfered with from time to time, in order to change the value of the $\lambda^2$ to get a solution which is sufficiently accurate. Moreover, the computation needs to be halted artificially when sufficient accuracy has been achieved. A few of the other problems are the following: To obtain solutions with high accuracy we need a substantially higher resolution and, since we cannot use FFTs any more, longer computation times are needed per iteration step. The quadruple precision replaces the double precision in our calculation, which makes the code even more time-consuming. As it will be shown on the next section of this chapter, to make the entropy-energy plot of “patch” theory need to solve the Poisson-like equation much more frequently than in the case of the “point” theory. Obviously, there is some need to construct a “smart” code when we want to solve Eq. (3.12). Here we mean by “smart” that the code can
find the final solution after limited times of human interference only, and stop in time without interference. Appendix B elucidates the algorithm of the modified code. An important feature in the newly devised code consists of the computation of solutions which satisfy the boundary condition $\Psi = 0$ only. To get a doubly-periodic solutions, we have to rely on the procedures as already illustrated in Figs. 3.3, 3.4 and 3.5.

3.3 The energy-entropy (E-S) plots

3.3.1 Solution strategy for the E-S plot in the “point” theory

As a first step to compute the data set necessary for the calculation of the E-S plot in the “point” theory, we need to solve the sinh-Poisson equation (3.8) numerically. This can be carried out rather straightforwardly. Once the sinh-Poisson equation has been solved, for a given value of $\lambda$, we must keep in mind that in order to evaluate the entropy associated with the solution, we must revert to the parameters of Eq. (3.7), while guaranteeing that $\alpha$ and $\beta$ satisfy Eq. (3.10). Since for each fixed value of $\lambda^2$, we have infinite sets of possibilities for $\alpha$ and $\beta$, a recipe is needed for choosing them. Since our goal is to plot the entropy vs. energy for a fixed value of the vorticity flux,

$$\Omega_\psi = \frac{1}{L^2} \int \int e^{\alpha + \beta \psi} dx dy = \frac{1}{L^2} \int \int e^{\alpha - \beta \psi} dx dy$$

for the domain $[0, L] \times [0, L]$ (here we let $L = 2\pi$ and $\Omega_\psi = 1$, for convenience), we must also be assured that the solution we get for $\psi$ satisfies this condition.

Fortunately, these two conditions can be satisfied simultaneously. Combining Eqs. (3.9), (3.10) and the condition $\Omega_\psi = 1$ leads to the conclusion that $|\beta| = \Omega_\psi$:

$$\Omega_\psi = \frac{1}{L^2} \int \int \frac{\lambda^2}{2} e^{-\psi} dx dy = \frac{1}{L^2} \int \int |\beta| e^{\alpha - \beta \psi} dx dy = |\beta|.$$  \hspace{1cm} (3.25)

Because Eq. (3.8) is the equation solved, the value of $\Omega_\psi$ is readily obtained. Thus we obtain $\beta$ and from Eq. (3.10) the numerical value for the remaining parameter, $\alpha$, can be identified. We have now all the parameters that correspond to fixed vorticity flux of either sign. From Eqs. (3.26) and (3.27),

$$E_\psi = \frac{1}{2L^2} \int \int \psi \omega_\psi dx dy = \frac{1}{2L^2\beta^2} \int \int \Psi \omega_\psi dx dy,$$  \hspace{1cm} (3.26)

$$S_\psi = -2\alpha \Omega_\psi - 2 |\beta| E_\psi = -2 \alpha - 2 |\beta| E_\psi,$$  \hspace{1cm} (3.27)

we can draw plots of the entropy ($S_\psi$) vs. energy ($E_\psi$) for fixed unit flux of positive and negative vorticity.
3.3.2 Solution strategy for the E-S plot in the “patch” theory

Solving the three-level Poisson Eq. (3.12) is not as easy as solving the sinh-Poisson equation because there is an extra parameter, $g$, which implicitly reflects the arbitrary choice of the patch size. Another strategy is required:

1. We choose the size of the patch, so that

$$\frac{M}{\Delta} = \frac{\lambda^2}{|\beta|} = \text{Const.};$$

(3.28)

2. Then a trial value of $g$ is chosen before solving Eq. (3.12), again iterating about a trial solution of desired topology. Using Eq. (3.28), we have the value of $\beta$, and $\alpha$ from Eq. (3.14), $E_\psi$ and $\Omega_\psi$ are given by

$$E_\psi = \frac{1}{2L^2\beta^2} \int \int \omega_\psi \Psi dxdy,$$

(3.29)

$$\Omega_\psi = \frac{M}{L^2|\beta|} \int \int \frac{e^\Psi}{2g + 2\cosh \Psi} dxdy;$$

(3.30)

3. However, the parameters obtained in this way are not usable since the condition of unit positive and negative vorticity flux is not in general satisfied. We must return to the second step and change $g$ until the desired accuracy is obtained from Eq. (3.30) with $\Omega_\psi = 1$. (This would be an extremely time-consuming procedure if the “smart” code were not used; it is described in some detail in Appendix B.) Once this has been done, we are then in a position to evaluate the entropy from the algebraic expression:

$$S_\psi = -2\alpha \Omega_\psi - 2|\beta| E_\psi + \frac{\lambda^2}{|\beta| L^2} \int \int \ln(1 + e^{\alpha-\Psi} + e^{\alpha+\Psi}) dxdy.$$

(3.31)

3.4 Prediction of the late-time decay of 2D turbulence

Fig. 3.7 shows a plot of the entropy vs. energy, for fixed unit positive and negative vorticity flux, for the quadrupole, bar, and dipole solutions computed for the “point” discretization. Observe the very small difference that makes the entropy of the dipole greater than that of the bar. It will turn out that it is possible to find either solution as a consequence of the development of certain initial conditions, as we shall see later.

We may plot the entropy of Eq. (3.31) in Fig. 3.4, which is obtained by the choice of $M/\Delta = 3.7814$, a relatively large “patch” size. It will be seen that for this large
Figure 3.7: Entropy vs. energy for the solutions of Eq. (3.5) for unit positive and negative vorticity flux, computed for the “point” discretization.

patch size, the entropy of the bar solution is greater than that of the dipole, a different conclusion than that of the point calculation. However, if we reduce the size of the patch, we find that the result approaches that of the point formulation. In Fig. 3.4, we see the result when \( M/\Delta = 25 \), and in Fig. 3.4 the result when \( M/\Delta = 100 \), where the maximum entropy state is again the dipole one. Considering the very small entropy differences between the dipole and the bar solutions shown in Figs. 3.7 and 3.8, it might not be thought surprising if the fluid had difficulty making up its mind which state to relax into. It may appear to the reader that the shift of the bar state to its status as “most probable,” solely as a consequence of enlarging the patch size seems artificial (Figs. 3.8), since there seems to be no unique physical determination for the patch size. It seems somewhat artificial to us also, but the fact that the dynamical code seeks out the bar solution for some quite dissimilar initial conditions, as will be seen in what follows, convinces us that the bar solution has some reality.

Before turning to the results of the dynamical computations, we offer a few observations on the relations of the patch versions of the theory to the point version, and to each other. It is clear from the derivation that in the limit that the patch sizes become smaller and smaller, at fixed and finite separation, the point version of the theory is recovered. Depending upon the number of levels chosen for the patch formulation, there are many versions of the most-probable-state patch equation; the three-level version of Eq. (3.11) is not the most general by any means. Each will have different solutions. There is, however, no apparent unique or practical prescription for how many levels, or what size patches, should be used to represent a particular initial analytic vorticity
Figure 3.8: Entropy vs. energy at unit vorticity fluxes for the solutions of Eq. (3.11): (a) with a relatively large patch size (\(M/\Delta = 3.7814\)); (b) with a somewhat smaller patch size (\(M/\Delta = 25\)); (c) with a still smaller patch size (\(M/\Delta = 100\)). Note that in (c) the dipole solution has become slightly more probable than the bar.
distribution with high accuracy. It is not clear that it can be done without requiring
the patch size to shrink to zero, at which point it becomes indistinguishable from a
point representation. In fairness, we should also say that there is another aspect to
the point formulation that is also ambiguous: namely, there is no reason to choose the
point vortices of the mean-field theory to be of equal strength. If some are of differ-
ent strength, Eq. (3.7) will also change. Keeping these in mind, we will turn to the
effort to see some of the solutions as consequences of direct numerical solution of the
Navier-Stokes equation.

3.5 Conclusion

In the first part of this chapter, we have introduced numerical solution procedures for
two kinds of Poisson equations. We found that for the sinh-Poisson equation, it is
easier and more efficient to use spectral methods (by applying Fourier decomposition).
However, for the three-level Poisson equation, it appeared to be easier to use finite
difference methods. To get the nontrivial solution for the three-level Poisson equation,
we have to change the initial condition wisely satisfying the condition \( \Psi = 0 \) (instead
of periodic boundary conditions), and it is convenient to have a “smart” code to do so
(appendix B). After finding the converged solution, the periodic solution is extracted
from it.

In the last part of this chapter, we have introduced two different kinds of strategies
to make the \( E - S \) plot for the “point” and the “patch” theory, respectively. We have
shown that the “point” theory and the “patch” theory yield two qualitatively different
kinds of predictions. This gives us the motivation to perform numerical simulations
of 2D decaying Navier-Stokes turbulence to test the applicability of these theoretical
results.

The numerical simulations of 2D decaying Navier-Stokes turbulence concern very-
long time simulations at high resolution. Therefore, before presenting and discussing
the results of the numerical simulations, we will first focus on the issue of parallelization
of the 2D Fourier pseudospectral code.
Chapter 4

Numerical simulation of turbulence

4.1 Direct numerical simulation (DNS) with pseudospectral methods

To test the applicability of the mean-field statistical predictions, it is necessary to obtain long-time numerical solutions for 2D NS turbulent flows. The emphasis has been on trying to identify initial conditions for which "point" and "patch" predictions differ as greatly as possible. The numerical solutions required put strong demands on computational capabilities. Unusually long computation times (for a simulation over several hundred eddy turnover times) are required on single-cpu workstations, and mandate the use of parallel computing. As an example, we may consider an influential computation made by Matthaeus et al. [3–5] over a decade ago on the Cray YMP: a run which required three years to complete. Though considerable increases in the speed of computers have been made in the meantime, this run still requires three weeks of continuous computation on a single-cpu workstation (Compaq Alphastation XP 1000). Similar runs needed to produce a "bar" final state require up to three months on such a single-cpu workstation.

An efficient parallel scheme is proposed for performing DNS of two-dimensional Navier-Stokes turbulence at high Reynolds numbers. As will be shown, the computation of runs producing the “bar” final state referred to in the preceding paragraph can be reduced to two weeks on an SGI Origin 3800 using 6 CPUs, by parallelization. That is what makes the present series of computations feasible.

The two-dimensional incompressible Navier-Stokes equations can be written as

\[
\frac{\partial \omega}{\partial t} + \mathbf{v} \cdot \nabla \omega = \nu \nabla^2 \omega, \tag{4.1}
\]

\[
\nabla^2 \psi = -\omega, \tag{4.2}
\]

where \( \mathbf{v} = (u, v) \) is the velocity field defined with respect to a Cartesian coordinate system \((x, y)\), \( \omega = \partial v / \partial x - \partial u / \partial y \) is the (scalar) vorticity field, \( \psi \) is the stream function \((u = \partial \psi / \partial y \text{ and } v = -\partial \psi / \partial x)\) and \( \nu \) represents the kinematic viscosity. We consider a square domain \( \mathcal{D} = [0, 2\pi] \times [0, 2\pi] \) with doubly-periodic boundary conditions.
\[
\frac{\partial \omega}{\partial t} + \mathbf{v} \cdot \nabla \omega = \nu \Delta \omega
\]

Figure 4.1: A schematic sketch of the evaluation of \( J \) (with the de-aliasing procedure). Each solid arrow corresponds to an FFT.

We use pseudospectral methods to solve this equation by expanding \( u, v \) and \( \omega \) in a truncated Fourier series. The actual time integration is carried out by evaluating the Fourier expansion coefficients in course of time, and we only go back to physical space when we compute the nonlinear term \( J = \mathbf{v} \cdot \nabla \omega \) of the vorticity equation. We discretize the advection term \( J \) with a 2\textsuperscript{nd} order Adams-Bashforth scheme, and the dissipative term \( \nu \nabla^2 \omega \) according to the Crank-Nicolson scheme. The application of this semi-implicit scheme, generally referred to as ABCN, to eq. (4.1) in spectral space gives

\[
\omega_k^{t+1} - \omega_k^t = -\Delta t \left( \frac{3}{2} j_k^t - \frac{1}{2} j_k^{t-1} \right) - \frac{\nu \Delta t}{2} k^2 (\omega_k^{t+1} + \omega_k^t), \tag{4.3}
\]

with \( k = (k_x, k_y) \in [-N/2, ..., N/2 - 1] \times [-N/2, ..., N/2 - 1] \), and \( \omega_k^t \) and \( J_k^t \) are the Fourier coefficients of \( \omega \) and \( J \) at time \( t \), respectively.

The value of \( \hat{J}_k^t \) is obtained by the combination of FFTs and the so-called de-aliasing technique by phase shifts \([27, 73]\). Here we take the treatment of \( S = u \partial \omega / \partial x \) as an example. In the first step we compute the following quantities on the grid points in physical space using FFTs:

\[
u_j = \sum_k \hat{u}_k e^{ikx_j}, \quad U_j = \sum_k \hat{u}_k e^{ik(x_j + \Delta)}, \tag{4.4}
\]

\[
\left( \frac{\partial \omega}{\partial x} \right)_j = \sum_k ik_x \hat{\omega}_k e^{ikx_j}, \quad \left( \frac{\partial \Omega}{\partial x} \right)_j = \sum_k ik_x \hat{\omega}_k e^{ik(x_j + \Delta)}, \tag{4.5}
\]

where \( j = (j_x, j_y) \in [0, 1, ..., N - 1] \times [0, 1, ..., N - 1] \), \( x_j = (2\pi j_x/N, 2\pi j_y/N) \) and \( \Delta = (\pi/N, \pi/N) \). Then we compute on each of the grid points \( j \) the quantities \( r_j = u_j(\partial \omega / \partial x)_j \) and \( R_j = U_j(\partial \Omega / \partial x)_j \). Subsequently, we use the FFT again to transform these quantities to spectral space:

\[
\hat{r}_k = \frac{1}{N^2} \sum_j r_j e^{-ikx_j}, \quad \hat{R}_k = \frac{1}{N^2} \sum_j R_j e^{-ik(x_j + \Delta)}. \tag{4.6}
\]
The Fourier coefficients of $S = u \partial \omega / \partial x$ are obtained by $\hat{S}_k = (\hat{r}_k + \hat{R}_k) / 2$. A complete overview of the evaluation of the nonlinear term with the de-aliasing procedure is schematically illustrated in Fig. 4.1.

### 4.2 Parallelization of the 2D Fourier pseudospectral code

#### 4.2.1 General introduction to parallel computation

If a single computer can solve a problem in ten seconds, can ten of these computers, connected by a network, solve the same problem in only one second? These and similar questions have intrigued computer scientists since the earliest days of computers. Due to the increasing computational demands in scientific research and engineering applications, scientists and engineers become increasingly relied on large-scale parallel computing to perform numerical simulations.

In order to coordinate tasks of multiple nodes (cpu’s) working on the same problem, some form of inter-processor communication is required to:

1. convey information and data between processors,

2. synchronize node activities.

The way processors communicate is dependent upon memory architecture, which, in turn, will affect how you write your parallel program. From the point of view of the programmers, the parallel computers can be divided into two categories: shared memory systems and distributed memory systems. The schematic sketches of such systems with four cpu’s is shown in Fig. 4.2 (shared memory) and Fig. 4.3 (distributed memory). For shared memory computers, multiple processors operate independently but share the same memory resources. Only one processor can access the shared memory location at a time. Synchronization is achieved by controlling tasks’ reading
from and writing to the shared memory. This kind of architecture is easier to use efficiently, and data sharing among tasks is fast (the same speed of memory access). However, because memory is bandwidth limited, increase of processors without increase of bandwidth can cause severe bottlenecks. In addition, the user is responsible for specifying the process of synchronization, e.g., locks of the data to avoid different processors writing into the same part the memory at the same time.

For distributed memory computers, multiple processors operate independently but each processor has its own private memory. Data is shared across a communications network using message passing. The user is responsible for synchronization using message passing. Unlike shared memory computers, memory is scalable to the number of processors. Increasing the number of processors, the size of memory and bandwidth increases as well. Each processor can rapidly access its own memory without interference. Nevertheless, it is difficult to map existing data structures to this memory organization. Moreover the user is responsible for sending and receiving data among processors.

Generally speaking, the hardware suitable for shared memory systems is much more expensive, but it is easier to obtain high parallel efficiency. This is in contrast with distributed memory systems: the hardware is cheaper, but it is less easy to get a high parallel efficiency. It is the tendency to combine these two primary memory architectures to build larger and larger supercomputers.

For shared memory systems, the typical programming language is OpenMP, while MPI (Message Passing Interface) is a standard for distributed memory systems. Because it is possible for shared memory computers to be treated like distributed memory systems (simply by dividing the big memory into smaller ones), MPI can also be used on shared memory computers (as the SGI Origin 3800 which has been used for the present investigation). This makes MPI the standard language of parallel computing.

In the following, we will use MPI to parallelize our code. In this particular problem, there are only a few places in the code where data is transferred between different processors. It is easier to program using MPI because we can control the flow of the data directly.

### 4.2.2 Background

Although it is a quite natural approach in the CFD community to parallelize three-dimensional Fourier pseudospectral codes for DNS of (homogeneous and isotropic) turbulence [74–76], one has been more reluctant to deal with the parallelization of its two-dimensional counterpart. This is due to the presence of some bottlenecks that particularly affect the improvement of the efficiency of parallelized 2D Fourier pseudospectral algorithms. Two of these bottlenecks (with the second one also affecting the efficiency of 3D simulations) are:

1. Unlike the case of three-dimensional flow computations, the 2D computation has an array that is too small to distribute to more cpu’s. The overhead involved in distributing the array can sometimes require more time than the time needed to compute the flow evolution with one cpu only (this is, of course, hardware
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Table 4.1: The distribution of tasks. The second line indicates the total amount of communication per time step in the code.

<table>
<thead>
<tr>
<th></th>
<th>1 cpu</th>
<th>2 cpu’s</th>
<th>4 cpu’s</th>
<th>6 cpu’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of FFTs per cpu</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>1 or 2</td>
</tr>
<tr>
<td>Message passing per time step</td>
<td>0</td>
<td>2N²</td>
<td>6N²</td>
<td>12N²</td>
</tr>
</tbody>
</table>

dependent). For example, an array of 128³, a relatively low Reynolds number computation for 3D flows, is already big enough to achieve a good effect through parallelization. But in the 2D computations, where an array of 512² is often adequate for the computations we want to perform, it is still not worthwhile to distribute it over several cpu’s (a further discussion about this issue is supplied in Chapter 4.2.4).

2. We are dealing with a time-dependent problem, so it is not possible to parallelize the code with a time-advanced loop. For our simulations, about $10^5 - 10^6$ time steps are needed for one typical simulation if we want to see the appearance of the final states.

4.2.3 Parallelization by task distribution

Keeping these two remarks in mind, the only way to parallelize the code is to distribute the major, time-consuming part of the code within the time loop, and assign it to different cpu’s. In the meanwhile, we should make sure that the amount of message passing per time step is as small as possible.

Considering the time consumed in a single cpu simulation with a resolution of 512², we found that 91% of the time is used for the (de-aliased) computation of the nonlinear contribution $J$ of the vorticity equation. Moreover, during the computation of $J$ we found that 95% of the time is consumed for the evaluation of the FFTs. For the resolution of 1024², even a larger proportion of time is consumed on FFTs. Consequently, and not that surprisingly, common sense advises to parallelize the FFTs [77, 78]. For the 3D Fourier pseudospectral codes this approach yields quite easily a high parallelization efficiency. However, for the 2D codes, one has to be very careful to minimize the total volume of the data communication, and exploit the computer’s ability to find the fastest communication methods [79, 80].

There is a complication usually overlooked in this particular problem: For each time step, ten FFTs have to be evaluated, no matter how you arrange your code, and there is inevitably a too large amount of message passing. However, the fact that most computation time is consumed on FFTs, does not imply that we are obliged to parallelize our code with parallelized FFTs. As is shown in Fig. 4.1: ten FFTs are required for each time step - the first six FFTs are needed by the later four FFTs. As a result, the method of parallelization becomes straightforward: rearrange those FFTs within the time loop, and distribute them to different cpu’s (Figs. 4.4). The structure of the code is modified such that each processor handles fewer FFTs. The different possibilities are summarized in Table 4.1. For the case with 2 cpu’s and 4 cpu’s, the
Figure 4.4: Parallel Task Distribution (PTD) scheme for the case of 2 (top left), 4 (top right) and 6 (bottom) cpu's (the parts divided by the dashed lines belong to different cpu's). The long $\hat{J}_k$ box represents computations belonging to one cpu: all the data are gathered into one processor to get $\hat{J}_k$ and then $\hat{\omega}_k$ of the next time step, after which the new $\hat{\omega}_k$ is passed to all other cpu's to start the next time-step computation.
values of $\omega_k$ and $\Omega_k$ are calculated twice to save the time of message passing and keep all the processors busy. For the case with 6 cpu's, there are two processors that only deal with one FFT each, so there is about 50\% idling time for these two processors. Additionally, there is more message passing time involved in the example with 6 cpu's.

For the 4 cpu's and 6 cpu's cases, some of the communication can happen simultaneously. For example, the value of $\omega_k$ and $\Omega_k$ can be transferred at the same time for the 6 cpu's case, since there is no overlapping between the sending processors and receiving processors. The total communication time is actually equal to $4N^2$ for 4 cpu's case ($7N^2$ for 6 cpu's case).

### 4.2.4 Comparison with the former parallel scheme

Here we report three runs with the resolution of 512$^2$, and with a time step $\Delta t = 0.0005$. Three different initial vorticity fields are used in order to illustrate: 1) the appearance of different final states, 2) the relevant time-scale beyond which the stationary final states emerge, and 3) the need to perform parallel computations to test the applicability of the mean-field statistical predictions.

Figs. 4.5 refers to a run that leads to the "bar" state which is predicted by the statistical-mechanical theory in the "patch" formulation for large enough patch size. The vorticity in the four quadrants of the box is alternately flat and positive (top-left, bottom-right) or negative (top-right, bottom-left), with some small-scale random noise added on top of the basic vorticity profile in order to stimulate a rapid evolution and symmetry breaking of the vorticity field. One aspect in this run that is worth noticing can be found at $t \approx 50$, when the profile of the "bar" has already begun to emerge, but it more looks like a travelling wave. It lasts so long (until $t \approx 1000$, which is equivalent to several months of computing on a Compaq Alphastation XP 1000) that one might conclude already at $t \approx 100$ that either a dipolar state will finally emerge or a travelling wave pattern is the final state of the simulation. The travelling wave state is not predicted by any statistical-mechanical theory, and one might consider this observation as a failure of the theory. Apparently, a long-time simulation (until $t \approx 1250$) is necessary to reveal the "bar" solution consistent with the prediction of the statistical-mechanical method based on the "patch" formulation for large enough patch size.

Figs. 4.6 shows a much more turbulent initial vorticity field and the dipole state into which it quickly evolves. Actually, this simulation is characteristic for many numerical simulations of 2D decaying Navier-Stokes turbulence. Figs. 4.7 shows four vortices that stay at a relatively large distance from each other (with initially some small-scale noise added on top of this vorticity field). Here, a similar situation as shown in Figs. 4.5 occurs: the four-vortex state stays for quite long time, before the final dipolar state emerges, and one could arrive at the false conclusion that the quadrupolar state finally prevails.

The simulation shown in Figs. 4.6, computed by our MPI Fortran 90 code, took about 30 hours using 6 cpu's on the SGI Origin 3800 (SARA, Amsterdam). A week of computation time was needed for the same run on a single-cpu workstation (Compaq...
Figure 4.5: Contour plots of evolving vorticity in a simulation (with $Re = 5000$) which leads to a one-dimensional (“bar”) late-time state. Dashed contours represent positive vorticity and drawn contours represent negative vorticity. The evolution is perhaps less than fully-developed turbulence, but it turned out to be predicted by the statistical-mechanical theory based on the “patch” formulation, for large enough patches (see Figs. 3.8).
Figure 4.6: Contour plots of evolving vorticity in a run (with Re = 5000) leading to a more familiar dipolar late-time state, which is initially fully-developed, and which is a prediction of the “point” version of the statistical theory. Dashed contours represent positive vorticity and solid contours represent negative vorticity.
Figure 4.7: Contour plots of evolving vorticity in a run (with $Re = 10000$) which is also predicted by the “point” theory. Dashed contours represent positive vorticity and solid contours represent negative vorticity.
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Alphastation XP 1000). The simulation shown in Figs. 4.5 took about 2 weeks using 6 cpu’s which implies a kind of burdensome task for local workstations (where it would take approximately three months).

A limitation of the presently proposed method of parallelization is related with the limited number of cpu’s which can be used in a simulation. Without splitting the array, it is not possible to let the number of cpu’s be changed arbitrarily. So far we can only use 2, 4 and 6 cpu’s. With this requirement in mind, we can conclude that the code is efficiently parallelized. This is illustrated in Fig. 4.2.4, which shows the speedup on a SGI-Origin 3800. For the resolution of 512² (which is the most frequently used resolution in our simulations), acceptable speedup is observed. For the resolution of 1024², we obtain an even better speedup using our scheme. As comparison, the scheme based on employing parallel FFTs in this subject may not work better than our scheme. This is partly due to the improvement of the speed of the currently available single cpu’s which outruns the increase in communication speed between the processors. The efficiency of parallel FFTs will therefore decrease faster than the efficiency of the currently proposed method with increasing processor speed. In general it might be conjectured that the improvement of the speed of cpu’s encourages a further minimization of the amount of message passing in order to achieve a sufficiently large parallelization efficiency.

Table 4.2 shows the results of a comparison of the performance of the presently proposed parallelization scheme, which we will denote by PTD (Parallel Task Distribution) and the scheme solely based on parallelized FFTs on the SGI Origin 3800 for simulations with a resolution of 256² and 512². We have made a comparison using the most efficient communication method by the system [81–84]. In particular, the one-side communication method in MPI-2 is also taken into consideration to make sure that our communication is implemented in the most efficient way [83]. For the scheme based on parallel FFTs (PFFT), we consider the Transpose-Split FFT method, which has proved to be more efficient [78,85]. (The fact that the Transpose-Split FFT needs less message passing makes this particular implementation faster than the other.

![Figure 4.8: The speedup of our 2D Fourier pseudospectral code as function of the number of processors on the SGI Origin 3800.](image-url)
Table 4.2: Comparison of the PTD-scheme and the PFFT-scheme for a resolution of 256$^2$ (top) and 512$^2$ (bottom). The time (in seconds) needed for the completion of one time step in the simulation.

<table>
<thead>
<tr>
<th></th>
<th>1 cpu</th>
<th>2 cpu's</th>
<th>4 cpu's</th>
<th>6 cpu's</th>
<th>16 cpu's</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTD</td>
<td>0.3</td>
<td>0.20</td>
<td>0.16</td>
<td>0.18</td>
<td>-</td>
</tr>
<tr>
<td>PFFT</td>
<td>0.3</td>
<td>0.26</td>
<td>0.21</td>
<td>-</td>
<td>0.17</td>
</tr>
<tr>
<td>PTD</td>
<td>1.6</td>
<td>1.04</td>
<td>0.65</td>
<td>0.58</td>
<td>-</td>
</tr>
<tr>
<td>PFFT</td>
<td>1.6</td>
<td>0.86</td>
<td>0.71</td>
<td>-</td>
<td>0.57</td>
</tr>
</tbody>
</table>

parallel FFTs\(^1\). Although the size of the array that this version of PFFT passes is smaller than that of PTD, many of these arrays have to be communicated between the different processors. Therefore, the Transpose-Split FFT version of PFFT still requires much more frequent message passing than the currently proposed PTD-scheme. We can conclude from Table 4.2 that our simple parallel scheme based on task distribution (PTD) offers a better performance than PFFT for the resolution 256$^2$, and a reasonable speedup for the resolution of 512$^2$ in comparison with PFFT. For higher resolutions, which is not essential for the present investigation, the PFFT will likely show a better performance [88]. In that case, it is recommended to apply a combination of both methods: PTD with parallel FFTs. That is, instead of using 2, 4 or 6 cpu's, we might use 2n, 4n and 6n cpu's (with n the number of cpu's used per FFT).

To summarize, we propose the use of PTD scheme, which is very simple to implement, to parallelize a two-dimensional Fourier spectral code as the first step in any parallelization attempt. If this approach appears unsuccessful, any more complicated scheme will also not result in a speed-up of the computations. If the PTD approach is successful, a more complex parallelization scheme could be implemented. For example, a combination of PTD and PFFT schemes could be considered. It is anticipated that this combination will increase the communication complexity.

### 4.3 Conclusion

An outline has been presented of a two-dimensional Fourier pseudospectral code for Navier-Stokes simulations that has been structured to efficiently utilize parallel computers. The novel idea is based on task distribution for the computation of the Jacobian \( J = v \cdot \nabla \omega \) instead of the classical approach by applying parallelized FFTs (abbreviated as PFFT-scheme). A Parallel Task Distribution (PTD) scheme has therefore been implemented. The comparison of the PTD-scheme with the classical PFFT-method

\(^1\)The transpose-split 2D FFT requires, at each message-passing phase, each processor to send \( p - 1 \) messages of size \( N^2/p^2 \) (\( p \) is the total number of the processors), whereas the parallelized 2D FFT would require each processor to send \( \log_2 p \) messages of length \( N^2/p \), at each exchange.
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shows that our scheme is simple to implement, efficient and superior.

Some interesting simulations have been performed due to the availability of the efficient PTD-scheme which provided a better understanding of the late-time states of decaying 2D Navier-Stokes turbulence. Particularly the intensive study of the “bar” final state was not possible without the parallelized code based on the PTD-scheme. As will be seen in Chapter 5, several runs aimed at studying the emergence of the “bar” quasi-stationary final state have been conducted. Those simulations required five to ten times longer computation times than the by now classical simulations that lead to the dipolar quasi-stationary final state. It is noteworthy that it would be virtually impossible to conclude our investigation of the “bar” quasi-stationary final state in a 4-year research schedule with a serial code.

The three runs briefly discussed in this chapter to illustrate the need for the PTD-scheme, and which served as test cases for speedup studies, will be discussed in more detail in Chapter 5.
Chapter 5

Dynamical solutions and comparisons

In this chapter, we present the results of dynamical, pseudo-spectral-method solutions of the 2D NS equation, using a resolution of 512 × 512 Fourier modes. The time step in all simulations is fixed at 0.0005 and determined by the CFL condition. The initial energy, using the normalization of Eq. (3.3), is 0.5. There is no hyperviscosity or small-scale smoothing of any kind.

We will discuss 13 runs altogether. About 40 more simulations were performed, but the main conclusions can be illustrated by these 13 runs. Readers can consult Tables 5.1, 5.2 and Figs. 5.1 for a complete overview of 13 runs.

5.1 Maximum entropy states

5.1.1 The classical dipolar final state

The first run we report here is essentially a reproduction of the run of Matthaeus et al. [3–5], but with a lower Reynolds number (1/ν = 5000), corresponding to an initial Taylor-scale Reynolds number

\[ R_\lambda \approx \sqrt{\frac{10}{3} \frac{E}{\nu \Omega}} \approx 558. \]

\[ R_\lambda \]

has increased to 3143 by the end of the run.

This run served as a benchmark for our parallelized code in the beginning, and the McWilliams initial conditions [72] that were used in the computations by Matthaeus et al. can also be used as noise, with variable amplitude, to be added to later simulations to break unwanted symmetries and accelerate the dynamical development. The run also provides an opportunity to introduce the types of data displays that will be used throughout the rest of this Section. The Fourier modal energy spectrum \( E(k) \equiv (1/2) |\hat{\nu}(k)|^2 \) is initialized according to

\[ E(k) = \frac{C}{1 + (\frac{E}{6})^4} \]
### Table 5.1: *Summary of the numerical simulations (1).*

<table>
<thead>
<tr>
<th>Section</th>
<th>Subsection</th>
<th>Initial conditions</th>
<th>Run Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1 Maximum states</td>
<td>5.1.1</td>
<td>Random noise</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>5.1.2</td>
<td>smaller patch placed asymmetrically(1)</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5.1.3</td>
<td>smaller patch placed asymmetrically(2)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>smallest patch placed asymmetrically(1)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>smallest patch placed asymmetrically(2)</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>slanting bar</td>
<td>6</td>
</tr>
<tr>
<td>5.2 Local Maximum states</td>
<td>5.2.1</td>
<td>tanh-Poisson 64-pole</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>5.2.2</td>
<td>sinh-Poisson quadrupole</td>
<td>8</td>
</tr>
<tr>
<td>5.3 Oddities</td>
<td>5.3.1</td>
<td>tanh-Poisson 4-bar</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>5.3.2</td>
<td>tanh-Poisson 16-pole(4 patches removed)</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 5.2: *Summary of the numerical simulations (2).*

<table>
<thead>
<tr>
<th>Run Number</th>
<th>With noise?</th>
<th>Figure Number</th>
<th>Final states</th>
<th>$1/\nu$</th>
<th>$Re_\lambda$ ($t = 0$)</th>
<th>$Re_\lambda$ ($t = final$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yes</td>
<td>5.2-5.3</td>
<td>dipole</td>
<td>5000</td>
<td>558</td>
<td>3143</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>5.4-5.9</td>
<td>bar</td>
<td>5000</td>
<td>2391</td>
<td>4920</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>5.10(a)</td>
<td>bar</td>
<td>8000</td>
<td>6870</td>
<td>8592</td>
</tr>
<tr>
<td>4</td>
<td>No</td>
<td>5.10(b)</td>
<td>bar</td>
<td>8000</td>
<td>6908</td>
<td>8616</td>
</tr>
<tr>
<td>5</td>
<td>No</td>
<td>5.11(a)</td>
<td>dipole</td>
<td>8000</td>
<td>6813</td>
<td>9955</td>
</tr>
<tr>
<td>6</td>
<td>No</td>
<td>5.11(b)</td>
<td>dipole</td>
<td>8000</td>
<td>7077</td>
<td>9929</td>
</tr>
<tr>
<td>7</td>
<td>Yes</td>
<td>5.12</td>
<td>bar</td>
<td>8000</td>
<td>4002</td>
<td>8035</td>
</tr>
<tr>
<td>8</td>
<td>No</td>
<td>5.14</td>
<td>8-bar</td>
<td>10000</td>
<td>2041</td>
<td>2006</td>
</tr>
<tr>
<td>9</td>
<td>Yes</td>
<td>5.15</td>
<td>dipole</td>
<td>10000</td>
<td>2036</td>
<td>11400</td>
</tr>
<tr>
<td>10</td>
<td>Yes</td>
<td>5.16</td>
<td>dipole</td>
<td>10000</td>
<td>3228</td>
<td>11500</td>
</tr>
<tr>
<td>11</td>
<td>Yes</td>
<td>5.17-5.21</td>
<td>dipole</td>
<td>10000</td>
<td>5930</td>
<td>11186</td>
</tr>
<tr>
<td>12</td>
<td>Yes</td>
<td>5.22</td>
<td>dipole</td>
<td>20000</td>
<td>12878</td>
<td>22426</td>
</tr>
<tr>
<td>13</td>
<td>No</td>
<td>5.23-5.25</td>
<td>quadrupole</td>
<td>12500</td>
<td>6374</td>
<td>10569</td>
</tr>
</tbody>
</table>
Figure 5.1: Time evolutions of Taylor-scale Reynolds number \( R_\lambda \approx \sqrt{\frac{10}{3} \frac{E}{\nu \sqrt{\lambda}}} \) for all numerical simulations.
Figure 5.2: Equally spaced contours of constant vorticity at three different times (left column) and corresponding modal energies at the lower values of $k$ (right column), during the evolution of the McWilliams/Matthaeus initial conditions. These have no flat patches of vorticity initially, even approximately.
for $1 \leq k \leq 120$ (here, and for this purpose only, the wave number $k$ is binned in integer values by a standard Fortran routine, and the partition of energies among modes with the same integer $k$ is decided by a random number generator), and zero otherwise. The phases of the Fourier coefficients are chosen from a Gaussian random number generator. $C$ is a constant to be adjusted to make the total initial energy equal to 0.5.

The results were quite similar in all respects to those of Mattheus et al. [3–5], so only a few figures (Figs. 5.2 and 5.3) are shown here. The contour plots of vorticity and stream function relax to the familiar dipole final states. The left column of Figs. 5.2 shows the vorticity contours at three separate times. The right column of Figs. 5.2 shows the modal energy spectra, for the lower part of $k$-space (the maximum $k$ is 241) at those same times, exhibited as three-dimensional perspective plots. They are initially broad-band, but evolve as expected to be concentrated in the lowest values of $k$. In Fig. 5.3, a scatter plot of $\omega$ vs. $\psi$ shows a good agreement with the hyperbolic sinusoidal dependence of vorticity on stream function, as predicted in the point formulation (Fig. 3.7).

### 5.1.2 Observation of the “bar” final state

A different, and interesting, evolution results ($1/\nu = 5000$) if we initialize using the quadrupole solution from Eq. (3.12). In this run, $R_\lambda$ increases from 2391 initially to 4920 at the end. This quadrupole solution is not predicted to be the maximum entropy state from Eq. (3.31), or any other equation, patch or point; and so should evolve when initialized with some random noise. The quadrupole solution was found...
Figure 5.4: The initial vorticity field as a function of x and y for a run intended to exhibit patch characteristics. (a) The initial vorticity field without random noise, (b) the initial vorticity field with substantial random noise added to it.

to have a symmetry which persists in time, and the noise, it is hoped, will permit that symmetry to be broken. It was found that the symmetry persisted until the noise was raised to quite substantial levels. Figs. 5.4 are perspective plots of the initial vorticity as a function of x and y, with and without the noise added. The noise level in this case is about twice the quadrupole vorticity, and its randomness should break any symmetry that might be present.

Fig. 5.5 shows the evolution of the vorticity and stream function contours that result from the initial conditions shown in Fig. 5.4(b). The intermediate panel (t = 15) shows no obvious connection to the symmetry of Fig. 5.4(a) or to that of the final panels (t = 1250) of Figs. 5.5 (the first is odd about the centre lines of the basic square, but clearly, the t = 15 state has no such symmetry). The relaxation to the one-dimensional “bar” state at t = 1250 has been quite robust in several such runs. Fig. 5.6 is a $\omega - \psi$ scatter plot for the bar state. There has been considerable decay of vorticity, as evidenced by the disappearance in Fig. 5.6 of the high and low values visible in Fig. 5.4(b). By t = 1250, the energy ($E$) has decreased to 58.4% of the initial value.

When we consider the modal energy spectra in Fig. 5.8, for this evolution, we see that the initial and final states are dominated by four and two Fourier modes, respectively. In fact, the evolution after $t = 40$ has this character. The energy spectrum at $t = 15$ is somewhat more broad-band than either, but whether it should properly be called “turbulent” may be debated; it never achieves the fully broad-band character of the evolution shown in Fig. 5.2, for example. The final state achieved is consistent with the maximum-entropy prediction of the “patch” formulation for suitably large-sized
5.1. Maximum entropy states

Figure 5.5: Contours of constant vorticity (left column) and constant stream function (right column) at three different times for the run originating from the initial vorticity distribution (with noise) shown in Fig. 5.4(b).
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Figure 5.6: The $\omega - \psi$ scatter plot of the late-time state achieved in the run shown in Fig. 5.5 (which is close to Fig. 3.1(c)). The plot is also almost a straight line, which characterizes a selectively decayed state with only one $k$ in the spectrum.

Figure 5.7: Angle-averaged modal energy and enstrophy spectra at three different times for the run shown in Figs. 5.5 and 5.6. Note that these are not the usual omnidirectional spectra; since they do not contain the factor $2\pi k$, their maxima occur at the minimum $k$. 
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Figure 5.8: Low-k modal energy spectra (left column) and vorticity histogram (right column) at three different times for the run shown in Figs. 5.4(b) and 5.5. The vorticity histogram shows the number of times a particular value of \( \omega \) is recorded as one cycles through the computational grid. Notice that there is substantial variation from one time to another. (An Euler equation solution should preserve this histogram in time.)
Figure 5.9: Time evolution, for the run shown in Figs. 5.4(b) through 5.8, of the four global quantities energy, enstrophy, $\sqrt{\Omega/E}$ or mean wave number, and ratio of the square root of palinstrophy to enstrophy. Note that the mean wave number (Taylor microscale) is never large, and so the strict definition of turbulence is not fulfilled at any time during the run. Nevertheless, the topology changes dramatically. This is effectively a selectively decayed state [66], and may not invite a probabilistic explanation.
patches (Fig. 3.4), but not with the same formulation for smaller-sized ones (Fig. 3.4).

Figs. 5.7 are binned plots of the angle-averaged modal energy spectrum ($E(k)$) and enstrophy ($\Omega(k)$) spectrum at the three different times. The right column of Figs. 5.8 shows a histogram of the vorticity at three different times in this evolution; it is in effect a frequency distribution for the appearance of various values of the vorticity over the plane, one per computational cell in the $512^2$ array. It will be seen that this distribution changes enormously over the course of the run, which it cannot do, of course, in any ideal Euler picture. Fig. 5.9 shows the time history of several global quantities for this run: energy, enstrophy, mean wave number (square root of the ratio of enstrophy to energy), and square root of the ratio of palinstrophy ($P \equiv \Sigma k \langle 1/2 \rangle k^2 |\omega(k)|^2$) to enstrophy, showing spikes that are characteristic of vortex merger events at high but finite Reynolds numbers.

Figs. 5.4(b) through 5.9, show, then, a reproducible evolution of an initial condition consisting of a patch quadrupole plus large amounts of random noise into a one-dimensional “bar” most-probable state. This state is more probable than the dipole, according to a “patch” analysis if the patch size is big enough, though it is not for a smaller but finite patch size.

A similar initial condition is used by Segre and Kida [86]. However, their computation made use of hyperviscosity and appears not to have run long enough for the proper late-time state to evolve.

### 5.1.3 Further investigations on the “bar” final state

In the previous section we have investigated the emergence of the “bar” final state by considering an antisymmetric basic flow (the quadrupole solution) with a considerable amount of noise added to it in order to break the symmetry of the basic flow. We decided to devote some more efforts to find other initial conditions leading to the “bar” quasi-stationary final state, and we will see shortly that the appearance of the “bar” final state is not that accidental as might erroneously be concluded from the previous set of simulations. The first idea here is to start from the same quadrupolar solution, but distort the initial condition slightly in the following way: we shrink the patch size with a small amount and reposition the patches slightly (see, for example, Figs. 5.10). The symmetry of the basic flow has been broken already, and there is no need to add any noise to it. The simulations are carried out with a resolution of $512 \times 512$ Fourier modes, and the Reynolds number is fixed at $1/\nu = 8000$. As can be seen from Figs. 5.10 we have performed two simulations with two different distorted quadrupolar initial conditions, with the patch size reduced by a factor of $7/8 \times 7/8 = 49/64$ compared to the patch size of the original quadrupole initial condition (see Fig. 5.4(a)), and both runs clearly reveal the emergence of the quasi-stationary “bar” final state. A similar set of simulations has been carried out, but now with the patch size even further reduced. In Figs. 5.11, we have shown the vorticity contour plots of runs with the patch size reduced by a factor of $3/4 \times 3/4 = 9/16$, and it is clear that no “bar” final state is
Figure 5.10: Contours of constant vorticity for two runs with slightly different initial conditions in the left (a) and the right (b) column. In both runs, the initial patch size is reduced by a factor of $7/8 \times 7/8 = 49/64$, and the patches are displaced with respect to the quadrupole initial condition shown in Figs. 5.4.
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Figure 5.11: Contours of constant vorticity for two runs with slightly different initial conditions in the left (a) and the right (b) column. In both runs, the initial patch size is reduced by a factor of $3/4 \times 3/4 = 9/16$, which is a somewhat larger reduction than the initial conditions displayed in Figs. 5.10, and the patches are displaced with respect to the quadrupole initial condition shown in Figs. 5.4.
Figure 5.12: Another initial condition leads to the “bar”.
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![Diagram of three pairs of solutions]

Figure 5.13: Three pairs of solutions. (a) dipole and bar; (b) quadrupole and slanting bar; (c) octapole and 4-bar.

found in this case.

We may recall that in Figs. 3.8, the $E - S$ plot predicts that a large patch size leads to the “bar” quasi-stationary final state and that a small patch size leads to the dipolar final state. The four simulations shown in Figs. 5.10 and 5.11 provides a much more direct proof of our theoretical results on the statistical-mechanical final-state predictions.

One question that might be raised concerns the direction of the “bar” final state. As can be observed in Figs. 5.5 and 5.10 it can happen in the horizontal or vertical direction (and should occur with equal probability due to their symmetrical equivalence). However, the “bar” final state (with $2\pi$ periodicity perpendicular to the flow direction) has never been observed in any other direction due to lack of periodicity of such a solution. Note that a solution with periodicity less then $2\pi$ perpendicular to the flow direction enables a flow rotated with respect to the $x$ and $y$ direction (e.g., a direction of $45^\circ$ is needed for a bar solution with a $\sqrt{2}\pi$-periodicity).

We have conducted another set of simulations with initial conditions that was found to lead to the “bar” final state. The initial condition is based on the slanted bar solution already referred to in the previous paragraph ($\sqrt{2}\pi$-periodicity), where again a certain amount of noise is added to it. We let the flow evolve and as shown in Figs. 5.12 the “bar” final solution is obtained eventually. The Reynolds number in this simulation is fixed at $1/\nu = 8000$ (initially $R_\lambda = 4002$ and it increases to 8035 at the end of the simulation). Attention should be drawn to the $\omega-\psi$ scatter plot obtained at the end of the simulation. It is similar to the scatter plot obtained for the “bar” solution in the
preceding Section 5.1.2, but some subtle differences can be observed. When considered in more detail, the scatter plot is in fact a double-valued structure. Although the double-valued structure is not very clear, it nevertheless indicates a slight asymmetry in the band structure of $\omega$ and $\psi$. It is not clear how persistent the double-valued structure is. We will discuss these particular scatter plots in more detail in Section 5.3.2 where much more clear scatter plots with a double-valued structure are found.

The dipole and the bar solution obtained from the Poisson-like equations have a very close entropy (see Figs. 3.7 and 3.8). It is therefore inferred that the $45^o$ slanted bar solution and the bar solution with $\pi$-periodicity can be related, in a similar way as the bar-dipole combination, with multipole solutions of the Poisson-like equations. In Fig. 5.13, we see the three pairs of solutions from the Poisson-like equations. The first group of solutions (a) is already familiar to us and we will extrapolate conclusions obtained from the analysis of this pair (see Chapter 3). In the case of the second group of solutions (b) we anticipate that the slanting bar will have a larger entropy than the quadrupole (keeping $E$ fixed) provided that relatively large patch sizes are assumed. Reducing the patch size we might assume that the entropy of the slanting bar final state will become smaller than the entropy of the quadrupolar final state. The numerical proof of this statement (similar to our analysis outlined in Chapter 3) is time-consuming and looks trivial to us at present. However, we can get an indirect proof from our numerical experiments. We have conducted a few simulations which hints at the appearance of the slanted bar solution. In the very beginning of our quadrupole-to-bar simulation, we have observed the slanting bar solution in the case we did not put any noise on top of the quadrupole (and we did not shrink the patch size)$^1$. After the quadrupole breaks up, there is a very short time when the fluid pattern looks like the slanting bar. The fact that it appears in the quadrupole-to-bar simulation suggests that for large patch size the slanting bar must have a larger entropy than the quadrupole. The slanting bar intermediate state was never found when noise was added on top of the quadrupolar initial vorticity distribution.

Finally, the two solutions shown in Figs. 5.13(c) represent flows with a relatively small-scale structure. As a consequence, both the octupole and the four-bar solution always have a smaller entropy than the dipole or bar solution, although the entropy associated with the octupole and 4-bar solutions is expected to be rather close to each other. In particular, simulations with the octupole or 4-bar as initial conditions (with small amount of noise to break the symmetry), always resulted in a dipolar quasi-stationary final states.

5.2 Local maximum states

5.2.1 Evolution from 64-pole initial condition

The contrasting evolutions of the two initial states in the previous section naturally arouse curiosity about whether there is a limit in which one behaviour goes over into

$^1$There are about 40 more simulations which we finished, but we don’t show there. This run is one of them.
Figure 5.14: Time evolution of a 64-pole initial condition, triggered only by round-off error, into a bar state (the scatter plot of final state is close to Fig. 3.1(c)). No noise beyond round-off error has been added to the initial condition.
Figure 5.15: Time evolution of the vorticity contours, starting from the same initial condition as in Fig. 5.14, but with a healthy addition of random noise. (In this run, $R_\lambda$ increases from 2036 initially to 11400 at the end.) The last panel is the late-time $\omega - \psi$ scatter plot for the resulting dipole (which is close to Fig. 3.1(a)).
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![Graphs showing contours of $\omega$ at different times](image)

Figure 5.16: Evolution of the one-dimensional “8-bar” initial condition, with random noise added initially. (In this run, $R_\lambda$ increases from 3228 initially to 11500 at the end.) The evolution is toward a dipole, now, as seen in the bottom panel (which is close to Fig. 3.1(a)).
the other. In this sub-section, we attempt an answer to this by considering initial conditions which originate in high-order multipole solutions of the patch formulation, not maximum entropy states in either formulation, but intuitively closer to the random initial conditions that led to the dipole solution before, in the first run reported.

There are four numerical solutions in this group, with $1/\nu = 10,000$ for all four runs. They all originate in the 64-pole solution of the patch formulation, using the 3-level equation, Eq. (3.12). The same conclusions that we reach can also be reached using 16-pole initial states, but we will not display those results here.

The motivation was to see if the high-order multipole initializations would lead to “bar” final states, the way the quadrupole does. Intuitively, they would seem to be closer to our picture of what true turbulence might look like. The bar states are no longer found, but there are “local maximum” entropy states that can be achieved in the limit of low noise in the initial conditions.

First consider what happens to the 64-pole initial conditions without any noise, as shown in Fig. 5.14. A straightforward laminar evolution occurs, with the end product ($t = 250$) being a one-dimensional bar state with a total of eight maxima and minima. This state is essentially dominated by one Fourier mode, as indicated by the essentially linear pointwise dependence of vorticity on stream function. In Figs. 5.15, we show the evolution of the same initial conditions with only a low level of noise: $1/2000$ of the amplitude of the 64-pole solution, not visible on the $t = 0$ contour plot. In this case, fully-developed turbulence does seem to result, with a dipole final state as the end result.

The third run in the group concerns the result of taking the final bar state as shown in Figs. 5.14. We raise the initial energy: $E(t = 0) = 0.5$, without putting any noise into it, and allow it to run. This appears to be a time-independent state, stable in the presence of round-off error for the duration of the run, but not a maximum-entropy state and not stable in the presence of noise of greater amplitude. This is clear from Figs. 5.16, which show the development of the unstable evolution induced by putting on the same level of random noise as in Figs. 5.15, with a fully-developed turbulence and a dipole final state as the result.

There are thus some subtleties revealed by these four runs. Bar final states, predicted by the patch theory with sufficiently large patch size, do result from the evolution of a patch quadrupole plus sufficient noise. However, higher order multipoles from the patch formulation seem to be unstable at low levels of random noise, and evolve into dipoles, consistently. Still less easy to fit into the picture is the laminar evolution of the “local maximum” 64-pole state without noise into the bar state shown in Figs. 5.14. Neither state is in this case an absolute maximum entropy one, though both are in some sense local maxima.

The initial conditions illustrated in the first panel of Figs. 5.14 are not those of an approximately steady state. What Figs. 5.14 to 5.16 apparently show is that such a checkerboard initial condition can evolve to a metastable quasi-stationary state of less than absolute maximum entropy which is nonetheless unstable if it is excited by greater random noise than pseudospectral round-off error provides. The high degree of symmetry apparent in the initial condition may prejudice the evolution, also. The
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differences in the evolutions in Figs. 5.14 and 5.15 support this speculation.

5.2.2 Evolution starting from a sinh-Poisson quadrupole

![Contours of ω at t=0](image1)
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Figure 5.17: Evolution from initial conditions corresponding to a sinh-Poisson quadrupole, plus random noise. Note the differences in evolution from those shown in Figs. 5.4(b) - 5.9, whose initial conditions are superficially similar. The low-k part of the Fourier space contains most of the energy throughout, so the evolution again is not classically “turbulent.”

We have started several runs from initial conditions that originate with a sinh-Poisson quadrupole state, with $1/\nu = 10,000$. The first is the quadrupole state without any added random noise, and the others are the same state plus smaller or larger amounts of random noise.

The zero-random noise initial conditions seems to be stable and to remain in the same shape in the presence of only round-off error for the duration of the run, as
Figure 5.18: Evolution of 2d energy spectrum.

Figure 5.19: Vorticity histogram at three different times for the evolution shown in Figs. 5.17.
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Figure 5.20: Scatter plot of the pointwise dependence of $\omega$ upon $\psi$ at two different times, for the evolution shown in Figs. 5.17 and 5.19 (both of them are similar to Fig. 3.1(a)).

Figure 5.21: Evolution of the global quantities as functions of time for the run shown in Figs. 5.17 through 5.20. The merger of vortices around $t = 175$ (from quadrupole to dipole) leads to the “spike” in (d). This is a relatively short process (from $t \approx 170$ to $t \approx 190$). Palinstrophy, or mean square vorticity gradient, is proportional to the enstrophy dissipation rate, and it is known that large vortex merger is an abrupt event, resulting in a rather dramatic loss of total enstrophy \cite{4}.
reported previously [87]. Even after putting in enough random noise to manifestly
break the symmetry (Figs. 5.17), the quadrupolar shape is maintained for quite a
long time before breaking down into a dipole by \( t = 300 \). Figs. 5.19 are vorticity
histograms computed at three different times, showing more concentration of \( \omega \) near
zero values, characteristic of sinh-Poisson states. The \( \omega - \psi \) scatter plots shown in
Figs. 5.20 also illustrate this feature. Evolution of the global quantities for this
run is shown in Figs. 5.21, showing abrupt changes in enstrophy and palinstrophy
when vortex merger occurs, but otherwise not displaying characteristics of turbulent
behaviour. Note that energy is well conserved for this case. In this run, the quadrupole
persists for a long time because the energy is concentrated in the four well-separated
vortices, before breaking down into a dipole. This is noticeably different behaviour
than when we started with the patch quadrupole.

5.3 Summary of a few oddities

In this section, we will present and briefly discuss a few results of simulations yielding
quite strange quasi-stationary final states. Although many features of these particular
runs are not understood yet, they illustrate the need for future research of decaying
2D Navier-Stokes turbulence.

5.3.1 A run with features of both the “point” and the “patch”
formulation

A run \((1/\nu = 20,000)\) that leads to an “unclassifiable” final state is shown in Figs.
5.22. It begins with a 4-bar state, plus a considerable amount of random noise, and
ends at a state that shows features of both dipoles and bars. A tentative interpretation
of this evolution is that the nonlinearity is simply exhausted by the viscous decay
before either evolution can be completed. Once the amplitudes fall below amounts
or in Fourier configurations at which the activity is effectively nonlinear, the pattern
in place is “frozen” in its topology, and can only slowly decay. The scatter plot has
features of both the point and patch predictions.

5.3.2 “Double-valued” structure in the \( \omega-\psi \) scatter plot

Several other runs demonstrated quite puzzling odd features. For example, metastable
states were found that would persist for a long time as a consequence of the flow
evolution that, though disordered, might be thought to be less than totally turbulent.
Consider the numerical simulation with a special type of initial condition: the 16-pole
solution of the 3-level patch equation, where some of the (square) vorticity patches
are removed, has been used. Most of these runs yielded dipolar final states, but one
of the atypical ones reached a vaguely quadrupolar one at \( t = 350 \). The Reynolds
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Figure 5.22: Evolution of a 4-bar initial condition, plus random noise, that ceases to evolve (perhaps because of loss of nonlinearity due to decay) before either a dipole or a bar final state is achieved.
number of this particular run was \(1/\nu = 12,500\) and the initial and final Taylor-scale Reynolds numbers are approximately \(R_{\lambda}(t = 0) = 6374\) and \(R_{\lambda}(t = 350) = 10569\). An impression of the flow evolution of this run and the vorticity and stream function contour plots of the quasi-stationary final state are shown in Figs. 5.23. The associated \(\omega-\psi\) scatter plot, depicted in Fig. 5.24, shows a bilinear form as if two locally “most probable” states had formed into a quasi-equilibrium that was slow to break up and decay toward anything globally “most probable”. Figs. 5.25 show the evolution of the global quantities \(E, \Omega, \sqrt{\Omega/E}\) and \(\sqrt{P/\Omega}\) for this run.

By comparing the \(\omega-\psi\) scatter plot shown in Fig. 5.24 with the contour plots of the vorticity and stream function (Figs. 5.23(d) and (e)) we can conclude that the larger negative vortex, which is indicated by the solid arrow, corresponds to the longer negative branch of the \(\omega-\psi\) scatter plot. The smaller negative vortex (see the dashed arrow) is then represented by the short (negative) branch of the \(\omega-\psi\) scatter plot.

The vorticity field shown in Fig. 5.23(d) represents a quasi-stationary solution of the Euler equation \(D\omega / Dt = 0\), although in this particular case no functional relation between \(\omega\) and \(\psi\) exists\(^2\). This behaviour cannot be explained by the statistical-mechanical theory for Euler flows, even not if the most general formulation of the theory, viz. Eq. (2.37), has been used. At this point, we should admit that although the application of a statistical-mechanical approach to predict the quasi-stationary final states of inviscid flows appears to be very powerful to investigate freely evolving 2D turbulent flows, it still has some limitations which cannot easily be understood.

Several additional numerical runs were carried out using the metastable quasi-quadrupole state from Fig. 5.23(d) as the basis for initial conditions, and we added a significant amount of random noise. The initial Reynolds number of these runs was fixed at \(1/\nu = 10,000\). The evolution then was typically that the system, after having lingered awhile, evolved into the dipolar configuration.

### 5.4 Conclusion

With a series of direct numerical simulations with a 2D Fourier pseudospectral code the quasi-stationary final states of several freely evolving 2D turbulent Navier-Stokes flows have been computed and compared with statistical-mechanical predictions based on the “point” and on the “patch” theory. Three different situations have been considered. The possible confirmation of predicted maximum entropy states, the emergence of (intermediate) local maximum entropy states, and finally we have briefly discussed several “unclassifiable” quasi-stationary final states.

The dynamical computations confirm the theoretical predictions made in Chapter 3 of this thesis. In particular, the observation of the “bar” quasi-stationary final state instead of the classical dipolar final state, and the subsequent investigation of the role of the patch size of vorticity on the emergence of the “bar” and “dipole” state (see the numerical experiments with the slightly reduced patch size and repositioning of the patch in order to induce symmetry breaking), provides in our view strong support for

\(^2\)See also the discussion in Section 1.2.
Figure 5.23: A second run, whose late-time state is outside the patch/point classifications, that seems to have reached some metastable late-time state. Here, a large area of zero vorticity was created in the initial conditions by removing, asymmetrically, four pieces of a 16-pole patch solution.
Figure 5.24: The $\omega - \psi$ scatter plot of the late-time state achieved in the run shown in Figs. 5.23. It suggests two independent co-existing sinh-Poisson states which have developed asymmetrically.

Figure 5.25: Time evolution of the global quantities for the run shown in Figs. 5.23. Note that the mean wave number never reaches above 2.5.
these statistical-mechanical approaches.

The numerical investigation revealed that, besides the “bar” and “dipole” final states, also other solutions of the Poisson-like equations might appear as intermediate or as quasi-stationary final states. This are the so-called local maximum entropy states that have a lower entropy than the “bar” or the “dipole” solution. Observation of these local maximum entropy states as a quasi-stationary final state strongly indicates the depletion of nonlinear interactions in the flow. Applying these quasi-stationary final states, added with sufficient random noise, as initial condition for new numerical simulations will quite often show a rapid relaxation towards the maximum entropy state.

We have also found strong indications that some limitations exist of the application of statistical-mechanical theories. We have illustrated this by emphasizing a few numerical runs of 2D turbulent flows where quasi-stationary final states are obtained which cannot easily be explained in terms of these theories. Further investigation in this direction seems worthwhile, at lower viscosity and for longer durations.

Nevertheless, we might conclude that the theoretical results, summarized in Figs. 3.7 and 3.8, combined with the numerical simulations of 2D Navier-Stokes turbulent flows proved to be very successful for predicting the quasi-stationary final states. In particular, these simulations showed the predictive capacity of statistical-mechanical theories of 2D Euler flows: without the prediction of the “bar” quasi-stationary final state it is highly doubtful that such final states could have been identified in 2D direct numerical simulations.
Chapter 5. Dynamical solutions and comparisons
Chapter 6

Conclusions and recommendations

We have set out to test the relevance of the predictions of Eqs. (3.5) and (3.6) and their respective vorticity discretizations to the numerically-determined, long-time states of a 2D NS fluid with Reynolds numbers of several thousand subject to doubly-periodic boundary conditions. Eq. (3.5) has been derived by modeling the vorticity distribution as a mean-field limit of equal delta-function point vortices, while Eq. (3.6) models the vorticity distribution as made up of flat mutually exclusive patches of an area whose choice is arbitrary. Both equations have an infinite number of solutions, characterized by different topologies, but for fixed vorticity fluxes and total energy, all but one are only local maxima and there seems to be always one uniquely defined maximum-entropy prediction. As seen in Figs. 3.7 through 3.8, it is sometimes a matter of painstaking analysis to determine which state this is, however. We did computational runs of two basic types: runs with broad-band, totally disordered initial conditions of the type previously investigated, and runs originating from vorticity distributions that consisted of large areas of nearly flat vorticity patches plus random noise to break possible unwanted symmetries. In the former case, there were no surprises: the previously found dipolar late-time states inevitably resulted. This was not the case for the second kind of initial conditions, however. They did not generate broad-band turbulence in which energy was shared widely among many Fourier modes, but did exhibit considerable nonlinear activity in which the energy remained primarily in the lower parts of Fourier space. It is perhaps a semantic quibble as to whether the evolution should be called fully turbulent. This second class of initial conditions, in any case, exhibited a more diverse range of possible behaviour than the broad-band initializations did, and often came close to a late-time state that could be identified as one of the solutions of Eq. (3.6). Most interesting of those was the one-dimensional “bar” state exemplified by Figs. 5.5, 5.10, 5.12 and 5.14. As Figs. 3.7 through 3.8 illustrate, it may or may not be considered to be the most-probable patch state, depending upon the choice of the patch size $\Delta/M$, which seems to be arbitrary. In any case, it is not the most probable point state predicted from Eq. (3.5). In the finite-size patch theory leading to Eq. (3.6), the arguments for it proceed from “coarse graining” the Euler equation behaviour and presuppose a minimum observational scale below which fine spatial structure cannot be resolved. In a well-resolved NS computation (presumably including
all of the ones reported here), there is no such scale, and observation of all scales participating is feasible. Thus that the patch formulation of Eq. (3.6), with a large enough value of \( \Delta \), can predict a radically different topology than it does with a smaller \( \Delta \), and then substantiate that prediction in a dissipative NS computation, is another of the accumulating puzzles which remain to be deciphered. In our opinion, there can be said to be an interesting 2D NS regime to be explored that has opened up in these investigations in which nonlinear evolution, perhaps not fully turbulent in the conventional sense, nevertheless leads from one state that can be identified to another laminar, late-time state that is quantitatively more probable than its initial conditions: an essentially thermodynamic behaviour. The conditions for assigning this probability remain incompletely defined, and seem to us worthy of further numerical investigation.

The general question of whether there is a sharp sense in which Euler equation dynamics can satisfactorily mimic turbulent Navier-Stokes decays must, in our opinion, remain open. It seems beyond question, however, that entropies defined in terms of ideal fluid models have some predictive power for high Reynolds number decays that go beyond coincidence. It remains to be determined what precisely the limitations, for this purpose, of the two entropies considered here may be.

The time-consuming numerical simulations of 2D decaying Navier-Stokes turbulence motivated us to parallelize the Fourier pseudospectral code. Due to the relative small arrays representing the vorticity field and the stream function in either physical or in spectral (Fourier) space, the main challenge in parallelizing a 2D Fourier pseudospectral scheme is how to reduce the total amount of messages passing which is needed to exchange information between the different processors. Parallelization of our code is based on the task distribution method, which is very easy to implement. Later investigations and comparisons with former parallelization techniques reported in the literature make us believe that in the field of 2D DNS, the task distribution method will be the first choice for constructing parallel schemes, and likely it will be the only efficient way.

With the efficiently parallelized Fourier pseudospectral Navier-Stokes solver, it is possible to carry out a complete investigation of the late-time predictions, obtained from statistical-mechanical theories, by DNS of decaying high-Reynolds number turbulence. Especially in Chapter 5, results of several simulations have been discussed which were based on predictions from these statistical-mechanical theories, and such an investigation was not feasible without an efficiently parallelized Navier-Stokes solver. In my view, the results of those simulations inversely give deeper thoughts on the application of statistical mechanics to high-Reynolds number Navier-Stokes turbulence, and surely will trigger further numerical investigations.
Appendix A

Direct solution method of the linearized three-level Poisson equation

In this appendix a brief outline is provided of a direct solution method for the linearized version of the three-level Poisson equation. The procedure is a compact version of the method introduced previously by McDonald [33].

The first step of McDonald’s procedure is to obtain the nontrivial solution for the three-level Poisson equation (3.12) with \( \Psi = 0 \) on a square boundary \([0,1] \times [0,1]\). Starting from a trial solution \( W(x,y) \), we get the solution of \( v(x,y) \) from

\[
\frac{\partial^2 v(x,y)}{\partial x^2} + \frac{\partial^2 v(x,y)}{\partial y^2} + q(x,y)v(x,y) = s(x,y) \tag{A.1}
\]

subject to \( v = 0 \) on the boundary. Comparing this expression with Eq. (3.20) enables the following identification: \( s(x,y) = (W,W)R(x,y) \) and \( q(x,y) = f'(W) \), with \( (W,W) \), \( f'(W) \) and \( R \) defined in Eqs. (3.21)-(3.23). This partial differential equation can be represented on a discrete rectangular grid, with \((N_X+1) \times (N_Y+1)\) grid points \((x_i,y_j) = (i/N_X,j/N_Y) \) \((0 \leq i \leq N_X \text{ and } 0 \leq j \leq N_Y)\), by a five-point difference equation of the form:

\[
\frac{v(x_{i+1},y_j) - 2v(x_i,y_j) + v(x_{i-1},y_j)}{\Delta x^2} + \frac{v(x_i,y_{j+1}) - 2v(x_i,y_j) + v(x_i,y_{j-1})}{\Delta y^2} + q(x_i,y_j)v(x_i,y_j) = s(x_i,y_j), \tag{A.2}
\]

with \( \Delta x = 1/N_X \) and \( \Delta y = 1/N_Y \), for \( 1 \leq i \leq N_X - 1 \text{ and } 1 \leq j \leq N_Y - 1 \), and \( v(x_i,y_j) = 0 \) on the boundary. From now on we will abbreviate \( v(x_i,y_j) \) by \( v(i,j) \) when it indicates a matrix element. We can see that if we know the values of \( v \) on the columns \( j = 0 \) and \( j = 1 \) in the beginning of the solution process, we can obtain the solution of the whole field by a forward sweep: get the values of the column \( j = 2 \) with the columns \( j = 0 \) and \( j = 1 \), then get \( j = 3 \) with \( j = 1 \) and \( j = 2 \), and so on.

So the essential part of this method is to find the \( N_X - 1 \) unknown values on the column \( j = 1 \) (we already know that \( v(x_0,y_1) = 0 \) and \( v(x_N,y_1) = 0 \)). To find these,
we calculate a set of “basis functions” \( v_k \), linearly independent solutions to Eq. (A.2) to satisfy \( v_k = 0 \) on the three boundaries \( x_0, y_0 \) and \( x_{N_X} \).

What we do is first define \( v_0 \) from

\[
\begin{align*}
v_0(i, 0) &= 0, \\
v_0(i, 1) &= 0,
\end{align*}
\]

(A.3)
sweeping the solution across the grid using Eq. (A.2). Then we calculate the other \( v_k, 1 \leq k \leq N_X - 1 \), from

\[
\begin{align*}
v_k(i, 0) &= 0, \\
v_k(i, 1) &= \delta_{ik},
\end{align*}
\]

(A.4)

here

\[
\delta_{ik} = \begin{cases} 
0 & \text{if } i \neq k, \\
1 & \text{if } i = k.
\end{cases}
\]

The solutions initiated by Eq. (A.4) are swept forward with \( s(i, j) = 0 \). The desired solution to Eq. (A.2) is the linear combination

\[
v(i, j) = v_0(i, j) + \sum_{k=1}^{N_X-1} c_k v_k(i, j),
\]

(A.5)

with \( v(i, N_Y) = 0, \forall i \). The coefficients \( c_k \) are determined by solving the following equations:

\[
\sum_{k=1}^{N_X-1} c_k v_k(i, N_Y) = -v_0(i, N_Y).
\]

(A.6)

Once the values of \( c_k \) are known, we can sweep Eq. (A.2) and get \( v(i, j) \) by

\[
\begin{align*}
v_k(i, 0) &= 0, \\
v_k(i, 1) &= c_i, \quad 1 \leq i \leq N_X - 1.
\end{align*}
\]

(A.7)

The propagation of roundoff errors during a forward sweep is increased very rapidly from column-to-column in the \( y \)-direction. If we use double precision arithmetic in our calculation, the initial roundoff error of \( 10^{-16} \) will go to \( 10^{-5} \) in a computation on a \( 15 \times 15 \) grid. This can cause severe problems on the accuracy. By using quadruple precision in the calculations the accuracy of this method can be increased considerably (a roundoff error of \( 10^{-7} \) is then found for a computation on a \( 33 \times 33 \) grid).
Appendix B

A “smart” solver for Poisson-like equations

The main structure of a “smart” solver of the Poisson-like equation:

$$\nabla^2 \Psi = - \frac{\lambda^2 \sinh \Psi}{g + \cosh \Psi},$$  \hspace{1cm} (B.1)

will be described in this appendix. The goal of developing this code is to let the computer find the final solution of Poisson-like equation itself after a limited number of manual interruptions.

B.1 The strategy of the “smart” solver

Before describing how to solve Eq. (B.1) automatically, it is quite necessary to know how to solve the equation manually. There are some features which will make the differences when we do it manually and automatically. For the automatical solver, there will be a problem if the code does not follow the middle line in Fig. 3.6. If the code follows the upper line, there will be an emergent stop because of the numerical overflow. If the code follows the lower line (in which case the trivial solution \( \Psi = 0 \) will be obtained), it has to be distinguished from the nontrivial solution. Although it is possible to handle these two problems manually (simply restart the solver), it will be rather difficult to handle this properly by an automatic code. Therefore, these differences have to be kept in mind when writing the automatic solver (Fig. B.1):

1. Start with a trial function, use the procedure in Chapter 3 (Eqs. 3.20 - 3.24), see if it leads to an accurate solution of Eq. (3.12).

2. If not, the value of the \( \lambda^2 \) has to be changed: to avoid the numerical shutdown, this has to be done in a very small step at a time (here we call it \( \Delta \)).

3. We start first with a relatively large \( \Delta \), then change the value of \( \lambda^2 \) with \( \Delta \). After some steps, it will not be possible to get more accurate solution any longer with the initial relatively large \( \Delta \). A new value of \( \Delta \) (in our code, the old \( \Delta \) is simply
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...divided by 10 to make it smaller) should be used to modify the value of $\lambda^2$. This step should be repeated until an accurate solution is reached.

4. The “smart” solver should also be able to decide when the $\Delta$ should be made smaller. We always let $\lambda^2$ plus $\Delta$ to update the value of $\lambda^2$ the first time we get a new $\Delta$. Maybe this is not the most efficient way, but it is possible to make the logical structure simpler (see the dashed rectangle in Fig. B.1).

5. After the accurate resolution is reached, the code should be able to remember the value of $\lambda^2$, which is changed constantly, for later calculation of the E-S plot (see section 3.3).

In practice, the first few steps should be done manually to let the code get a chance to warm-up. This is due to the high possibility that there will be a numerical shutdown because we did not choose the proper initial value of $\lambda^2$ or the initial value of $\Delta$ is too large. After the value of $\lambda^2$ has been changed for several times (in the meantime, the code keeps the history of those changes), the logic structure described in Fig. B.1 should be able to make its own judgment.

At the beginning of each loop (see the black boundary rectangle in Fig. B.1), one of the following decisions can be made by the code:

1. If the solution is accurate enough, the code should be stopped;

2. making the value of $\lambda^2$ larger by using the value of $\lambda^2 + \Delta$ to update the value of $\lambda^2$: $\lambda^2 \leftarrow \lambda^2 + \Delta$;

3. making the value of $\lambda^2$ smaller: $\lambda^2 \leftarrow \lambda^2 - \Delta$;

4. making the value of $\Delta$ smaller: $\Delta \leftarrow \frac{1}{10}\Delta$.

As it will be seen, the judgement of changing the value of $\lambda^2$ can be made on the actions taken in the last three steps. The possible actions are thus:

1. $\lambda^2 \leftarrow \lambda^2 + \Delta$;

2. $\lambda^2 \leftarrow \lambda^2 - \Delta$;

3. $\Delta \leftarrow \frac{1}{10}\Delta$.

B.2 The instruction of reading the flowchart

The following description gives the instruction of how to read Fig. B.1:

1. The first step is to choose a trial function, $\lambda^2$ and $\Delta$ [box(1)], then the final result of this trial function will be put into the Eq. B.1 to evaluate the accuracy [box(2)]. If the error is small enough (here we use $10^{-7}$), then the code will output the results and the code stops [box(3)].
(1) Initial trial function, $\lambda^2$ and $\Delta$.

(2) Error smaller than $10^{-5}$?

Yes

(3) Output

No

(4) $\lambda^2 \leftarrow (\lambda^2 + \Delta)$

(5) Error becomes smaller?

Yes

(7) Continue with what you did last time:
   - $\lambda^2 \leftarrow (\lambda^2 - \Delta)$
   - $\lambda^2 \leftarrow (\lambda^2 + \Delta)$

No

(8) What did you do in the last step?
   - Is it $\lambda^2 \leftarrow (\lambda^2 + \Delta)$?

Yes

(9) $\lambda^2 \leftarrow (\lambda^2 - \Delta)$

No

(10) $\lambda^2 \leftarrow (\lambda^2 + \Delta)$

(11) Have you tested $(\lambda^2 - \Delta)$ before?

Yes

(12) Get the new value of $\Delta$:
   - $\Delta \leftarrow \Delta / 10$

No

(6) Error smaller than 10^{-5}?

(13) $\lambda^2 \leftarrow (\lambda^2 - \Delta)$

Figure B.1: *The automatic procedure to get the final solution.*
2. If the error is too large, then the value of $\lambda^2$ will be updated by $\lambda^2 + \Delta$ [box(4)], after which a test will be carried out again to check whether or not the error becomes smaller than before the value of $\lambda^2$ was changed [box(5)].

3. If the error does become smaller, then the code will carry out a test to know whether the error is already small enough [box(6)]. If yes, then the results will be output and the code stopped [box(3)]. If not, then we should realize that the action we made to change the value of $\lambda^2$ is in the good direction, but not good enough. The code should follow this good direction [box(7)]. Here are two possibilities: we make error smaller by replacing the value of $\lambda^2$ with the value of $\lambda^2 + \Delta$ or $\lambda^2 - \Delta$. (It is possible that the procedure in the dashed rectangle in Fig. B.1 leads to $\lambda^2 \leftarrow \lambda^2 - \Delta$ [box(13)], which will be discussed later.) Whatever we did last time to modify $\lambda^2$, we should let the same action continue until the error does not become smaller or an accurate solution is reached.

4. If the error does not become smaller, then the code will go into the dashed rectangle in Fig. B.1.

The first task of this part of code is to find out what leads to the worse result, namely, how the value of $\lambda$ is modified, by plus or minus $\Delta$ [box(8)]. It should be addressed that we always let $\lambda^2 \leftarrow \lambda^2 + \Delta$ when a new value of $\Delta$ is obtained. This is the reason why it leads to the different procedure whether the last step is $\lambda^2 \leftarrow \lambda^2 + \Delta$ or $\lambda^2 \leftarrow \lambda^2 - \Delta$ (which will be discussed in the end of this section):

(a) If it is $\lambda^2 \leftarrow \lambda^2 - \Delta$, then the value of $\lambda^2$ will be replaced by $\lambda^2 + \Delta$ - a value which is tested before [box(10)]. At this stage, it is not possible to get better results by modify the $\lambda^2$ with the same $\Delta$, the value of $\Delta$ has to be smaller [box(12)] and then the code jumps to step 2 to start another iteration [box(4)].

(b) If it is $\lambda^2 \leftarrow \lambda^2 + \Delta$, then the value of $\lambda^2$ will be replaced by $\lambda^2 - \Delta$ - a value which is tested before [box(9)]. For the new value of $\lambda^2$, we should recall whether the value of $\lambda^2 - \Delta$ has been tested [box(11)]:

i. If yes, it is not possible to get better results by modifying the $\lambda^2$ with the same $\Delta$, the value of $\Delta$ has to be made smaller [box(12)] and then the code will jump to step 2 to start another iteration [box(4)].

ii. If not, then $\lambda^2$ should be updated by $\lambda^2 - \Delta$ [box(13)], after which the accuracy of the results should be tested [box(5)].

There are three possibilities when a new $\Delta$ is obtained:

1. This new $\Delta$ is too large. $\lambda^2 \leftarrow \lambda^2 + \Delta$ or $\lambda^2 \leftarrow \lambda^2 - \Delta$ will always lead to worse results.

For this situation, the code will do:

(a) $\lambda^2 \leftarrow \lambda^2 + \Delta$, and find the situation getting worse.
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2. This new $\Delta$ can and only can be used $n$ ($n \geq 1$) times to make the $\lambda$ larger to get better results.

   For this situation, the code will do:
   
   (a) $\lambda^2 \leftarrow \lambda^2 + \Delta$, and find the situation getting better\(^1\).
   
   Repeat this situation $n$ times.
   
   (b) $\lambda^2 \leftarrow \lambda^2 + \Delta$, and find the situation getting worse.
   
   (c) $\lambda^2 \leftarrow \lambda^2 - \Delta$, and make up its mind to make the value of $\Delta$ even smaller.

3. This new $\Delta$ can and only can be used $n$ ($n \geq 1$) times to make the $\lambda$ smaller to get better results.

   For this situation, the code will do:
   
   (a) $\lambda^2 \leftarrow \lambda^2 + \Delta$, and find the situation getting worse.
   
   (b) $\lambda^2 \leftarrow \lambda^2 - \Delta$, go back to the original situation.
   
   (c) $\lambda^2 \leftarrow \lambda^2 - \Delta$, and find the situation getting better.
   
   Repeat this situation $n$ times.
   
   (d) $\lambda^2 \leftarrow \lambda^2 - \Delta$, and find the situation getting worse.
   
   (e) $\lambda^2 \leftarrow \lambda^2 + \Delta$, and make up its mind to make the value of $\Delta$ even smaller.

   It can be seen from above that because we always let $\lambda^2 \leftarrow \lambda^2 + \Delta$ for a new $\Delta$, it is possible to make the logic structure suitable for programming.

B.3 Conclusion

A "smart" code is developed to solve the Poisson-like equation. The work concerned with the zooming-in process in section 3.3.2 will be significantly reduced, because we can start several tests simultaneously (with different values of $g$).

\(^1\text{Whenever the situation gets better, a test should be carried out to know whether or not the result is already accurate enough.}\)
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Summary

It is well known that two-dimensional decaying turbulent flows at high Reynolds numbers evolve to a state that can be accurately predicted by a maximum entropy analysis conserving both the kinetic energy of the flow and the vorticity flux. The most significant phenomenon observed is the formation of a few large vortices, the details of which depend upon the initial conditions and the boundary conditions. Defining the entropy of turbulent flows requires a discretization of the vorticity field, followed by a passage to a mean-field limit once the combinatorics is accomplished. The original discretization was in terms of line vortices (or “points” in two-dimensional flows) and corresponded to Boltzmann statistics. The discretization in terms of finite-area, mutually-exclusive vortices (denoted by “patches”) has been proposed recently, and corresponds to Lynden-Bell statistics. We have examined in detail a variety of high Reynolds number, two-dimensional flow evolutions with an eye to determining what differences exist between the two formulations and how important they are. The numerical method is based on a pseudospectral Fourier computation in a periodic domain. We concentrate on initial conditions that should lead to outcomes as divergent as possible for the “point” and the “patch” description.

We did computational runs of two basic types: runs with broad-band, totally disordered initial conditions of the type previously investigated, and runs originating from vorticity distributions that consisted of large areas of nearly flat vorticity patches plus random noise to break possible unwanted symmetries. In the former case, there were no surprises: the previously found dipolar late-time states inevitably resulted. This was not the case for the second kind of initial conditions, however. They did not generate broad-band turbulence in which energy was shared widely among many Fourier modes, but did exhibit considerable nonlinear activity in which the energy remained primarily in the lower parts of Fourier space. This second class of initial conditions, in any case, exhibited a more diverse range of possible behaviour than the broad-band initializations did, and often came close to a late-time state that could be identified as one of the solutions of the “patch” formulation. Most interesting of those was the one-dimensional “bar” state.

Long-time numerical integrations are required to validate the predictive capability of statistical-mechanical methods. This motivated us to use parallel computing. A task-based parallel approach has been adopted to pseudospectral simulations of the unsteady incompressible two-dimensional Navier-Stokes equations in a square domain (with periodic boundary conditions), rather than the usual space-based approach. The latter technique is actually similar to a domain decomposition method to evaluate
the FFTs. It is identified that several of the required FFTs, necessary to evaluate the nonlinear contribution to the Navier-Stokes equations, can be computed independently and therefore in parallel. The apparent advantage is that this approach reduces the number of relatively expensive communications between processors - something that is of paramount importance in the 2D (as opposed to the 3D) case because of the limited amount of work available to amortize communication overhead. While the speed-up potential is limited to just a few processors, it is nonetheless achievable, relatively easy to exploit, and useful for the application at hand. The basic timing results to illustrate the potential is provided, and we think this approach could be combined with conventional (transposed-based) approaches to multi-dimensional FFTs to obtain more parallelism than possible with the transposed-based approach alone.

With the fast parallelized Navier-Stokes solver, the statistical-mechanical predictions of the late-time states of decaying two-dimensional turbulent flows is tested in different ways. The prediction of the bar final states (the vorticity or stream function is independent of one of the coordinate directions) is tested here for the first time. Some of the earlier simulations provided good tests of the vortices predicted by the theory, but were not able to reach the bar final state. Some other earlier simulation concluded that propagating waves can be obtained as final states, in apparent contradiction with the statistical-mechanical theory. The present computations show that such propagating waves are only transitory states. Additionally, we also found and briefly discuss some novel features of the final states of 2D Navier-Stokes turbulence, which cannot be well explained by the statistical-mechanical theory for ideal fluids, but trigger the possibility of further investigations in this field.
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