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Abstract—This paper studies the problem of signal detection for multi-input multiple-output (MIMO) channels with large signal dimensions. We propose a block-iterative generalized decision feedback equalization (BI-GDFE) receiver to recover the transmitted symbols in a block-iterative manner. By exploiting the input-decision correlation, a measure for the reliability of the earlier-made decisions, we design the feed-forward equalizers (FFEs) and feedback equalizers (FBEs) in such a way that maximized signal-to-interference-plus-noise ratio (SINR) is achieved for each of the iterations. Novel implementations are also introduced to simplify the complexity of the receiver, which requires only one-tap filters for FFE and FBE. The proposed receiver also works when the signal dimension is greater than the observation dimension. The asymptotic performance of the proposed receiver is analyzed and its convergence has been confirmed through numerical evaluations for various parameters. Computer simulations are presented to illustrate the capability of the proposed receiver to achieve single user matched-filter bound (MFB) for large random MIMO channels when the received SNR is high enough.

Index Terms—Asymptotic performance, generalized decision feedback equalization (GDFE), iterative receiver, multi-input multiple-output (MIMO), signal detection.

I. INTRODUCTION

In this paper, we are concerned with the problem of signal detection for the following generic multi-input multiple-output (MIMO) channel

\[ \mathbf{x} = \mathbf{Hs} + \mathbf{n} \]  
\[ = \sum_{i=1}^{P} \mathbf{h}_i s(i) + \mathbf{n} \]

where \( \mathbf{s} = [s(1), s(2), \ldots, s(P)]^T \) denotes the transmitted signal vector of dimension \( P \times 1 \); \( \mathbf{h}_i \) represents the channel vector of dimension \( N \times 1 \), corresponding to symbol \( s(i) \); \( \mathbf{x} \) and \( \mathbf{n} \) denote the received signal vector, and received noise vector, respectively, both with dimension \( N \times 1 \); \( \mathbf{H} = [\mathbf{h}_1, \mathbf{h}_2, \ldots, \mathbf{h}_P] \)

is the \( N \times P \) channel matrix. In (1), \( P \) and \( N \) are referred to as signal dimension and observation dimension, respectively. The input-output model of (1) can be derived either in time, frequency, space, or code domain, or any combinations of them. We are interested in large systems (\( P \) and \( N \) are both large), typical examples of which include single carrier cyclic prefix (SCCP) systems [18], cyclic prefix based code division multiple access (CP-CDMA), multicarrier CDMA (MC-CDMA), MIMO/SCCP [19], [20], MIMO/MC-CDMA, MIMO/CP-CDMA systems, and pure MIMO antenna systems [14] with large antenna sizes. Large systems can also be found in wired transmissions. For example, in digital subscriber line (DSL) communications, it is common that hundreds of telephone lines are bounded together, thus there exists severe crosstalk, and the signal separation becomes very challenging because of the large signal dimension.

Linear and nonlinear receivers have been proposed to recover the transmitted symbols. Linear receivers, such as zero-forcing (ZF) and minimum mean square error (MMSE) equalizers, and some nonlinear receivers, such as VBLAST receiver, or so called generalized decision feedback equalizer (GDFE) [13], are simple to implement, however, the achievable performance is usually far away from the maximum likelihood (ML) performance bound. When the signal dimension is very small, exhaustive search can be used to achieve the ML detection. For large signal dimensions, however, the exponential complexity of the ML detector makes it generally impractical for implementation. Recently, a lot of efforts have been devoted in designing low-complexity nonlinear receivers to achieve near-ML performance for MIMO systems. When the signal dimension is small and moderate, near ML detection can be achieved through closest lattice point search (CPS) techniques [1], such as sphere decoding [3], [4], [2], with much lower complexity than brute force ML detector. The computational complexity and memory requirement of CPS techniques grow dramatically with the increase of the signal dimension. Thus, it becomes impractical again to implement CPS when the signal dimension goes large.

A block-iterative DFE (BI-DFE) receiver has been proposed for intersymbol interference (ISI) and multiple access interference (MAI) cancellation in CDMA systems in [5], and for ISI channel equalization in [6], assuming the availability of infinite signal dimension. This receiver iteratively estimates the
transmitted symbols, and uses these decision-directed symbols to obtain a new set of symbol estimates by cancelling out the interferences. As an iterative technique, for high SNR region and when the number of independent delay paths is sufficiently large, BI-DFE is able to achieve the single user matched filter bound (MBF). BI-DFE was extended to frequency domain equalization for SCCP systems in [7], and to layered space-time processing for multiuser SCCP systems in [20].

In this paper, building on the existing BI-DFE receiver, we propose a low-complexity iterative receiver for MIMO channels with large signal dimensions, called large MIMO systems. Our technique is a block-iterative generalized decision feedback equalizer (BI-GDFE), which detects the transmitted symbols in a block-iterative fashion. The coefficients of the input-decision correlation (IDC), a measure for the reliability of the earlier-made decisions relative to the transmitted symbols, are utilized to design the feed-forward equalizers (FFEs) and feedback equalizers (FBEs) in such a way that maximized signal-to-interference-plus-noise ratio (SINR) is achieved for each iteration. Novel implementations are also proposed to simplify the receiver complexity by making use of the singular value decomposition (SVD) of the MIMO channel matrix.

We study the proposed BI-GDFE receiver from two perspectives: signal detection for MIMO systems with finite signal dimensions and asymptotic performance analysis for large random MIMO channels.

For MIMO systems with finite signal dimensions, BI-GDFE receiver is in general sensitive to the selection of the IDC coefficients. If the IDCs are chosen improperly, the algorithm may not converge to the optimal solution, or may have very slow convergence. In [5] and [6], the theoretical IDC formula for ISI channels is derived for PSK modulations, assuming the availability of infinite signal dimension. For finite dimension systems, the IDC coefficients are in fact random variables fluctuating from one realization to another. Thus, the IDC selection method of [5] and [6] cannot be applied in most of the practical systems. In this paper, a method is proposed to determine the IDC coefficients with which fast and guaranteed convergence can be achieved for the proposed BI-GDFE receiver.

The asymptotic performance of the proposed BI-GDFE for large random MIMO channels is analyzed based on the pioneering work conducted by Tse and Hanly [11], Verdù and Shamai [12]. According to [11] and [12], while the coefficients of the MMSE receiver are dependent on the channel coefficients, the output SINR of the MMSE receiver for random MIMO channels tends to be a constant value, which is determined by the average received SNRs of all users, as well as the traffic load \( P/N \), when \( P \to \infty \), \( N \to \infty \), and \( P/N \to \text{constant } \alpha \). The available results are utilized to analyze the limiting performance of the proposed BI-GDFE receiver for random MIMO systems. Specifically, we derive the limiting SINRs for the proposed BI-GDFE for each of the iterations, and illustrate through numerical results the convergence of the limiting SINR to the single user received SNR when the received SNR is sufficiently high.

This paper is organized as follows. Section II presents the generic MIMO channel model, and reviews the conventional linear and nonlinear equalizers. In Section III, we propose the BI-GDFE receiver, and obtain the optimal FFE and FBE for each of the iterations. Section IV studies the issue of IDC selection, which plays an important role for the proposed receiver. Suboptimal BI-GDFE algorithms are presented in Section V to simplify the calculations. The asymptotic performance of the proposed BI-GDFE receiver for large random MIMO channels is analyzed in Section VI. Computer simulations are given in Section VII, and, finally, conclusions are drawn in Section VIII.

II. CHANNEL MODEL AND CONVENTIONAL RECEIVERS

A. Channel Model

The channel model considered in this paper follows the input-output relation as shown in (1), which can be derived either in time, frequency, space, or code domain, or any combinations of them. We list some of the systems which fit into that model.

1) MIMO Spatial Multiplexing Systems: A communication system with \( n_t \) transmitters and \( n_r \) receivers is referred as a \((n_t, n_r)\) MIMO antenna system. If the channel coefficients are statistically independent, a \((n_t, n_r)\) MIMO antenna system achieves a channel capacity almost linearly proportional to \(\min(n_t, n_r)\). In order to achieve this capacity limit, the spatial multiplexing scheme has been proposed, which consists of transmitting independent data streams through different transmit antennas. Due to the cross-interference, each receive antenna receives a combination of the transmitted symbols, which have to be separated at the receiver side using signal processing techniques. For a MIMO antenna spatial multiplexing system operating in a flat fading environment, the channel matrix \( \mathbf{H} \) represents the channel responses from each of the transmit antennas to each of the receive antennas. Thus, \( s(\ell) \) in (2) represents the data symbol sent through the \( \ell \)th transmit antenna, and we have \( P = n_t \) and \( N = n_r \).

2) CDMA Systems: For frequency-flat synchronous CDMA uplink, we are interested in the received signals at the base station. Let \( s(\ell) \) in (2) represent the data symbol for the \( \ell \)th user, and \( \mathbf{h}_\ell = \alpha_\ell \mathbf{c}_\ell \), where \( \alpha_\ell \) denotes the channel gain to user \( \ell \) to base station, and \( \mathbf{c}_\ell \) as the spreading code sequence of dimension \( N \times 1 \) for user \( \ell \). Thus, the channel matrix represents the composite effect of channel responses and user-dependent spreading codes, and it becomes a random matrix when the spreading codes are chosen to be random, which is the case for third generation wideband CDMA systems. Thus, \( P \) denotes the number of users, and \( N \) represents the spreading factor.

3) SCCP Systems: For frequency selective channels, block-based transmissions can be used to compensate for the delay spread using computationally efficient receivers. For a SCCP system [18], each block of \( N_c \) symbols is pre-inserted with a CP portion longer than the maximum excess delay of the channel. At the receiver side, the received portion corresponding to the CP part is discarded, and the \( N_c \) received signals corresponding to the rest part of each block can be put into a vector format, which can be represented by (1). Because of the adding of CP, the time domain channel matrix becomes a circulant matrix, which can be decomposed as \( \mathbf{W} \mathbf{D}^\mathbf{A} \), where \( \mathbf{W} \) is the \( N_c \)-point DFT matrix, and \( \mathbf{A} \) is a diagonal matrix, the \( \ell \)th element of the diagonal components representing the frequency domain channel response at the \( \ell \)th frequency tone.
the DFT output of each block as the observation block, then
the channel matrix becomes \( \mathbf{H} = \mathbf{A} \mathbf{W} \). Thus in this case,
\( P = N = N_c \).

For a MIMO system working in a frequency selective environment,
we can incorporate SCCP and spatial multiplexing schemes \([19],[20]\). In this case, we have \( P = n_t N_c \) and \( N = n_r N_c \),
where \( n_t \) and \( n_r \) are the number of transmit antenna and receive antenna, respectively.

The model (1) can also be used to represent systems like
CP-CDMA, MC-CDMA, MIMO/CP-CDMA, and MIMO/MC-CDMA.
Further, the transmitted signal vector \( \mathbf{s} \) may consist of
the information-bearing symbols coming from the same user,
which are usually with the same type of modulation. For multiuser communications, each element of \( \mathbf{s} \) may represent different types of modulations. Because of the generality of the channel model (1), our proposed algorithms can be applied to any of those systems. Finally, in the channel model (2), the signal dimension \( P \) can be greater than the observation dimension \( N \), which means, for MIMO antenna systems, each of the transmit antennas can send an independent data stream, even for the case of \( n_t > n_r \). This is not a problem in terms of receiver design to recover the transmitted symbols as the system may be operating below the channel capacity, especially when BPSK or QPSK is applied. We will provide the simulation results for such scenario in Section VII.

Throughout this paper, we make the following assumptions.

AS1) The channel responses \( \mathbf{h}_k \) is represented as
\[ \mathbb{E}[|h_{jk}|^2] = 1. \]

AS2) The transmitted symbols \( s(i) \) are zero mean, iid and
with power \( \mathbb{E}[|s(i)|^2] = \sigma_s^2 \).

AS3) The noise vector \( \mathbf{n} \) is zero mean, circularly symmetric,
complex Gaussian with covariance matrix \( \mathbb{E}[\mathbf{n}\mathbf{n}^H] = \sigma_n^2 \mathbf{I} \).

We define \( \gamma = \sigma_s^2/\sigma_n^2 \) as the average received signal-to-noise ratio (SNR). For MIMO antenna systems, the readers are cautioned to be careful since for spatial multiplexing, it is conventionally defined that the total transmission power is fixed, thus transmission power is split over the transmission data streams. Here, with the new normalization, we define the average received power of each data stream over all receive antennas. Thus, the SNR is defined as the average received SNR.

### B. Conventional Equalizers

Let us first consider the linear receivers. Denote \( \mathbf{K} = [\mathbf{k}_1, \mathbf{k}_2, \ldots, \mathbf{k}_P] \) as the weight matrix for the \( P \) transmitted symbols. The SINR of the soft decision \( \hat{s}(i) = \mathbf{k}_i^H \mathbf{x} \) for determining \( s(i) \) is given by
\[ \beta_i = \frac{|\mathbf{k}_i^H \mathbf{h}_i|^2}{\sum_{j \neq i} |\mathbf{k}_i^H \mathbf{h}_j|^2 + \left( \frac{1}{\gamma} \right) |\mathbf{k}_i|^2} \]  

The zero-forcing (ZF) receiver is given by
\[ \mathbf{K}_{ZF} = \left( \mathbf{H}^H \mathbf{H} \right)^{-1} \mathbf{H}. \]

Note the ZF equalizer tries to null out the interferences from the other users/symbols, and it usually suffers from noise enhance-ment because of the nulling purpose. Note the inverse should be
replaced by pseudoinverse when \( N > P \).

The single user matched filter (SUMF) equalizer is given by
\( \mathbf{K}_{SUMF} = \mathbf{H} \) which maximizes the power gain at the desired symbols’ directions, but ignores the existence of the other symbols coming from the other directions. As such, SUMF suffers from strong interferences from the other symbols.

The MMSE receiver is given by
\[ \mathbf{K}_{MMSE} = \left( \mathbf{H}^H \mathbf{H} + \left( \frac{1}{\gamma} \right) \mathbf{I} \right)^{-1} \mathbf{H} \]  

As the optimal linear receiver, MMSE receiver maximizes the output SINR by compromising the interference nulling and noise enhancement. The output SINR for symbol \( s(i) \) is given by
\[ \beta_i = \mathbf{h}_i^H \left( \mathbf{H}^H \mathbf{H} + \left( \frac{1}{\gamma} \right) \mathbf{I} \right)^{-1} \mathbf{h}_i \]  

where \( \mathbf{H}_i \) is the matrix \( \mathbf{H} \) with the \( i \)th column deleted. For random MIMO channels, according to random matrix theory, even though the MMSE weight matrix (4) is dependent on the channel coefficients, the output SINR in (5) converges to a fixed value as \( P \to \infty, N \to \infty \), and \( P/N \to \alpha \), where \( \alpha \) is a constant \([11]\). We will get back to this point in more details in Section VI.

Finally, the GDFE receiver, or called VBLAST receiver \([13]\), successively performs nulling-based detection and interference cancellation. The nulling-based detection makes use of MMSE receiver or ZF receiver. The interference cancellation operation then cancels out the interferences using earlier-made decisions. Similarly to conventional DFE, the GDFE receiver is very sensitive to propagation of decision errors generated in the earlier stages.

### III. BI-GDFE

In this section, we propose a BI-GDFE receiver for large MIMO systems. The idea behind the proposed receiver is to estimate the transmitted symbols of each block in a “block-iterative” manner. Specifically, for the given observation vector \( \mathbf{x} \), we estimate each of transmitted symbols using MMSE receiver, and make hard decisions for all the symbols. This is called one iteration. Then the decisions made at the previous iteration are utilized to cancel out the interferences corresponding to each of the symbols to be detected further.

We use subscript \( \ell \) to denote the \( \ell \)th iteration. The BI-GDFE makes use of the decision-directed symbols from the \((\ell - 1)\)th iteration to assist for signal detection for the \( \ell \)th iteration. With reference to Fig. 1, at the \( \ell \)th iteration, the received signal \( \mathbf{x} \) is passed to a FFE, \( \mathbf{K}_{\ell}^H \mathbf{H} \) at the same time, the hard decisions, \( \hat{s}_{\ell-1} \), generated at the \((\ell - 1)\)th iteration go through a FBE, \( \mathbf{D}_{\ell} \). The outputs from the two equalizers are then combined, and further utilized to generate hard decisions for the \( \ell \)th iteration. Denote \( \mathbf{z}_{\ell} \) as the combiner output:
\[ \mathbf{z}_{\ell} = \mathbf{K}_{\ell}^H \mathbf{x} + \mathbf{D}_{\ell} \hat{s}_{\ell-1}. \]

The key idea of BI-GDFE is to design the FFE and FBE in such a way that the signal component \( \mathbf{s} \) contained in the observation
vector $\mathbf{x}$ is preserved and recovered by the FFE, while the interferences are cancelled out, using the FBE, as much as possible.

Before proceeding to deriving the optimal FFE and FBE for each of the iterations, let us first introduce the concept of IDC.

**Definition 1:** The correlation matrix between transmitted symbol vector, $\mathbf{s}$, and decision symbol vector, $\hat{\mathbf{s}}$, generated at the $i^{th}$ iteration is given by

$$
\mathbb{E}[\mathbf{s}\mathbf{s}^H] = \rho_i \sigma_s^2 \mathbf{I},
$$

where $\rho_i = (1/\sigma_s^2) \mathbb{E}[\mathbf{s}(i)\mathbf{s}^H(i)]$ is referred to as IDC.

The IDC reflects the statistical reliability of the decision-directed symbols as compared to the transmitted symbols when the block size $P$ goes to infinity. Thus it is dependent on the symbol index $i$. Further, the IDC closely relates to the symbol/bit error rate (SER/BER) of the system. For an AWGN channel with QPSK modulation and an SNR of $\gamma_0$, we have that [6],

$$
\rho_i = 1 - 2P_e(\gamma_0)
$$

where $P_e(\gamma_0) = Q(\sqrt{\gamma_0})$ [10] with $Q(u) = (1/\sqrt{2\pi}) \int_u^\infty e^{-t^2/2} dt$. This can be verified as follows. Suppose $s(\mathbf{i}) = (1 + j)$ is transmitted, the probabilities for which $\hat{s}(\mathbf{i}) = (1 + j)$, $\hat{s}(\mathbf{i}) = (-1 + j)$, and $\hat{s}(\mathbf{i}) = (-1 - j)$ are, respectively, equal to $(1 - P_e(\gamma_0))^2$, $P_e(\gamma_0)$, and $P_e(\gamma_0)^2$. Thus (8) follows immediately by considering that $s(\mathbf{i})$ can choose each of the four constellation points ($\pm 1 \pm j$) with equal probability. Note the IDC increases when the SNR increases, and it will be upper-bounded by 1, which happens when all transmitted symbols are correctly recovered ($P_e(\gamma_0) = 0$). Finally, in the receiver design, we wish $\rho_i \rightarrow 1$ when $\ell \rightarrow \infty$ such that $\hat{\mathbf{s}} \rightarrow \mathbf{s}$.

Similar to [6], we make the following assumption:

**AS4)** $\hat{s}(\mathbf{i})$s are zero-mean, iid variables, with equal energy, $\sigma_s^2$.

The iid assumption for the detected symbols is true when all transmitted symbols are correctly estimated, since the transmitted symbols have been assumed to be iid. Here we will analyze the case when the transmitted symbols may not be perfectly estimated when the SNR is not high enough and a practical MMSE receiver is used.

Rigorous proof for this assumption can be derived for large random channels ($P \rightarrow \infty$, $N \rightarrow \infty$ and $P/N \rightarrow \text{constant } \alpha$) using random matrix theory. Without loss of generality, we are interested in the detection of symbols $s(1)$ and $s(2)$. Specifically, from MIMO channel (1), the MMSE equalizer for detecting symbol $s(1)$ is given by

$$
k_1 = \left( \mathbf{H}_1 \mathbf{H}_1^H + \left( \frac{1}{\gamma} \right) \mathbf{I} \right)^{-1} \mathbf{h}_1,
$$

where $\mathbf{H}_1$ is the matrix of $\mathbf{H}$ with the first column deleted; and the output of this equalizer is given by

$$
y(1) = \mathbf{k}_1^H \mathbf{x} = \mathbf{k}_1^H [\mathbf{H}_s + \mathbf{n}].
$$

Similarly, the MMSE equalizer, $\mathbf{k}_2$, and equalization output, $y(2)$, for detecting symbol $s(2)$ can be derived accordingly. Thus the cross-correlation between the equalization outputs, $y(1)$ and $y(2)$, of symbols $s(1)$ and $s(2)$ is given by

$$
r_{12} = \mathbb{E}[y(1)y^*(2)] = \mathbf{k}_1^H \left[ \mathbf{HH}^H + \left( \frac{1}{\gamma} \right) \mathbf{I} \right] \mathbf{k}_2 = \mathbf{h}_1^H \left[ \mathbf{H}_1 \mathbf{H}_1^H + \left( \frac{1}{\gamma} \right) \mathbf{I} \right]^{-1} \left[ \mathbf{HH}^H + \left( \frac{1}{\gamma} \right) \mathbf{I} \right] \times \left[ \mathbf{H}_2 \mathbf{H}_2^H + \left( \frac{1}{\gamma} \right) \mathbf{I} \right]^{-1} \mathbf{h}_2.
$$

In Appendix A, using random matrix theory, we show that the above correlation becomes zero for large random systems. Since the decisions $\hat{s}(1)$ and $\hat{s}(2)$ are based on $y(1)$ and $y(2)$, respectively, we conclude that the decisions are also iid for large random systems.

Similarly, we have the following results for the cross-correlations between the $s(i)$ and $y(k)$

$$
\mathbb{E}[s(i)y^*(k)] = \sigma_s^2 \mathbf{h}_i^H \left( \mathbf{H}_i \mathbf{H}_i^H + \left( \frac{1}{\gamma} \right) \mathbf{I} \right)^{-1} \mathbf{h}_k \rightarrow \sigma_s^2 \beta, i \neq k, \text{ for all } i (12)
$$

$$
\mathbb{E}[s(i)y^*(k)] = \sigma_s^2 \mathbf{h}_i^H \left( \mathbf{H}_k \mathbf{H}_k^H + \left( \frac{1}{\gamma} \right) \mathbf{I} \right)^{-1} \mathbf{h}_k \rightarrow 0, i \neq k, \text{ for } i \neq k. (13)
$$

When the signal dimension is limited, it is in general difficult to prove AS4), however, our simulations (not included here due to space limitation) have shown that the correlations are actually close to zero. This is mainly due to the fact that $\hat{s}(i)$s are the hard decisions of slicer input, rather than the input itself. The following theorem serves as the basis for the theoretical development of this paper.

**Theorem 1:** Consider the MIMO channel model (1), and assume that AS2)-AS4) are true. Let $\mathbf{A}_\ell = \text{diag}(\mathbf{K}_\ell^H \mathbf{H})$, which takes the diagonal elements of $\mathbf{K}_\ell^H \mathbf{H}$, then the optimal FFE and FBE maximizing the SINR at the slicer input at the $i^{th}$ iteration are given by

$$
\mathbf{K}_\ell = \left[ (1 - \gamma^2) \mathbf{H} \mathbf{H}^H + \left( \frac{1}{\gamma} \right) \mathbf{I} \right]^{-1} \mathbf{H}
$$

$$
\mathbf{D}_\ell = \rho_{\ell-1} (\mathbf{A}_\ell - \mathbf{K}_\ell^H \mathbf{H})
$$

and the maximum SINR for the $i^{th}$ symbol of $\mathbf{s}$ is given by

$$
\gamma_i(i) = \frac{\left| \mathbf{A}_\ell(i, i) \right|^2 \sigma_s^2}{\mathbf{R}_{\ell, \ell}(i, i)}
$$
where $X(i,j)$ denotes the element of the matrix $X$ at the $i$th row and $j$th column, and

$$R_{\tilde{\alpha}_\ell} = \sigma^2_n(1 - \rho^2_{\tilde{\alpha}_\ell-1})D_\ell D_\ell^H + \sigma^2_nK^H_\ell K_\ell.$$  \hfill (17)

**Proof:** See Appendix B.

The receiver algorithm based on Theorem 1 is referred to as Algorithm 1. Several comments are in order.

- The diagonal elements of the FBE $D_\ell$ are all zeros, thus the previous decisions, $\hat{s}_{\ell-1}$, are only used for the purpose of interference cancellation, and will not affect the signal components contained at the slicer input $z_\ell$.
- The selection of the IDC coefficients plays a critical role to guarantee the convergence of the iterative algorithm. For the initialization, we set $\rho_0 = 0$, thus the FFE $K_1$ is actually the conventional MMSE equalizer, and there is no feedback available. On the other hand, when the previously made decisions are perfect, the IDC coefficient is 1, thus the FBE cancels out all the interferences, and the FFE becomes SUMF, $(1/\gamma)H$.

Next, we are interested in the relations between the FFEs and FBEs of two different MIMO channels, whose transmitted signal vector and noise vectors are the same, but the channel matrices are related by a unitary matrix. The property of the matrix channel [16] can be utilized.

**Theorem 2:** Consider the following two MIMO channels:

1. CH1: $x_1 = H_0s + n_1$ \hfill (18)
2. CH2: $x_2 = Hs + n_2$. \hfill (19)

Suppose the channel matrix $H$ can be decomposed as: $H = H_0E^H$, where matrix $E$, is a unitary matrix, i.e., $E^HE = I$. We also assume $n_1$ and $n_2$ have same statistics as $n$ in (1). Denote by $K_{\ell,0}$ and $D_{\ell,0}$ the FFE and FBE at the $\ell$th iteration for CH1, and let $A_{\ell,0} = \text{diag}(K_{\ell,0}^HH_0)$. Under the assumptions AS2–AS4), we have the following results.

1) The FFE $K_\ell$ and FBE $D_\ell$ of the MIMO channel CH2 can be represented as

$$K_\ell = K_{\ell,0}E^H$$ \hfill (20)
$$D_\ell = ED_\ell^HE^H + \rho_{\ell-1}(\text{diag}(EK_{\ell,0}^HH_0E^H) - EA_{\ell,0}E^H)$$ \hfill (21)

2) If $H_0$ is a diagonal matrix, and the elements of $E$ are all with the same amplitude, then $K_{\ell,0}$ and $A_{\ell,0} = K_{\ell,0}^HH_0$ are diagonal matrices, and

$$K_{\ell,0}^HH = EA_{\ell,0}E^H, \quad A_{\ell,0} = \text{diag}(K_{\ell,0}^HH_0) = \omega_{\ell,0}I$$ \hfill (22)
$$D_\ell = \rho_{\ell-1}(\omega_{\ell,0}E(\omega_{\ell,0}I - A_{\ell,0})E^H)$$ \hfill (21)
$$R_{\omega_{\ell,0}}(k,k) = \left(\frac{1}{P}\right)\text{Tr}(R_{\omega_{\ell,0}})$$ \hfill (23)

where $\omega_{\ell,0} = (1/P)\text{Tr}(A_{\ell,0})$, and $R_{\omega_{\ell,0}} = \sigma^2_n(1 - \rho^2_{\omega_{\ell-1}})(A_{\ell,0} - \omega_{\ell,0}I)E^HEH + \sigma^2_nK_{\ell,0}K_{\ell,0}^HH$ is a diagonal matrix.

The proof of Theorem 2 is straightforward. According to Theorem 1, for CH1, we have

$$K_{\ell,0} = (1 - \rho^2_{\ell-1})H_0H_0^H + \frac{1}{\gamma}I]^{-1}H_0$$ \hfill (24)
$$D_{\ell,0} = \rho_{\ell-1}(A_{\ell,0} - K_{\ell,0}^HH_0).$$ \hfill (25)

The FFE $K_\ell$ and FBE $D_\ell$ of CH2 shown in Part 1) can be obtained using (14) and (15), by inserting $H = H_0E^H$. The results of Part 2) can be derived as well.

With Theorem 2, we look at an equivalent version of Algorithm 1 using singular value decomposition (SVD). Decompose the channel matrix $H$ using SVD: $H = U\Sigma V^H$, where $U$ is the $N \times N$ matrix of the left singular vectors of $H$, $V$ is the $P \times P$ matrix of the right singular vectors of $H$, and $\Sigma$ is the $N \times P$ singular value matrix of $H$ ($\Sigma(i,i)$, $i = 1, \ldots, \min(P,N)$, are the singular values). According to Theorem 2, the FBE of (14) can be written as: $K_\ell = UF_\ell^HV^H$, where $F_\ell = \left[1 - \rho^2_{\ell-1}\right]\Sigma^H + (1/\gamma)I_{N\times N}$\Sigma. Similarly, the FBE of (15) can be written as

$$D_\ell = \rho_{\ell-1}(A_{\ell,0} - K_{\ell,0}^HH) = \rho_{\ell-1}(\bar{\omega}_{\ell,0}E(\bar{\omega}_{\ell,0}I - K_{\ell,0}^HH) + \rho_{\ell-1}(A_{\ell,0} - \bar{\omega}_{\ell,0}I)$$ \hfill (26)

where $\bar{\omega}_{\ell,0} = (1/P)\text{Tr}(K_{\ell,0}^HH)$. Substituting $K_\ell = UF_\ell^HV^H$ into (26) and using the SVD of $H$ yield $D_\ell = VB_\ell^HV^H + \Theta_\ell$, where $B_\ell = \rho_{\ell-1}(\bar{\omega}_{\ell,0}I - F_\ell^H\Sigma)$ and $\Theta_\ell = \rho_{\ell-1}(A_{\ell,0} - \bar{\omega}_{\ell,0}I)$. Therefore, the input signal to the slicer is given by

$$z_\ell = VF_\ell^HU^Hx + (VB_\ell^HV^H + \Theta_\ell)s_{\ell-1}$$
$$= V(F_\ell^HU^Hx + B_\ell V^H s_{\ell-1}) + \Theta_\ell s_{\ell-1}. $$ \hfill (27)

From these derivations, the block diagram of the equivalent receiver is shown in Fig. 2. The receiver algorithm based on the above derivation is referred to as Algorithm 2.

Finally, a simplified BI-GDFE is illustrated in Fig. 3. Compared to Fig. 2, there is no $\Theta_\ell$ branch in Fig. 3. The performance comparison for different BI-GDFEs shown in Figs. 2 and 3 will be given in Section VII.

**IV. IDC SELECTION**

The convergence of the proposed iterative receiver is very sensitive to the selection of the IDC coefficient $\rho_{\ell-1}$. If the
signal dimension $P$ is infinity, the IDC coefficient can be calculated based on the output SINR using Gaussian approximation [5], [6]. In practice, the signal dimension is usually finite and possibly small, thus we have to design our receiver by replacing $\rho_{-1}$ with $(1/P) \sum_k s(k) \delta_{-1}(k)$, which is the arithmetic mean of $s(k) \delta_{-1}(k)$. Unfortunately, this arithmetic mean is unavailable since the transmitted symbols are not known. Further, no matter the equalized SINRs for different detected symbols are identical or not, the IDC $\rho_{-1}$ estimated through arithmetic mean will fluctuate from one block of transmitted symbols to another block, since the realizations of the noise are different, and in fact, this fluctuation increases when the signal dimension $P$ decreases. Therefore, it is desirable to design the IDC such that the proposed BI-GDFE receiver can work for systems with finite signal dimension and unequal equalized SINRs.

Let us look at the noise-plus-interference covariance (NIC) matrix (47) given in Appendix B, and choose $D_k = -\hat{\rho}_{-1} C_k$, where $\hat{\rho}_{-1}$ is the selected IDC, which may be different from the true IDC $\rho_{-1}$ calculated with arithmetic mean. Because of the mismatch, the resultant NIC matrix is given by

$$\hat{R}_k = \sigma_n^2 (1 - \rho_{-1}^2) C_k C_k^H + \sigma_n^2 (\rho_{-1} - \rho_{-1})^2 C_k C_k^H$$

Step 2:Search the minimum IDC coefficient, $\rho_{\text{min}}(\Gamma, P)$, from the $S$ realizations. This minimum is actually the worst case IDC.

Step 4: Calculating the average between the mean IDC and minimum IDC, yields $\rho(\Gamma, P) = (1/2)(\bar{\rho}(\Gamma, P) + \rho_{\text{min}}(\Gamma, P))$, which serves as the IDC value for the $(\Gamma, P)$ pair. This value will be used in BI-GDFE when the signal dimension is $P$, and output average SINR is $\Gamma$.

Step 5: Vary the $(\Gamma, P)$ pair to obtain the IDC versus SNR/signal dimension curves.

Selecting the IDC as the average of the minimum and the mean of the simulated correlations, makes a tradeoff between convergence speed and guarantee of convergence. A lookup table can be generated based on the measured curves, and when the systems have identical equalized SINRs, the checked value can be applied directly. For systems with unequal equalized SINRs, two procedures can be applied. One is to use the geometric mean of the SINRs of the detected symbols. In this case, the calculation of geometric mean can be very expensive. The
other solution is to use the average SINR, defined as the ratio between the average signal power to the average interference plus noise power. This method simplifies the calculations significantly.

V. SUBOPTIMAL BI-GDFE

The complexity of the BI-GDFE receiver includes two parts: pre-processing complexity for calculating the weights, and on-line processing complexity for recovering the $P$ symbols. For block fading channels, the equalizer weights can be utilized for the whole packet of say $Q$ blocks, each requiring separate iterations for on-line processing. Here, we compare the complexity of Algorithm 1 and Algorithm 2 assuming $P = N$.

For Algorithm 1, the pre-processing for each iteration consists of the calculation of $K_{\ell}$, $D_{\ell}$ and $\gamma_{\ell}$. Specifically, the computation of $K_{\ell}$ requires $\mu_{1} P^{3}$ complex multiplications (CMs), where $\mu_{1}$ is a scaling factor depending on the algorithm used for matrix inversion. The computation of $D_{\ell}$ and $\gamma_{\ell}$ requires $P^{3}$ CMs. For on-line processing, each iteration consists of $2P^{2}$ CMs. So, if $L$ iterations are required, the number of required CMs for one packet of $Q$ blocks is $L(\mu_{1} + 1)P^{3} + 2LQP^{2}$.

For Algorithm 2, the pre-processing consists of one time SVD calculation for channel matrix $H$, which requires $\mu_{2} P^{3}$ CMs. The calculation of $F_{\ell}$, $B_{\ell}$, $\Theta_{\ell}$ and $\gamma_{\ell}$ involves with $P^{3}$ CMs (mainly due to the calculation of SINR $\gamma_{\ell}$). For on-line processing, each iteration involves $2P^{2} + 3P^{2}$ CMs. So, if $L$ iterations are required, the number of required CMs for one packet of $Q$ blocks is $\mu_{2} P^{3} + LP^{3} + 2LQ P^{2} + 3LQP$.

Table I shows the complexity comparison for the two algorithms for different number $L$ of required iterations with $Q = 10$, $P = 100$, and assuming $\mu_{1} = 1$ and $\mu_{2} = 6$. It is seen that if the number of required iterations $L$ is small, then Algorithm 1 is simpler than Algorithm 2; however, if the number of required iterations is large, Algorithm 2 is more computationally efficient.

The calculation of matrix inversion or SVD can be simplified using say reduced rank approximation methods [21], [22]. In both algorithms, it is noted that the calculation of equalized SINR $\gamma_{\ell}$ occupies a very heavy complexity load, especially when the number $L$ of iterations is large. In order to simplify the calculations, for Algorithm 2, we approximate the SINR for the $\ell$th iteration as follows:

$$\gamma_{\ell} = \frac{\sigma_{2}^{2}}{(1 - \rho^{2}_{\ell-1}) \text{Tr} \left( I_{N} \right) + \frac{1}{\gamma_{\ell}} \text{Tr} \left( F_{\ell}^{H} F_{\ell} \right)}.$$  

(31)

Since both $F_{\ell}$ and $B_{\ell}$ are diagonal matrices, the calculation of $\gamma_{\ell}$ requires only $2N$ CMs.

To alleviate the requirement of calculating the SINR and of determining the IDC, we further propose a fixed IDC selection method, which chooses a fixed set of IDCs for the BI-GDFE algorithm. By using iterations, the decisions are getting more and more reliable, thus an increasing IDC with respect to the iteration numbers will be selected, and the upper bound of the IDC is 1. The performance of this fixed IDC selection will also be evaluated in the simulations.

VI. ASYMPTOTIC PERFORMANCE ANALYSIS

In this section, we study the asymptotic performance of the proposed BI-GDFE receiver for random MIMO channels, assuming that $P \to \infty$, $N \to \infty$, and $P/N \to \alpha$, where $\alpha$ is a fixed constant, and can be greater than one. First, let us introduce the asymptotic results for the SINR of the conventional MMSE receiver. For that, we modify the assumptions AS1) and AS2) as follows.

AS1(m) In AS1), we further assume that $h_{i,k}$ is iid for all $i$'s and $k$'s.

AS2(m) The received power for user $i$ is denoted as $p_{i}$.

Note we add the iid assumption to the channel coefficients in AS1(m), but relax the received powers to be possibly unequal in AS2(m). With the assumptions AS1(m), AS2(m), and AS3), the MMSE weight for recovering user $1$ is given by

$$k_{1} = \left( H_{1} G_{1} H_{1}^{H} + \frac{1}{\gamma} I \right)^{-1} h_{1}$$  

(32)

where $G_{1} = \text{diag}(p_{2}, \ldots, p_{P})$. Please note $p$ denotes the power, the subscript $p$ here is the signal dimension, or number of users. The SINR of the MMSE receiver for recovering user 1 is represented as

$$\beta^{(N)} = p_{1} h_{1}^{H} \left( H_{1} G_{1} H_{1}^{H} + \frac{1}{\gamma_{1}} I \right)^{-1} h_{1}. \quad \text{(33)}$$

While the MMSE weights are dependent on the (random) channel coefficients, according to [11], [12], when $P \to \infty$, $N \to \infty$, and $P/N \to \alpha$, the SINR of the MMSE equalization output converges to a fixed value, which depends on the limiting power distribution of the interferers only.

Proposition 1 [11]: Consider the MIMO channel (1). Under assumptions AS1(m), AS2(m), and AS3), and suppose the empirical distribution function of $G_{1}$ converges to a probability distribution function $F_{p}(x)$, then the SINR $\beta^{(N)}$ converges to $\beta^{*}$ in probability as $P \to \infty$, $N \to \infty$, and $P/N \to \alpha$, where $\beta^{*}$ is the positive solution (which is unique) to

$$\beta^{*} = \frac{1}{\alpha^{*}} + \frac{P_{1}}{\alpha^{*} \rho_{p} + \rho_{p}^{2}} dF_{p}(x). \quad \text{(34)}$$

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complex Multiplications (CMs)</th>
<th>$L = 4$</th>
<th>$L = 6$</th>
<th>$L = 30$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>$L(\mu_{1} + 1)P^{3} + 2LQ P^{2}$</td>
<td>$8.8 \times 10^{6}$</td>
<td>$1.3 \times 10^{6}$</td>
<td>$6.6 \times 10^{7}$</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>$(\mu_{2} + L)P^{3} + 2LQ P^{2} + 3LQP$</td>
<td>$1.0 \times 10^{7}$</td>
<td>$1.3 \times 10^{6}$</td>
<td>$4.2 \times 10^{7}$</td>
</tr>
</tbody>
</table>
In general, there is no explicit solution for the SINR $\hat{\beta}_\gamma$ in (34). However, when all users (data streams) have received the same SNR, $\gamma$, the limiting SINR has a simple expression, which is described by the following proposition [11], [12].

**Proposition 2:** Consider the MIMO channel model (1). Under assumptions AS1m), AS2m), and AS3), the SINR $\beta^{(N)}_\gamma(\gamma) = h^H_1(h_1^H h_1^H + (1/\gamma) I)^{-1} h_1$ of the MMSE receiver converges to $\beta^*_\gamma(\gamma)$ in probability as $P \to \infty$, $N \to \infty$, and $P/N \to \alpha$, where $\beta^*_\gamma(\gamma)$ is given by

$$\beta^*_\gamma(\gamma) = \frac{1}{2} \left[ \frac{(1-\alpha)(1-\rho^*_f-1)\gamma}{2} - \frac{1}{2} \right] + \sqrt{\frac{(1-\alpha)^2\gamma^2 + \frac{1}{2}}{4} + \frac{1}{2}}.$$

(35)

For the limiting case, we have proved that AS4) is almost surely true. Thus, the solutions derived in Theorem 1 are exact. We are now ready to introduce the main results for the limiting SINRs of the proposed BI-GDFE receiver when all users are with equal power.

**Theorem 3:** Consider the MIMO channel model (1). Under the assumptions AS1m), AS2m), and AS3), the SINR $\beta^{(N)}_\gamma(\gamma)$ of any user using BI-GDFE receiver at the $f$th iteration converges to $\beta^*_\gamma(\gamma)$ in probability as $P \to \infty$, $N \to \infty$, and $P/N \to \alpha$, where $\beta^*_\gamma(\gamma)$ is given by

$$\beta^*_\gamma(\gamma) = \frac{1}{1-\rho^*_f} \left[ \frac{(1-\alpha)(1-\rho^*_f-1)\gamma}{2} - \frac{1}{2} \right] + \sqrt{\frac{(1-\alpha)^2(1-\rho^*_f-1)^2\gamma^2 + \frac{1}{2}}{4} + \frac{1}{2}}.$$

(36)

for $\rho^*_f < 1$, and $\beta^*_\gamma(\gamma) = \gamma$ for $\rho^*_f = 1$.

**Proof:** According to (48), the output SINR of user $i$ using BI-GDFE receiver at the $f$th iteration is

$$\beta^{(N)}_f(\gamma) = \frac{|k_i^H h_k|^2}{(1-\rho^*_f-1) \sum_{j \neq k} |k_j^H h_j|^2 + \frac{(1/\gamma)}{\gamma} ||k_i||^2}$$

(37)

$$= \frac{1}{(1-\rho^*_f-1) \sum_{j \neq k} |k_j^H h_j|^2 + \frac{(1/\gamma)}{\gamma(1-\rho^*_f-1)} ||k_i||^2}.$$

(38)

The second multiplicative component of the right-hand side (RHS) of (38) is the output SINR of the conventional MMSE receiver for channel model (1) with receive SNR $\gamma = \gamma(1-\rho^*_f)$, or we can write $\beta^{(N)}_f(\gamma) = (1/(1-\rho^*_f)) \beta^{(N)}_f(\gamma)$. Thus as $P \to \infty$, $N \to \infty$, and $P/N \to \alpha$, $\beta^{(N)}_f(\gamma)$ converges to

$$\beta^*_\gamma(\gamma) = \frac{1}{1-\rho^*_f}\beta^*_\gamma(\gamma).$$

(39)

Equation (36) can be obtained by inserting (35) into (39).

Theorem 3 tells us that the limiting SINRs for all users/data streams are equal. Thus, the statistical reliability $\rho^*_f$ can be computed exactly, using (8) for QPSK modulation. The updates from $\beta^*_f$ to $\rho^*_f$, and then from $\rho^*_f$ to $\beta^*_f$ will push $\beta^*_f$ to increase gradually. The upper-bound $\gamma$ can be reached when the IDC becomes 1. This means that the received SNR will serve as the upper-bound for the SINR of the BI-GDFE receiver, and if this upper-bound is achievable, all transmitted symbols are completely decoupled without any loss.

**VII. COMPUTER SIMULATIONS**

We compare the proposed iterative receiver with the conventional MMSE receiver, which also provides the initial FFE for the proposed receiver. Due to the large signal dimensions, we are unable to provide the ML bound for those systems. Thus, the single user MFB is used to serve as the lower-bound for assessing the effectiveness of the proposed receiver. The single user MFB is derived assuming that the interferences have been completely cancelled out and the desired signals have been coherently combined.

The IDC coefficients are first shown in Fig. 4 for different block sizes and input SNRs. These curves are derived using the method presented in Section IV with 2000 Monte Carlo runs for each pair of SNR and block size. It is noted that with the increase of the block size, the equalized SINRs and thus the IDCs become less fluctuated, thus, a larger IDC coefficient can be applied in designing the FBE and FFE as compared to the case with a smaller block size. For the limiting case, the IDC is exactly derived using (8).

**A. Random MIMO Systems**

We first simulate the large random MIMO systems with $P = N = 100$. Each element of the MIMO channel follows zero mean, unit variance circularly symmetric complex Gaussian (CSCG) distribution. This situation represents frequency-flat synchronous CDMA uplink with random spreading codes, or MIMO antenna systems with large antenna sizes. While the latter looks like not so realistic, if we really can build a $100 \times 100$ MIMO antenna systems, the uncoded data rate can be as high as 4 Gbits/s when a bandwidth of 20 MHz is utilized.

**Fixed IDC Selection:** The IDC coefficients are selected as follows: $[\rho_1, \ldots, \rho_4] = [0.95, 0.95, 0.99, 0.999]$. This IDC...
Fig. 5. Performance of random MIMO systems with fixed IDC. (a) $100 \times 100$, BI-GDFE. (b) $100 \times 100$, suboptimal BI-GDFE.

Fig. 6. Performance of BI-GDFE for $100 \times 100$ random MIMO systems with dynamic IDC selection.

Dynamic IDC Selection: Fig. 6 shows the BER versus SNR results for $100 \times 100$ MIMO antenna system using dynamic IDC selection based on the IDC curves shown in Fig. 4 where the input SNR is the equalized SINR calculated with (48). It is seen that the proposed scheme achieves dramatic performance improvement over the conventional MMSE receiver, and there is a slight performance loss for the suboptimal BI-GDFE.

Dynamic IDC Selection: Fig. 6 shows the BER versus SNR results for $100 \times 100$ MIMO antenna system using dynamic IDC selection based on the IDC curves shown in Fig. 4 where the input SNR is the equalized SINR calculated with (48). It is seen that the proposed scheme achieves dramatic performance improvement over the conventional MMSE receiver, and there is a slight performance loss for the suboptimal BI-GDFE.

Dynamic IDC Selection: Fig. 6 shows the BER versus SNR results for $100 \times 100$ MIMO antenna system using dynamic IDC selection based on the IDC curves shown in Fig. 4 where the input SNR is the equalized SINR calculated with (48). It is seen that the proposed scheme achieves dramatic performance improvement over the conventional MMSE receiver, and there is a slight performance loss for the suboptimal BI-GDFE.

We point out that the fixed IDC values are selected based on a try-and-compare basis, and they are almost the best we can have so far for QPSK modulation. However, in the low SNR region, these values seem to be not so good since the BER for the fourth iteration is worse than that for the third iteration when the SNR is lower than 8 dB. In other words, this set of values may be close to the optimum for SNR values around 12 dB, but may not be good for low SNRs. However, using dynamic IDC selection, we can generally achieve decreased BERs with the iterations, and the price we have to pay is the increased complexity to calculate the SINRs for each iterations, and to find out the IDCs for the calculated SINRs.

To further evaluate the importance of using dynamic IDC selection for small block size, Fig. 7 compares the dynamic IDC method and the IDC method of [6], which is based on (8), for $32 \times 32$ antenna systems. It is seen that if the theoretical values designed for limiting case are utilized, the achievable performance after six iterations is still far from the MFB. However, the proposed IDC selection method makes the achievable performance just about 2 dB away the MFB for the SNR region we are concerned here. Thus the superiority of the new method over the method proposed in [6] is obvious. In this simulation, we have also simulated the MMSE-based VBLAST receiver, whose performance stays between the conventional MMSE receiver and one iteration BI-GDFE receiver.

B. Asymptotic Performance

We now look at the asymptotic performance of the proposed BI-GDFE receiver when applied to large random systems, when $P \to \infty, N \to \infty$ with $P/N \to \alpha$. Note the limiting traffic load $\alpha$ can be greater than 1 for random channels. Fig. 8 illustrates the asymptotic BER performance of the proposed BI-GDFE for each of the iterations with different traffic load $\alpha$s. Here QPSK modulation is used, and the single user MFB is equal to the
single user AWGN bound (when \( N \to \infty \), and all interferences are perfectly cancelled out, the SINR of the matched-filter output is the same as the received SNR, which provides the single user AWGN bound). In each figure, the upper-most curve is the BER-SNR curve for the conventional MMSE receiver. The lower-most curve is the BER-SNR curve for the single user AWGN bound. The other curves are the BER-SNR performance curves of the proposed BI-GDFE receiver for each of the iteration, with the increase of the iteration, the BER gets lower and lower but bounded by the AWGN bound.

It is seen that, for \( \alpha \leq 1 \), four iterations are sufficient for the BI-GDFE to converge to the AWGN bound when the received SNR \( \gamma \geq 10 \text{ dB} \). When \( \alpha \) increases, more iterations are needed to make the algorithm converge. For \( 1 \leq \alpha \leq 2 \), we still observe the convergence to the AWGN bound for \( \gamma \geq 10 \text{ dB} \). For \( \alpha \) as high as 2.66, the convergence can still be observed, but the SNR region for the convergence is above 22 dB. It is also seen that when \( \alpha \) increases, the BI-GDFE receiver converges very slowly for initial part of the iterations, but after a threshold number, it can converge to the bound very quickly.

Finally, to show the convergence of the output SINR to the received SNR, the dynamics of the SINRs of the proposed BI-GDFE are illustrated in Fig. 9 for \( \alpha = 1 \). It is seen that the equalization output SINRs converge to the receive SNRs after 4 iterations when received SNR, \( \gamma \), is greater than or equal to 10 dB. Note the “\( \rightarrow \)” shown in Fig. 9 denotes the direction of iteration increase.

C. Random MIMO Systems With \( P/N > 1 \)

In the asymptotic results, we have seen that the proposed receiver also works for the case \( P/N > 1 \). Here, we presented the results for limited MIMO dimensions \( P = 100 \) and \( N = 90 \). As seen in Fig. 10, significant gain is achievable using the proposed BI-GDFE receiver as compared to the conventional MMSE receiver.

D. MIMO-SCCP Systems for Frequency Selective Channels

To evaluate the performance of the proposed receiver for frequency selective channels, we provide the results for MIMO-SCCP systems. The MIMO system has two transmitters and two receivers, and the block size for SCCP is \( N_c = 64 \). Fig. 11 shows the BER curves for the conventional MMSE receiver, the proposed BI-GDFE receiver with different iterations and the single user MFB. Here the results are derived assuming that the frequency domain channel responses are uncorrelated. However, similar results can be obtained even when they are correlated, which is the case when the multipath components are not so rich. Again, the convergence of the BI-GDFE receiver to the MFB is observed for an SNR of around 12 dB.

VIII. CONCLUSION

In this paper, we have proposed a BI-GDFE receiver to iteratively and simultaneously (but not jointly) detect the transmitted symbols for large MIMO systems. By exploiting the input-decision correlation, a measure on the reliability of the earlier-made decisions, we design the feed-forward equalizers and feedback equalizers in such a way that maximized SINR is achieved in each iteration. Novel implementations are also proposed to simplify the receiver complexity drastically using singular value decomposition. The asymptotic performance of the proposed receiver is analyzed and evaluated through numerical results. Finally, computer simulations are presented to illustrate the effectiveness of the proposed receiver for MIMO channels with finite dimensions. It is illustrated that for random MIMO channels, the proposed BI-GDFE achieves the single user MFB within a few iterations.
Fig. 8. Asymptotic performance for BI-GDFE with: (a) $\alpha = 0.5$, 2 iterations. (b) $\alpha = 1$, 4 iterations. (c) $\alpha = 1.5$, 10 iterations. (d) $\alpha = 2$, 30 iterations. (e) $\alpha = 2.5$, 50 iterations. (f) $\alpha = 2.66$, 80 iterations.
when using random matrix theory. First, with $\mathbf{H}$ denoting the matrix $\mathbf{H}$, it follows from Fig. 11. Performance of MIMO-SCCP systems using different receivers.

\begin{equation}
\gamma_{12} = h_1^H \left[ H_1 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} \left[ H H^H + \left( \frac{1}{\gamma} \right) I \right] \times \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \\
= h_1^H \left[ H_1 H_2^H + \left( \frac{2}{\gamma} \right) I \right]^{-1} h_2 \\
+ h_1^H [H_1 H_1^H + \sigma^2 I]^{-1} h_1 H_2 [H_2 H_2^H + \sigma^2 I]^{-1} h_2.
\end{equation}

Using matrix inversion lemma, we notice
\begin{equation}
\begin{aligned}
&h_1^H \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \\
= \frac{1}{1 + h_1^H [H_1 H_2^H + \left( \frac{1}{\gamma} \right) I]^{-1} h_1} \\
\cdot h_1^H \left[ H_1 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2
\end{aligned}
\end{equation}

where $H_{12}$ denotes the matrix $H$ with first and second columns being deleted. Thus, we have
\begin{equation}
\begin{aligned}
E \left[ h_1^H \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \right] \\
\leq E \left[ h_1^H \left[ H_{12} H_{12}^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \right] \\
= E \left[ \text{tr} \left[ H_{12} H_{12}^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_1 h_1^H \right] \\
= \frac{1}{N^2} E \left[ \text{tr} \left[ H_{12} H_{12}^H + \left( \frac{1}{\gamma} \right) I \right]^{-2} \right] \leq \frac{1}{N^2 \gamma^2}
\end{aligned}
\end{equation}

which implies that, when $N \to \infty$
\begin{equation}
h_1^H \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \to 0, \quad i.p.
\end{equation}

where i.p. means “convergence in probability.” On the other hand, according to [17], [22]
\begin{equation}
h_1^H \left[ H_1 H_1^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_1 \to \int \frac{1}{x + \left( \frac{1}{\gamma} \right) I} dF_\alpha(x), \quad i.p.
\end{equation}

where $F_\alpha(x)$ is the limiting distribution of the empirical eigenvalue distribution function of random matrix $H H^H$. It follows that
\begin{equation}
\begin{aligned}
h_1^H \left[ H_1 H_1^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_1 h_1^H \\
\times \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \to 0, \quad i.p.
\end{aligned}
\end{equation}

Consequently, we have $\gamma_{12} \to 0$ in probability.

**APPENDIX A**

We look at the limiting correlation $\gamma_{12}$ when $P \to \infty$, $N \to \infty$ with $P/N \to$ constant $\alpha$ using random matrix theory. First, use the definition of $H_1$, we have $H H^H = H_1 H_1^H + h_1 h_1^H$. Thus, according to (11),

\begin{equation}
\gamma_{12} = h_1^H \left[ H_1 H_1^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} \left[ H H^H + \left( \frac{1}{\gamma} \right) I \right] \\
\times \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \\
= h_1^H \left[ H_1 H_1^H + \sigma^2 I \right]^{-1} h_2 \\
+ h_1^H [H_1 H_1^H + \sigma^2 I]^{-1} h_1 H_2 [H_2 H_2^H + \sigma^2 I]^{-1} h_2.
\end{equation}

Using matrix inversion lemma, we notice
\begin{equation}
\begin{aligned}
&h_1^H \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \\
= \frac{1}{1 + h_1^H [H_1 H_2^H + \left( \frac{1}{\gamma} \right) I]^{-1} h_1} \\
\cdot h_1^H \left[ H_1 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2
\end{aligned}
\end{equation}

where $H_{12}$ denotes the matrix $H$ with first and second columns being deleted. Thus, we have
\begin{equation}
\begin{aligned}
E \left[ h_1^H \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \right] \\
\leq E \left[ h_1^H \left[ H_{12} H_{12}^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \right] \\
= E \left[ \text{tr} \left[ H_{12} H_{12}^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_1 h_1^H \right] \\
= \frac{1}{N^2} E \left[ \text{tr} \left[ H_{12} H_{12}^H + \left( \frac{1}{\gamma} \right) I \right]^{-2} \right] \leq \frac{1}{N^2 \gamma^2}
\end{aligned}
\end{equation}

which implies that, when $N \to \infty$
\begin{equation}
h_1^H \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \to 0, \quad i.p.
\end{equation}

where i.p. means “convergence in probability.” On the other hand, according to [17], [22]
\begin{equation}
h_1^H \left[ H_1 H_1^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_1 \to \int \frac{1}{x + \left( \frac{1}{\gamma} \right) I} dF_\alpha(x), \quad i.p.
\end{equation}

where $F_\alpha(x)$ is the limiting distribution of the empirical eigenvalue distribution function of random matrix $H H^H$. It follows that
\begin{equation}
\begin{aligned}
h_1^H \left[ H_1 H_1^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_1 h_1^H \\
\times \left[ H_2 H_2^H + \left( \frac{1}{\gamma} \right) I \right]^{-1} h_2 \to 0, \quad i.p.
\end{aligned}
\end{equation}

Consequently, we have $\gamma_{12} \to 0$ in probability.
APPENDIX B

PROOF OF THEOREM 1

The input signal to the slicer at the $i$th iteration is $z_\ell = K_{i\ell}^H x + D_\ell \hat{s}_{\ell-1}$. Setting $A_\ell = \text{diag}(K_{i\ell}^H)$, and noting that $x = H s + n$, $z_\ell$ can be written as

$$z_\ell = A_\ell s + (K_{i\ell}^H - A_\ell) s + D_\ell \hat{s}_{\ell-1} + K_{i\ell}^H n.$$  \hfill (46)

Let $C_\ell = K_{i\ell}^H - A_\ell$, and $\hat{n}_\ell = C_\ell s + D_\ell \hat{s}_{\ell-1} + K_{i\ell}^H n$. Then it can be shown that

$$R_{\hat{n}_\ell} = E[\hat{n}_\ell \hat{n}_\ell^H] = \sigma_n^2 (1 - \rho_{\ell-1}^2) C_\ell C_\ell^H + \sigma_n^2 (\rho_{\ell-1} C_\ell + D_\ell) (\rho_{\ell-1} C_\ell + D_\ell)^H + \sigma_n^2 K_{i\ell}^H K_{i\ell}. \hfill (47)$$

In deriving (47), we have used the facts/assumptions that

$$E[ss^H] = \sigma_n^2 I, \quad E[ss_{\ell-1}^H] = \rho_{\ell-1} \sigma_n^2 I, \quad \text{and} \quad E[s_{\ell-1} s_{\ell-1}^H] = \sigma_n^2 I. \hfill$$

The SINR for the $i$th symbol is then given by

$$\gamma_i(\hat{s}_i) = \frac{||A_\ell i ||^2 \sigma_n^2}{R_{\hat{n}_\ell}(i, i)}. \hfill (48)$$

Recall that our objective is to preserve the signal component using the FFE, and to cancel out the interference using the FBE as much as possible. In (47), the middle term of the RHS is nonnegative, thus to minimize the effect from both interference and noise, we have to choose

$$D_\ell = -\rho_{\ell-1} C_\ell = \rho_{\ell-1} (A_\ell - K_{i\ell}^H). \hfill (49)$$

In this case, the middle term of the RHS of (47) becomes zero matrix, thus SINR for the $i$th detected symbol is given by

$$\gamma_i(\hat{s}_i) = \frac{||k_{i\ell}^H h_{i\ell}||^2}{(1 - \rho_{\ell-1}^2) \sum_{j \neq i} ||k_{i\ell}^H h_{i\ell}||^2 + \left(\frac{1}{N}\right) ||k_{i\ell}^H||^2}. \hfill (50)$$

where $k_{i\ell}$ is the $i$th column of $K_{i\ell}$. Intuitively, the FBE cancels out all interferences using the decision-directed symbols, if they are all perfectly detected. The equalized SINR shown in (50) can also be achieved through an equivalent $N$-input $N$ output channel model given by

$$x = h_{i\ell} \hat{s}(i) + \sqrt{1 - \rho_{\ell-1}^2} \sum_{j \neq i} h_{i\ell} s(j) + n. \hfill (51)$$

The MMSE receiver to maximize $\gamma_i(\hat{s}_i)$ of (50) is given by

$$k_{i\ell} = \left[ h_{i\ell} h_{i\ell}^H + (1 - \rho_{\ell-1}^2) \sum_{j \neq i} h_{i\ell} h_{i\ell}^H + \left(\frac{1}{N}\right) I \right]^{-1} h_{i\ell}. \hfill (52)$$

The unbiased estimate of $s(i)$ can be derived by multiplying the equalization output with a scaling factor, $\gamma_i(\hat{s}_i)/(\gamma_i(\hat{s}_i) - 1) \hfill [15]$. Applying the equalizer (52) and the scaling, the output can then be utilized for hard decisions for any type of modulations. If the SINR maximization is of interest, we can choose

$$K_{i\ell} = \left[ (1 - \rho_{\ell-1}^2) H H^H + \left(\frac{1}{N}\right) I \right]^{-1} H. \hfill (53)$$

This is based on the fact that SINR maximization is independent of the weight norms (as long as they are nonzero). Note that for constant-modulus modulations, hard decisions can be made by equalizing $x$ using (53) only. Finally, the equalized SINRs for each symbol at the slicer input can be calculated by inserting (49) and (53) into (48). This concludes the proof.
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