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ORDER OF CONVERGENCE ESTIMATES FOR AN EULER IMPLICIT, MIXED FINITE ELEMENT DISCRETIZATION OF RICHARDS’ EQUATION∗

FLORIN RADU†, IULIU SORIN POP‡, AND PETER KNABNER†

Abstract. We analyze a discretization method for a class of degenerate parabolic problems that includes the Richards’ equation. This analysis applies to the pressure-based formulation and considers both variably and fully saturated regimes. To overcome the difficulties posed by the lack in regularity, we first apply the Kirchhoff transformation and then integrate the resulting equation in time. We state a conformal and a mixed variational formulation and prove their equivalence. This will be the underlying idea of our technique to get error estimates.

A regularization approach is combined with the Euler implicit scheme to achieve the time discretization. Again, equivalence between the two formulations is demonstrated for the semidiscrete case. The lowest order Raviart–Thomas mixed finite elements are employed for the discretization in space. Error estimates are obtained, showing that the scheme is convergent.
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1. Introduction. A commonly accepted mathematical model of water flow in porous media is the Richards’ equation, a nonlinear, possibly degenerate, parabolic differential equation. In the pressure formulation, Richards’ equation [5] is expressed as

\begin{equation}
\partial_t \Theta(\psi) - \nabla \cdot K(\Theta) \nabla (\psi + z) = 0,
\end{equation}

where \( \psi \) is the pressure head, \( \Theta \) the saturation, \( K \) the conductivity, and \( z \) the height against the gravitational direction. The equation (1.1) models the flow of a wetting fluid (water) in a porous media in the presence of a nonwetting fluid (air) supposed to be at constant pressure, 0. In the saturated region (where only water is present) we have \( \psi \geq 0 \), while \( \psi < 0 \) in the unsaturated domain. Different functional dependencies (retention curves) between \( \psi, K \) and \( \Theta \) are proposed in the literature. These are provided essentially by soil particularities and allow reducing all the unknowns in the above equation to a single one. Here we are interested in both partially saturated and saturated flow, therefore we retain the pressure \( \psi \) as primary unknown.

As suggested in [1], applying the Kirchhoff transformation

\begin{equation}
K : \mathbb{R} \longrightarrow \mathbb{R}, \quad \psi \longmapsto \int_0^\psi K(\Theta(s)) \, ds
\end{equation}
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leads to unknowns that are more regular. Since $K(\Theta(s))$ is positive, this transformation can be inverted and equation (1.1) can be rewritten in terms of a new variable, $u := K(\psi)$. Now defining

\begin{equation}
    b(u) := \Theta \circ K^{-1}(u),
    
k(b(u)) := K \circ \Theta \circ K^{-1}(u)
\end{equation}

and letting $e_z$ denote the vertical unit vector, (1.1) becomes

\begin{equation}
    \partial_t b(u) - \nabla \cdot (\nabla u + k(b(u)) e_z) = 0 \quad \text{in} \quad (0,T] \times \Omega.
\end{equation}

By the above transformation, diffusion becomes linear in equation (1.1). However, the problem may still remain degenerate, leading to solutions lacking regularity. Since this equation models important practical problems, several papers are dealing with analysis and numerical methods for it. Euler methods are often employed for the discretization in time. Adaptive time stepping is studied in [25], [14], or [28]. In case of an implicit discretization, iterative methods are considered (see, for example, [16], [8], whose method was already proposed in [12] and used also in [15], and [14]).

For the spatial discretization, mixed finite elements or finite volumes provide a good approximation of the solution [17], [4], [6], [10]. The most comprehensive algorithmic approach has been presented in the thesis [25], where hybrid mixed finite elements and an implicit Euler discretization are used. The set of nonlinear equations is solved by a Newton/multigrid method, while time and space adaptive strategies are constructed on the basis of rigorous error indicators. However, most of the authors are mainly interested in computational aspects and less concerned with rigorous convergence results. With respect to this last aspect we mention [2], where a model nonlinear, degenerate, advection-diffusion equation is considered. Through time integration a mixed variational formulation respecting the known minimal regularity of the solution is obtained. Raviart–Thomas lowest order finite elements are used. A priori error estimates are derived for the time integral of the flux and for the saturation. The estimates are optimal for the semidiscrete (continuous in time), noncomputable scheme. In the degenerate case, an explicit order of convergence for the fully discrete scheme can be deduced only by assuming extra (nonrealistic) regularity for the solution. Using similar techniques, [26] proved also some a priori error estimates for a mixed finite element discretization of Richards’ equation. Unfortunately, again an explicit order of convergence for the scheme can be derived only in the nondegenerate case. Another important paper is [21], which deals with a class of multidimensional degenerate parabolic equations, including Richards’ equation. A fully discrete scheme based on $C^0$ piecewise linear finite elements in space and a semi-implicit discretization in time is proposed and analyzed. An explicit order of convergence $(r^{1/2} + h)$ is proved. The techniques used here to cope with degenerate parabolic equations, which have been not used so far for discretizations based on mixed finite element method, will permit us to extend the results in [2] to the general, degenerate case. As in [26], error bounds for the time integral of the pressure will be also derived. We note also the recent paper [29], where the techniques from [2] are used for the numerical analysis of an expanded mixed finite element discretization of the Richards’ equation. Also employed here are the Raviart–Thomas lowest order finite elements. Convergence rates depending on the Hölder continuity of the capacity term are derived for the entire regime of fully saturated to fully unsaturated flow. Nevertheless, the expanded mixed finite element method is not equivalent with the standard mixed finite element method and their results cannot be simply transferred to our method. Finally, we
mention also [10] (where convergence of an implicit finite volume method is proven by compactness arguments), [13] (for a relaxation scheme that applies to this equation too), and [23] (where error estimates are obtained for the unsaturated regime).

Here we consider an increasing and Lipschitz continuous $b$. Nevertheless, $b'(u)$ may be 0 for some values of $u$ (not necessary isolated). Our numerical approach employs the lowest order Raviart–Thomas finite elements in space and Euler implicit in time, together with a regularization step. Specifically, with $N > 0$ integer, set $\tau = T/N$ and let $T_h$ be a decomposition of $\Omega$ into closed $d$-simplices; $h$ stands for the mesh-size. In a formal writing, the numerical scheme under consideration reads as

$$
\begin{align*}
    b_h(p^n_h) + \tau \nabla \cdot q^n_h &= b_h(p^{n-1}_h), \\
    q^n_h + \nabla p^n_h + k(p^n_h)\mathbf{e}_z &= 0
\end{align*}
$$

for $n = 1, \ldots, N$; $p^0_h$ approximates $u^0$ in the finite dimensional approximation space. The term $\nabla p^n_h$ should be understood in a weak sense. Here $b_h$ is a regular approximation of $b$ depending on the small parameter $\epsilon > 0$. By $p^n_h$ we denote a piecewise constant approximation of $u$ and $q^n_h$ is a Raviart–Thomas ($RT_0$) approximation of the flux $-(\nabla u + k(b(u))\mathbf{e}_z)$, based on $T_h$, both at $t = n\tau$.

As suggested in [2], to overcome the difficulties posed by the lack in regularity, equation (1.4) is first integrated in time. For the resulting problem a mixed variational formulation is stated.

Convergence is shown by obtaining first error estimates for the time discrete scheme, by following the ideas in [21]. Since we work in a slightly more general framework, we include for completeness the proof for the conformal formulation. Next, using the procedure described in [2, 26], error estimates for the fully discrete scheme are obtained. In this setting, the equivalence between the mixed and conformal formulations becomes essential since, in this way, results obtained for one case can be transferred to the other one.

The outline of the paper is as follows. First, we state the main assumptions and notations used throughout the paper, define the problem to be solved, and discuss questions regarding existence and regularity of a solution. In section 2 the equivalence between a conformal and a mixed variational formulations is proved, for the continuous case as well as for the time discrete one. In section 3 we investigate the stability of the numerical scheme, while error estimates are derived in section 4.

1.1. Notations and assumptions. In what follows we let $\Omega$ be a domain in $\mathbb{R}^d$ (with $d = 1, 2, \text{ or } 3$). Let $J = (0, T]$ be a finite time interval. We are interested in solving (1.4) endowed with initial and boundary conditions,

$$
\begin{align*}
    \partial_t b(u) - \nabla \cdot (\nabla u + k(b(u))\mathbf{e}_z) &= 0 & \text{in } J \times \Omega, \\
    u &= u^0 & \text{in } 0 \times \Omega, \\
    u &= 0 & \text{on } J \times \Gamma.
\end{align*}
$$

Throughout this paper we make use of the following assumptions.

(A1) $\Omega \subset \mathbb{R}^d$ is bounded with Lipschitz continuous boundary.

(A2) $b \in C^1$ is nondecreasing and Lipschitz continuous.

(A3) $k(b(z))$ is continuous and bounded in $z$ and satisfies, for all $z_1, z_2 \in \mathbb{R},$

$$
| k(b(z_2)) - k(b(z_1)) | \leq C_k (b(z_2) - b(z_1))(z_2 - z_1).
$$

(A4) $b(u_0)$ is essentially bounded (by 0 and 1) in $\Omega$ and $u_0 \in L^2(\Omega)$.

Remark 1.1. By (A3), the convection term is bounded. This restriction is not unrealistic since, for Richards’ equation, $k$ stands for the conductivity of the medium.
This assumption makes our analysis easier, but can be avoided. Moreover, the growth condition on \( k(b(\cdot)) \) (see also [11], [27], [30], or [23]) relaxes the more often assumed Lipschitz continuity of \( k \) (see, e.g., [21], [2]). It gives uniqueness for the weak solution, as shown in [1]. In addition, source terms can also be considered here, provided that they satisfy a similar growth condition as \( k(b(u)) \).

**Remark 1.2.** In the transformed version, Richards’ equation fits in our framework. However, since \( b \) is Lipschitz, a vanishing permeability in (1.1) is not allowed, meaning that our analysis is valid in the variably saturated to fully saturated flow regimes, but not in the completely air saturated one.

**Remark 1.3.** For the sake of simplicity, we deal with homogeneous Dirichlet boundary conditions. More general situations can be included in a straightforward manner, with similar results. Here nonlinearities depend only on the unknown \( u \), not on \( x \) and \( t \). For more general situations, techniques developed in [2] can be employed.

Because of its degenerate character, we do not expect smooth solutions for problem (1.5). For defining a solution in a weak sense we let \((\cdot,\cdot)\) stand for the inner product on \( L^2(\Omega) \) or the duality pairing between \( H^1_0(\Omega) \) and \( H^{-1}(\Omega) \), \( \| \cdot \| \) for the norm in \( L^2(\Omega) \), and \( \| \cdot \| \) and \( \| \cdot \|_{-1} \) for the norms in \( H^1(\Omega) \) and \( H^{-1}(\Omega) \), respectively. We use analogous notations for the inner product and the corresponding norm on \( L^2(J;\mathcal{H}) \), with \( \mathcal{H} \) being either \( L^2(\Omega) \), \( H^1(\Omega) \), or \( H^{-1}(\Omega) \). In addition, we often write \( u \) or \( u(t) \) instead of \( u(t,x) \) and use \( C \) to denote a generic positive constant, not depending on the discretization or regularization parameters.

**Definition 1.4.** A function \( u \) is called a weak solution for equation (1.5) iff \( b(u) \in H^1(J;H^{-1}(\Omega)) \), \( u \in L^2(J;H^1_0(\Omega)) \), \( u(0) = u_0 \) (in \( H^{-1} \) sense), and for all \( \varphi \in L^2(J;H^1_0(\Omega)) \) it holds that

\[
\int_0^T (\partial_t b(u(t)), \varphi(t)) + (\nabla u(t) + k(b(u(t)))e_z, \nabla \varphi(t)) dt = 0.
\]

Existence, uniqueness, and essential bounds for a weak solution of the above problem are studied in several papers (see, for example, [1], [22], [27] and the references therein). In [1] the following regularity result is obtained:

\[
\begin{align}
(1.7) & \quad b(u) \in L^\infty(J;L^1(\Omega)), \\
(1.8) & \quad q := - (\nabla u + k(b(u))e_z) \in L^2(J;(L^2(\Omega))^d).
\end{align}
\]

Here \( b(u) \) models the water content, hence it is natural to assume that, after scaling, it lies between 0 and 1 for almost every \((t,x) \in J \times \Omega\). For the same reason, in (A4) similar restrictions are imposed to the initial data. Such essential estimates can be shown, for example, if \( b \) and \( k \) do not depend explicitly on \( x \), or if \( k(b(u)) \) is constant for \( u = 0 \) and \( u = 1 \). Moreover, \( u \in L^2(J;H^1_0(\Omega)) \) yields \( b(u) \in L^2(J;H^1_0(\Omega)) \) due to the Lipschitz continuity of \( b \). Since \( b(u) \in H^1(J;H^{-1}(\Omega)) \), we have \( b(u) \in C([0,T];L^2(\Omega)) \) (see [20, Chapter I]), allowing a simplified mixed variational formulation. Following [2] or [29] we integrate (1.5) in time and obtain, for every \( t \in J \),

\[
(1.9) \quad b(u(t)) + \nabla \cdot \int_0^t q \ ds = b(u^0)
\]

in \( L^2 \) sense. It follows (see [2] or [25]) that the flux \( \bar{q} \) defined in (1.8) satisfies

\[
\int_0^t q \ dr \in H^1(J;(L^2(\Omega))^d) \cap L^2(J;(H^1(\Omega))^d) =: X.
\]
2. Equivalent formulations. In this section we give the mixed variational formulations and study the equivalence with the conformal ones in both continuous and time discrete cases.

2.1. The continuous case. Integrated in time, problem (1.5) becomes the following.

Problem 1. Find \( u \in L^2(J, H^1_0(\Omega)) \) such that \( b(u) \in L^\infty(J \times \Omega) \), and for all \( t \in J \) and \( \phi \in H^1_0(\Omega) \) it holds that

\[
(b(u(t)) - b(u^0), \phi) + \int_0^t (\nabla u(s) + k(b(u(s)))e_z, \nabla \phi) ds = 0.
\]

(2.1)

As mentioned in the previous section, this stronger formulation makes sense since \( b(u) \in C(J; L^2(\Omega)) \).

A mixed formulation for problem (1.5) reads as follows.

Problem 2. Find \((p, \tilde{q}) \in L^2(J \times \Omega) \times X\) such that \( b(p) \in L^\infty(J \times \Omega) \) and for all \( t \in J \) the equations

\[
(b(p(t)) - b(p^0), w) + (\nabla \cdot \tilde{q}(t), w) = 0,
\]

(2.2)

\[
(\tilde{q}(t), v) - \int_0^t (p(s), \nabla v) ds + \int_0^t (k(b(p(s)))e_z, v) ds = 0
\]

(2.3)

hold for all \( w \in L^2(\Omega) \) and \( v \in H(\text{div}, \Omega) \), with \( p^0 = u^0 \in L^2(\Omega) \).

The two problems are equivalent, as shown in Proposition 2.2. In the proof we use the following lemma [7, p. 91].

**Lemma 2.1.** Let \( v \in H(\text{div}, \Omega) \) and \( \vec{n} \) denote the outer normal to \( \Gamma \). Then \( v \cdot \vec{n} \) is defined in \( H^{-1/2}(\Gamma) \) (in the sense of traces) and Green’s formula applies for all \( p \in H^1(\Omega) \)

\[
\int_{\Omega} \nabla \cdot v \, p \, dx + \int_{\Omega} v \cdot \nabla p \, dx = \int_{\Gamma} \vec{n} \cdot v \, p \, ds.
\]

(2.4)

**Proposition 2.2.** \( u \in L^2(J, H^1_0(\Omega)) \) solves Problem 1 iff \((p, \tilde{q}) \in L^2(J \times \Omega) \times X\) defined as

\[
(p, \tilde{q}) = \left( u, -\int_0^t (\nabla u(s) + k(b(u(s)))e_z) ds \right)
\]

(2.5)

solves Problem 2. Moreover, in this case we have \( p \in L^2(J, H^1_0(\Omega)) \).

**Proof.** We use some ideas from [18].

“\(\Rightarrow\)” Let \( u \in L^2(J, H^1_0(\Omega)) \) be a solution of Problem 1 and \((p, \tilde{q})\) defined in (2.5). By (1.10) we have \((p, \tilde{q}) \in L^2(J, H^1_0(\Omega)) \times X\). Fixing now \( t > 0 \), for any \( v \in H(\text{div}, \Omega) \), using Green’s formula we get

\[
(\tilde{q}(t), v) = -\int_0^t (\nabla u(s) + k(b(u(s)))e_z, v) ds
\]

\[
= \int_0^t (p(s), \nabla v) - (k(b(p(s)))e_z, v) ds,
\]

so (2.3) is proven.
Next, taking any $\phi \in C_0^\infty(\Omega)$ in (2.1) yields
\[
(b(u(t)) - b(u^0), \phi) = -\left(\int_0^t (\nabla u(s) + k(b(u(s)))e_z)ds, \nabla \phi \right)
\]
\[
= (\tilde{q}(t), \nabla \phi) = -(\nabla \cdot \tilde{q}(t), \phi).
\]
However, for any $t > 0$, both $b(u(t)) - b(u^0)$ and $\nabla \cdot \tilde{q}(t)$ lie in $L^2(\Omega)$, so the above relations still hold for $\phi \in L^2(\Omega)$, implying (2.2).

“e” Let $(p, \tilde{q}) \in L^2(J \times \Omega) \times X$ solving Problem 2 and set $u = p \in L^2(J \times \Omega)$. Taking $v \in (C_0^\infty(\Omega))^d \subset H(\text{div}, \Omega)$ arbitrary, by differentiating (2.3) we get for almost all $t > 0$
\[
(\partial_t \tilde{q}(t), v) + (k(b(p(t)))e_z, v) = (p(t), \nabla \cdot v) = -(\nabla p(t), v),
\]
so $\nabla p = -\partial_t \tilde{q} - k(b(p))e_z$ in a distributional sense. Since both $\partial_t \tilde{q}$ and $k(b(p))e_z$ are in $L^2(J \times \Omega)$, the same holds for $\nabla p$, so $u = p \in L^2(J, H^1(\Omega))$.

Taking now $v \in H(\text{div}, \Omega)$ in (2.3) gives, for every $t \in J$,
\[
-\int_0^t (\nabla p, v) \overset{(2.6)}{=} (\tilde{q}(t), v) + \int_0^t (k(b(p))e_z, v) \overset{(2.3)}{=} \int_0^t (p, \nabla \cdot v).
\]
In this way, using (2.4) we get
\[
\int_0^t \int_{\Gamma} pv \cdot \hat{n}ds = \int_0^t (\nabla p, v) + \int_0^t (p, \nabla \cdot v) = 0.
\]
Here $v$ was chosen arbitrary, so the trace of $p$ on $\Gamma$ is zero. Thus $p \in L^2(J, H^1_0(\Omega))$ and the same holds for $u$.

Moreover, taking any $\phi \in H^1_0(\Omega)$ yields, for all $t > 0$,
\[
(b(u(t)) - b(u^0), \phi) \overset{(2.2)}{=} -(\nabla \cdot \tilde{q}(t), \phi) = (\tilde{q}(t), \nabla \phi)
\]
\[
\overset{(2.3)}{=} -\int_0^t (\nabla u(s) + k(b(u(s)))e_z, \nabla \phi)ds,
\]
so $u$ solves (2.1).

\[\square\]

2.2. The semidiscrete case. As mentioned in the introduction, for overcoming difficulties due to degeneracy, we first perturb the original equation to obtain a regular parabolic one. Such a technique has been successfully applied in the analysis of degenerate problems and also allows developing effective numerical schemes (see, e.g., [21]).

In problem (1.5) degeneracy appears due to the vanishing of $b'$. Therefore we approximate this nonlinearity by $b_\epsilon$, with $\epsilon > 0$ a small perturbation parameter. A possible choice reads as
\[
(2.7) \quad b_\epsilon(u) = b(u) + \epsilon u.
\]
Obviously, $b_\epsilon$ is Lipschitz continuous (with the same Lipschitz constant as $b$, if $\epsilon$ is small enough), strictly increasing and its derivative is bounded from below by $\epsilon$. The regularized problem becomes
\[
\partial_t b_\epsilon(u) - \nabla \cdot (\nabla u + k(b(u))e_z) = 0 \quad \text{in} \quad [0; T] \times \Omega,
\]
\[
u = u^0 \quad \text{in} \quad \Omega,
\]
\[
u = 0 \quad \text{on} \quad J \times \Gamma.
\]
We let $N > 1$ be an integer giving a time step $\tau = T/N$, with $t_n = n\tau$. The regularized semidiscrete conformal problem reads

**Problem 3.** Let $n = 1, N$ and $u^{n-1}$ be given. Find $u^n \in H^1_0(\Omega)$ such that, for all $\phi \in H^1_0(\Omega)$,

\begin{equation}
(b_\epsilon(u^n) - b_\epsilon(u^{n-1}), \phi) + \tau(\nabla u^n + k(b(u^n))e_z, \nabla \phi) = 0.
\end{equation}

However, our final aim is a mixed discretization. The time discrete regularized mixed problem becomes the following.

**Problem 4.** Let $n = 1, N$ and $p^{n-1}$ given. Find $(p^n, q^n) \in L^2(\Omega) \times H(\text{div}, \Omega)$ such that

\begin{align}
&(b_\epsilon(p^n) - b_\epsilon(p^{n-1}), w) + \tau(\nabla q^n, w) = 0, \\
&(q^n, v) - (p^n, \nabla v) + (k(b(p^n))e_z, v) = 0,
\end{align}

for all $w \in L^2(\Omega)$, respectively, $v \in H(\text{div}, \Omega)$, with $p^0 = u^0 \in L^2(\Omega)$.

As in the continuous case, the two problems above are equivalent.

**Proposition 2.3.** Let $n = 1, N$ be fixed and assume $u^{n-1} = p^{n-1}$. Then $u^n \in H^1_0(\Omega)$ solves Problem 3 iff $(p^n, q^n) \in L^2(\Omega) \times H(\text{div}, \Omega)$ defined as

\begin{align}
(p^n, q^n) &= (u^n, -\nabla u^n + k(b(u^n))e_z))
\end{align}

solve Problem 4. Moreover, we have $p^n \in H^1_0(\Omega)$.

**Proof.** “$\Rightarrow$” Let $u^n \in H^1_0(\Omega)$ be a solution of Problem 3 and $(p^n, q^n)$ be defined in (2.12). For all $v \in H(\text{div}, \Omega)$ we have

\begin{align}
(q^n, v) &= -\nabla u^n + k(b(u^n))e_z, v) = (p^n, \nabla v) - (k(b(p^n))e_z, v),
\end{align}

so $(p^n, q^n)$ verify (2.11).

Next, for all $\phi \in C^\infty_0(\Omega)$ (which is dense in $H^1_0(\Omega)$) we get

\begin{align}
(b_\epsilon(p^n) - b_\epsilon(p^{n-1}), \phi) &= -\tau(\nabla u^n + k(b(u^n))e_z, \nabla \phi) = \tau(q^n, \nabla \phi) \\
&= -\tau(\nabla q^n, \phi).
\end{align}

But $b_\epsilon(p^n) - b_\epsilon(p^{n-1}) \in L^2(\Omega)$, so $\nabla \cdot q^n \in L^2(\Omega)$, implying $q^n \in H(\text{div}, \Omega)$ and that (2.10) holds by density arguments.

“$\Leftarrow$” Let $(p^n, q^n) \in L^2(\Omega) \times H(\text{div}, \Omega)$ be a solution of Problem 4 and $u^n = p^n \in L^2(\Omega)$. For any $v \in (C^\infty_0(\Omega))^d \subset H(\text{div}, \Omega)$ we have

\begin{align}
(q^n, v) &= (p^n, \nabla v) - (k(b(p^n))e_z, v) \\
&= -\nabla p^n, v) - (k(b(p^n))e_z, v),
\end{align}

implying

\[ \nabla p^n + k(b(p^n))e_z = -q^n \]

in distributional sense. Since both $q^n$ and $k(b(p^n))$ are $L^2(\Omega)$ functions it follows that $p^n \in H^1(\Omega)$. As for the continuous case, using Green’s formula (2.4), we get actually $u^n = p^n \in H^1_0(\Omega)$.

Finally, (2.9) results by taking any $\phi \in H^1_0(\Omega)$ in (2.10),

\[ (b_\epsilon(u^n) - b_\epsilon(u^{n-1}), \phi) = -\tau(\nabla \cdot q^n, \phi) = \tau(q^n, \nabla \phi) = -\tau(\nabla p^n + k(b(p^n))e_z, \nabla \phi). \]

As resulting from the equivalencies proven above, stability and error estimates for the time discrete mixed formulation can be obtained by analyzing the Euler implicit scheme applied to Problem 3. This is the underlying idea in the forthcoming section.
3. Stability estimates. In this section we investigate the stability of our numerical approach. We make use of the lemmas below.

**Lemma 3.1.** For any vectors $a_k, b_k \in \mathbb{R}^q \ (k = 1, N, q \geq 1)$ we have

\[
2 \sum_{n=1}^{N} a_n \sum_{k=1}^{n} a_k = \left( \sum_{n=1}^{N} a_n \right)^2 + \sum_{n=1}^{N} (a_n)^2,
\]

\[
2 \sum_{n=1}^{N} (a_n - a_{n-1}, a_n) = |a_N|^2 - |a_0|^2 + \sum_{n=1}^{N} |a_n - a_{n-1}|^2,
\]

\[
\sum_{n=1}^{N} (a_n - a_{n-1}, b_n) = a_N b_N - a_0 b_0 - \sum_{n=1}^{N} (b_n - b_{n-1}, a_{n-1}).
\]

**Lemma 3.2.** Under the assumption (A1), for any real sequence $x^j, j = \overline{1, n}$ we have

\[
\sum_{j=1}^{n} (b_{\epsilon}(x^j) - b_{\epsilon}(x^{j-1})) x^j \geq -C|x^0|^2 + \frac{\epsilon}{2} |x^n|^2.
\]

**Proof.** Since $b'_\epsilon \geq \epsilon$, one has, for any reals $x$ and $y$,

\[
((b_\epsilon(x) - b_\epsilon(y)) x \geq \int_{y}^{x} s b'_\epsilon ds \quad \text{and} \quad \int_{0}^{x} s b'_\epsilon(s)ds \geq \frac{\epsilon}{2} x^2.
\]

Furthermore,

\[
\sum_{j=1}^{n} (b_{\epsilon}(x^j) - b_{\epsilon}(x^{j-1})) x^j \geq \sum_{j=1}^{\frac{n}{x^j-1}} \int_{x^{j-1}}^{x^j} s b'_\epsilon(s)ds
\]

\[
= \int_{0}^{x^n} s b'_\epsilon(s)ds - \int_{0}^{x^0} s b'_\epsilon(s)ds \geq -C|x^0|^2 + \frac{\epsilon}{2} |x^n|^2,
\]

where the constant $C$ is half of the Lipschitz constant of $b$. \qed

3.1. Stability in the time discrete conformal case.

**Proposition 3.3.** Assume (A1)–(A4). If $u^n$ solves Problem 3 $(n = \overline{1, N})$, we have

\[
\tau \sum_{n=1}^{N} \|u^n\|_1^2 \leq C.
\]

**Proof.** Taking $\phi = u^n$ in (2.9) and summing up for $n = \overline{1, N}$ give

\[
\sum_{n=1}^{N} (b_\epsilon(u^n) - b_\epsilon(u^{n-1}), u^n) + \sum_{n=1}^{N} \tau \|\nabla u^n\|^2 + \sum_{n=1}^{N} \tau (k(b(u^n)) e_z, \nabla u^n) = 0.
\]

Now we estimate the terms on the left in the above. By (3.4), since $u^0 \in L^2(\Omega)$,

\[
\sum_{n=1}^{N} (b_\epsilon(u^n) - b_\epsilon(u^{n-1}), u^n) \geq -C.
\]
The second term needs no further treatment. Finally, since \( k \) is bounded, applying the Cauchy–Schwarz inequality, we get
\[
\tau \sum_{n=1}^{N} |(k(b(u^n))e_z, \nabla u^n)| \leq \frac{\tau}{2} \sum_{n=1}^{N} \|k(b(u^n))e_z\|^2 + \frac{\tau}{2} \sum_{n=1}^{N} \|\nabla u^n\|^2
\]
\[
\leq C + \frac{\tau}{2} \sum_{n=1}^{N} \|\nabla u^n\|^2.
\]
Inserting the last inequalities into (3.6) and using the inequality of Poincaré gives (3.5).

3.2. Stability for the time discrete mixed formulation. By the equivalence of Problems 3 and 4, Proposition 3.3 provides stability for the time discrete solutions \( p^n \) and \( q^n \).

Proposition 3.4. Assuming (A1)–(A4), if, for any \( n = 1, N \), \( (p^n, q^n) \) solve Problem 4, we have
\[
(3.7) \quad \tau \sum_{n=1}^{N} \|p^n\|_1^2 + \tau \sum_{n=1}^{N} \|q^n\|_1^2 \leq C.
\]

Proof. The estimate for \( p^n \) is a direct consequence of (3.5). Next, taking \( w = p^n \) in (2.10) and \( v = \tau q^n \) in (2.11) yields
\[
(b_e(p^n) - b_e(p^{n-1}), p^n) + \tau(\nabla \cdot q^n, p^n) = 0,
\]
\[
(q^n, \tau q^n) - (p^n, \tau \nabla \cdot q^n) + (k(b(p^n))e_z, \tau q^n) = 0.
\]
Adding these two equations and summing up for \( n = 1 \) to \( N \) gives
\[
\sum_{n=1}^{N} (b_e(p^n) - b_e(p^{n-1}), p^n) + \tau \sum_{n=1}^{N} \|q^n\|_1^2 + \tau \sum_{n=1}^{N} (k(b(p^n))e_z, q^n) = 0,
\]
and the rest of the proof follows exactly as in the previous proposition.

Other stability estimates can be obtained defining an initial flux \( q^0 \in [L^2(\Omega)]^d \).

In doing so we take \( \rho \in C_0^\infty(B_d(0,1)) \) \( (\Omega) \) being the unit ball in \( \mathbb{R}^d \) so that \( \int_{B_d(0,1)} \rho(x)dx = 1 \) and consider the mollifier sequence \( \{\rho_\mu(x) = \frac{1}{\mu^d} \rho(\frac{x}{\mu})\}_{1>\mu>0} \).

Defining \( q^0 \) as
\[
(3.8) \quad q^0 = -\nabla(\rho_\mu * p^0) - k(b(p^0))e_z,
\]
with \( \mu \) to be chosen further and \( * \) denoting the convolution operator, for any \( v \in H(\text{div}, \Omega) \) we have
\[
(3.9) \quad (q^0, v) - (\rho_\mu * p^0, \nabla \cdot v) + (k(b(p^0))e_z, v) = 0.
\]
A mollifying of \( p^0 \) in the above is necessary for having \( q^0 \in [L^2(\Omega)]^d \). However, since \( p^0 \in L^2(\Omega), \|p^0 - \rho_\mu * p^0\| \) goes to 0 as \( \mu \downarrow 0 \), so \( \|q^0\| \) is uniformly bounded with respect to \( \mu \). Now the following estimates can be obtained.

Proposition 3.5. Assuming (A1)–(A4), if, for all \( n = 1, N \), \( (p^n, q^n) \) solve Problem 4, for any \( k > 0 \) we have
\[
(3.10) \quad \sum_{n=1}^{k} (b_e(p^n) - b_e(p^{n-1}), p^n - p^{n-1}) + \tau \|q^k\|_1^2 + \tau \sum_{n=1}^{k} \|q^n - q^{n-1}\|_1^2 \leq C\tau.
\]
Proof. First we take \( w = p^n - p^{n-1} \in L^2(\Omega) \) in (2.10) and subtract equation (2.11) at time step \( n-1 \) from the one at time step \( n \). Testing with \( v = \tau q^n \) in the resulting equality yields
\[
(b_c(p^n) - b_c(p^{n-1}), p^n - p^{n-1}) + \tau(\nabla \cdot q^n, p^n - p^{n-1}) = 0.
\]
\[
\tau(q^n - q^{n-1}, q^n) - \tau(p^n - p^{n-1}, \nabla \cdot q^n) + \tau((k(b(p^n)) - k(b(p^{n-1}))e_z, q^n) = 0.
\]
For \( n = 1 \) the second equation above reads as
\[
\tau(q^1 - q^0, q^1) - \tau(p^1 - p^0, \nabla \cdot q^1) + \tau((k(b(p^1)) - k(b(p^0)))e_z, q^1) = \tau(p^0 - \rho \mu * p^0, \nabla \cdot q^1).
\]
Adding the above pairs of equalities and summing the result up for \( n = 1, k \) yields
\[
\tau \sum_{n=1}^k (b_c(p^n) - b_c(p^{n-1}), p^n - p^{n-1}) + \tau \sum_{n=1}^k (q^n - q^{n-1}, q^n)
\]
\[
= \tau \sum_{n=1}^k (q^n - q^{n-1}, q^n)
\]
\[
= \frac{\tau}{2} ||q^k||^2 - \frac{\tau}{2} ||q^0||^2 + \frac{\tau}{2} \sum_{n=1}^k ||q^n - q^{n-1}||^2.
\]
Recalling (A3) and the Cauchy–Schwarz inequality, for \( T_3 \) we get
\[
|T_3| \leq \frac{\delta_1}{2} \sum_{n=1}^k (k(b(p^n)) - k(b(p^{n-1})))e_z||^2 + \frac{\tau^2}{2b_1} \sum_{n=1}^k ||q^n||^2
\]
\[
\leq \frac{\delta_1 C_k}{2} \sum_{n=1}^k (b_c(p^n) - b_c(p^{n-1}), p^n - p^{n-1}) + \frac{\tau^2}{2b_1} \sum_{n=1}^k ||q^n||^2.
\]
Estimating \( T_4 \) follows as before,
\[
|T_4| \leq \tau ||p^0 - \rho \mu \ast p^0|| \|\nabla \cdot q^1\| \leq \frac{\delta_2}{2} ||p^0 - \rho \mu \ast p^0||^2 + \frac{\tau^2}{4\delta_2} ||\nabla \cdot q^1||^2.
\]
To estimate \( \|\nabla \cdot q^1\| \) we use (2.10) for \( n = 1 \), test with \( w = \nabla \cdot q^1 \in L^2(\Omega) \) and obtain
\[
\tau \|\nabla \cdot q^1\|^2 \leq \|b_c(p^1) - b_c(p^0)||\|\nabla \cdot q^1\| \leq \frac{C_0}{2\tau} (b_c(p^1) - b_c(p^0), p^1 - p^0) + \frac{\tau}{2} \|\nabla \cdot q^1\|^2
\]
by the Lipschitz continuity of \( b_c \). In this way we get
\[
\tau \|\nabla \cdot q^1\|^2 \leq \frac{C_0}{\tau} (b_c(p^1) - b_c(p^0), p^1 - p^0).
\]
Using these estimates in (3.11) and choosing the \( \delta \)'s properly give
\[
\sum_{n=1}^k (b_c(p^n) - b_c(p^{n-1}), p^n - p^{n-1}) + \tau \|q^k||^2 + \tau \sum_{n=1}^k ||q^n - q^{n-1}||^2
\]
\[
\leq C_1 \tau + C_2 ||p^0 - \rho \mu \ast p^0||^2 + C_3 \tau^2 \sum_{n=1}^k ||q^n||^2.
\]
We still have to choose $\mu$ in (3.8). Since $\|p^0 - \rho_\mu \star p^0\|$ converges to 0, taking $\mu$ sufficiently small, the right term in the above becomes

$$C_4 \tau + C_3 \tau^2 \sum_{n=1}^{k} \|q^n\|^2.$$  

Now (3.10) follows by the discrete Gronwall lemma.  

**Remark 3.6.** If $p_0^0 \in H^3(\Omega)$, $q_0^0$ can be defined without using a mollifier,

\begin{equation}
q_0^0 = -\nabla p_0^0 - k(b(p_0^0)) e_z.
\end{equation}

Then $T_4 = 0$ in (3.11), without changing (3.10).

A direct consequence of the stability estimates above follows.

**Proposition 3.7.** In the setting of Proposition 3.5 we have

\begin{equation}
\sum_{n=1}^{N} \tau \|\nabla \cdot q^n\|^2 \leq C.
\end{equation}

**Proof.** Taking $w = \nabla \cdot q^j$ in equation (2.10) and applying the Cauchy–Schwarz inequality one gets

$$\tau \|\nabla \cdot q^j\|^2 \leq \frac{1}{2\tau} \|b_\epsilon(p^j) - b_\epsilon(p^{j-1})\|^2 + \frac{\tau}{2} \|\nabla \cdot q^j\|^2,$$

so

$$\tau \|\nabla \cdot q^j\|^2 \leq \frac{1}{\tau} \|b_\epsilon(p^j) - b_\epsilon(p^{j-1})\|^2.$$  

Summing up the above for $j = 1, N$, using the Lipschitz continuity of $b_\epsilon$ and (3.10) leads to (3.13).  

4. **Error estimates.** In this section we obtain a priori error estimates for both time discrete scheme, as well as for the fully discrete one.

4.1. **Error estimates for the semidiscrete approximation.** To obtain error estimates for the time discrete scheme we employ techniques developed in [21] and make use of the Green operator $G : H^{-1}(\Omega) \to H^1_0(\Omega)$ defined as

\begin{equation}
(\nabla (G\psi), \nabla \phi) = (\psi, \phi) \quad \text{for all} \quad \phi \in H^1_0(\Omega).
\end{equation}

Obviously, $G$ is linear and self-adjoint. Moreover, by the Cauchy–Schwarz inequality, using (3.3) yields the following lemma.

**Lemma 4.1.** For all $f, f_k \in H^{-1}(\Omega)$ ($k = 1, N$) and $g \in H^1(\Omega)$ we have

$$(f, g) \leq \|f\|_{-1} \|\nabla g\|,$$

$$\|\nabla G f\|^2 = (f, Gf) = \|f\|_{-1}^2,$$

$$2 \sum_{k=1}^{N} (f_k - f_{k-1}, Gf_k) = \|f_k\|_{-1, \Omega}^2 - \|f_0\|_{-1, \Omega}^2 + \sum_{k=1}^{N} \|f_k - f_{k-1}\|_{-1, \Omega}^2.$$
Further, we use the notations

\[ \bar{\pi}^n = \frac{1}{\tau} \int_{t_{n-1}}^{t_n} u(t) dt, \]

(4.2)

\[ u_\Delta(t) = u^n \quad \text{for} \quad t \in (t_{n-1}, t_n], \]

\[ e_b(u) = b(u) - b_c(u_\Delta), \]

where \( n = \overline{1,N} \) and \( \bar{\pi}^0 = u^0 \).

It is worth pointing out here that, by Propositions 2.2 and 2.3, estimates obtained for the conformal discretization can be transferred to the mixed case.

**Proposition 4.2.** Assuming (A1)–(A4), if \( u \) is the weak solution of Problem 1 and \( u^n \) solves, for each \( n = \overline{1,N} \), Problem 3, then

\[
\max_{n=1,N} \left[ \frac{\|e_b(u)^j\|_{L^2(J \times \Omega)}^2}{\max_{n=1,N} \|e_b(u)^j\|_{L^2(J \times \Omega)}^2} \right] + \frac{\|e_b(u)\|_{L^2(J \times \Omega)}}{\max_{n=1,N} \|e_b(u)\|_{L^2(J \times \Omega)}} \leq C(\tau + \epsilon).
\]

(4.3)

**Proof.** Subtracting (2.1) at \( t = t_{j-1} \) from the one at \( t = t_j \) and then subtracting (2.9) with \( n = j \) from the result give

\[
(b(u(t_j)) - b(u(t_{j-1}))) - b_c(u_j) + b_c(u_{j-1}), \phi)
+
\tau (\nabla (\pi^j - u^j), \nabla \phi) + \tau ((k(b(u))^j) - k(b(u^j))e_z, \nabla \phi) = 0.
\]

Taking \( \phi = Ge_b(u)^j \in H^1_0(\Omega) \) into above and summing up for \( j = \overline{1,n} \) (with \( n \leq N \)) yield

\[
\sum_{j=1}^n (b(u(t_j)) - b(u(t_{j-1}))) - b_c(u_j) + b_c(u_{j-1}, Ge_b(u)^j)
+
\sum_{j=1}^n \tau (\nabla \pi^j - \nabla u^j, \nabla Ge_b(u)^j)
+
\sum_{j=1}^n \tau ((k(b(u))^j) - k(b(u^j))e_z, \nabla Ge_b(u)^j) = 0.
\]

(4.4)

We estimate now each of terms in (4.4), denoted by \( T_1, T_2, \) and \( T_3 \):

\[
T_1 = \sum_{j=1}^n (b(u(t_j)) - b(u^j) - b(u(t_{j-1}))) + b(u^{j-1}, Ge_b(u)^j)
+
\sum_{j=1}^n (\overline{b(u)}^j - b_c(u^j) - b(u^{j-1}) + b_c(u^{j-1}), Ge_b(u)^j)
=: T_{11} + T_{12}.
\]

Further, by (3.3) and recalling that \( b(u(0)) = \overline{b(u)^0} \) we have

\[
T_{11} = \sum_{j=1}^n (b(u(t_j)) - \overline{b(u)^j} - b(u(t_{j-1}))) + \overline{b(u)^{j-1}}, Ge_b(u)^j
= (b(u(t_n)) - \overline{b(u)^n}, Ge_b(u)^n)
\]
$$\begin{align*}
&\sum_{j=1}^{n} (b(u(t_j-1))) - \overline{b(u)}^{j-1} - \overline{G\bar{e}_b(u)}^{j} - \overline{Ge_b(u)}^{j-1}) \\
&= T_{111} - T_{112}.
\end{align*}$$

For $T_{111}$ we make use of Lemma 4.1 and obtain

$$\begin{align*}
|T_{111}| \leq & \frac{1}{\tau} \int_{t_{n-1}}^{t_n} |(b(u(t_n)) - b(u(t)), \overline{G\bar{e}_b(u)}^{n})| dt \\
\leq & \frac{1}{\tau} \int_{t_{n-1}}^{t_n} \int_{t}^{t_n} |(\partial_s b(u(s)), \overline{G\bar{e}_b(u)}^{n})| ds dt
\end{align*}$$

(4.5)

The right-hand side can be estimated as

$$\begin{align*}
|T_{112}| \leq & \tau \|\partial_s b(u)\|_{L^2(0,t_n;H^{-1})} \|\overline{G\bar{e}_b(u)}^{n}\|_{-1} \\
+ & \frac{1}{4} \sum_{j=1}^{n} \|\overline{G\bar{e}_b(u)}^{j} - \overline{G\bar{e}_b(u)}^{j-1}\|_{-1}.
\end{align*}$$

(4.6)

Using Lemma 4.1 again, we have

$$\begin{align*}
T_{12} = & \sum_{j=1}^{n} (\overline{e_b(u)}^{j} - \overline{e_b(u)}^{j-1} - b_\epsilon(u^{j-1}) - b_\epsilon(u^{j}) - \overline{G\bar{e}_b(u)}^{j}) \\
= & \frac{1}{2} \sum_{j=1}^{n} \|\overline{G\bar{e}_b(u)}^{j}\|_{-1} \\
+ & \frac{1}{2} \sum_{j=1}^{n} \|\overline{G\bar{e}_b(u)}^{j} - \overline{G\bar{e}_b(u)}^{j-1}\|_{-1}.
\end{align*}$$

(4.7)

For $T_2$ we have

$$\begin{align*}
T_2 = & \sum_{j=1}^{n} \tau (\nabla \bar{w}^j - \nabla u^j, \nabla \overline{G\bar{e}_b(u)}^{j}) \\
= & \sum_{j=1}^{n} \left( \frac{1}{\tau} \int_{t_{j-1}}^{t_j} (u(t) - u^{j}) dt - \frac{1}{\tau} \int_{t_{j-1}}^{t_j} (b(u(s)) - b_\epsilon(u^{j})) ds \right) \\
= & \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} (u(t) - u^{j}, b(u(t)) - b_\epsilon(u^{j})) dt \\
+ & \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} \left( u(t) - u^{j}, \frac{1}{\tau} \int_{t_{j-1}}^{t_j} (b(u(s)) - b(u(t))) ds \right) dt
\end{align*}$$

=: T_{21} + T_{22}.
$T_{21}$ can be decomposed as follows:

$$
T_{21} = \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} (u(t) - u^j, b(u(t)) - b_e(u(t))) \, dt
$$

$$
+ \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} (u(t) - u^j, b_e(u(t)) - b_e(u^j)) \, dt =: T_{211} + T_{212}.
$$

The definition of $b_e$ in (2.7) gives

$$
|T_{211}| = \left| \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} (u(t) - u^j, \epsilon u(t)) \, dt \right|
$$

$$
\leq \epsilon \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} \|u(t) - u^j\| \|u(t)\| \, dt
$$

$$
\leq \frac{\epsilon}{4} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} \|u(t) - u^j\|^2 \, dt + \epsilon \|u\|_{L^2(0,t_n;L^2(\Omega))}^2.
$$

Since $b_e$ is monotone, $T_{212}$ is positive; moreover, it holds

$$
T_{212} \geq \frac{1}{2} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} (u(t) - u^j, b_e(u(t)) - b_e(u^j)) \, dt
$$

$$
+ \frac{\epsilon}{2} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} \|u(t) - u^j\|^2 \, dt.
$$

Proceeding as for $T_{111}$ and recalling the a priori estimates in Proposition 3.3, since $b(u) \in H^1(J;H^{-1})$ and $u \in L^2(J;H^1)$ we obtain

$$
T_{22} = \frac{1}{\tau} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} \int_{s}^{t_j} (u(t) - u^j, b(u(s)) - b(u(t))) \, ds dt
$$

$$
= \frac{1}{\tau} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} \int_{t_{j-1}}^{t_j} \left( \int_{t}^{s} (u(t) - u^j, \partial_r b(u)) dr \right) ds dt
$$

$$
\leq \frac{1}{\tau} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j}} \int_{t_{j-1}}^{t_j} s \|\nabla (u(t) - u^j)\| \|\partial_r b(u)\|_{-1} \, dr \, ds dt
$$

$$
\leq \frac{\tau}{2} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} \|\nabla (u(t) - u^j)\|^2 + \frac{\tau}{2} \|\partial_r b(u)\|_{L^2(0,t_n;H^{-1})}^2
$$

$$
\leq C \tau.
$$

For the $T_3$ we proceed as follows:

$$
|T_3| \leq \frac{\tau}{4\delta} \sum_{j=1}^{n} \|k(b(u)^j) - k(b(u^j))\|^2 + \delta \tau \sum_{j=1}^{n} \|e_{b(u)}^j\|_{-1}^2
$$

$$
= T_{31} + \delta \tau \sum_{j=1}^{n} \|e_{b(u)}^j\|_{-1}^2.
$$
Applying (A3) and taking \( \delta = C_k \) gives
\[
|T_{31}| = \frac{\tau}{4\delta} \frac{1}{\tau^2} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} \left( \int_{t_j}^{t_j} (k(b(u)) - k(b(u^j))) dt \right)^2 dx
\]
\[
\leq \frac{1}{4\delta} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} (k(b(u)) - k(b(u^j)))^2 dt dx
\]
\[
\leq \frac{1}{4} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} (b(u) - b(u^j), u - u^j) dt
\]
\[
\leq \frac{1}{4} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} (b_e(u) - b_e(u^j), u - u^j) dt.
\]

(4.11)

Since \( b(u) \in H^1(J; H^{-1}) \) and \( u \in L^2(J; H^1(\Omega)) \), inserting (4.5)–(4.11) into (4.4) yields
\[
\| \overline{e_b(u)^n} \|^2_1 + \sum_{j=1}^{n} \| \overline{e_b(u)^j} - \overline{e_b(u)^{j-1}} \|^2_1 + \epsilon \int_{t_{j-1}}^{t_j} \| u(t) - u^j \|^2 dt
\]
\[
+ \sum_{j=1}^{n} \int_{t_{j-1}}^{t_j} (u(t) - u^j, b_e(u(t)) - b_e(u^j)) dt
\]
\[
\leq C(\tau + \epsilon) + 4C_k \tau \sum_{j=1}^{n} \| e_b(u^j) \|^2_1,
\]

and (4.3) is a direct consequence of the discrete Gronwall lemma. \( \square \)

Using the above result an error estimate for the \( L^2 \) norm of the time integrated gradient can be obtained. Such an estimate is essential for our analysis because it provides also an error estimate for the time integral of the flux in the mixed formulation.

**Proposition 4.3.** Under the assumptions in Proposition 4.2 we have
\[
\left\| \int_0^T (u(t) - u_\Delta(t)) dt \right\|_1^2 \leq C(\tau + \epsilon).
\]

**Proof.** Following the ideas in [21], we first add (2.9) for \( n = 1 \) to \( N \), subtract the result from (2.1) at \( t = t_N = T \) and end up with
\[
(b(u(T)) - b_e(u^N), \phi) - (b(u(t_0)) - b_e(u^0), \phi)
\]
\[
+ \left( \sum_{j=1}^{N} \int_{t_{j-1}}^{t_j} \nabla(u(t) - u^j) dt, \nabla \phi \right)
\]
\[
+ \left( \sum_{j=1}^{N} \int_{t_{j-1}}^{t_j} (k(b(u)) - k(b(u^j))) e_z dt, \nabla \phi \right) = 0
\]

for all \( \phi \in H^1_0(\Omega) \). Now taking \( \phi = \sum_{j=1}^{N} \tau (\overline{w^j} - u^j) \) into the total above gives
\[
\left( b(u(T)) - b_e(u^N), \tau \sum_{j=1}^{N} (\bar{w}^j - u^j) \right)
\]

(4.13) \[-\left( \epsilon u^0, \tau \sum_{j=1}^{N} (\bar{w}^j - u^j) \right) + \left\| \tau \sum_{j=1}^{N} \nabla (\bar{w}^j - u^j) \right\|^2
\]

\[+ \left( \sum_{j=1}^{N} \int_{t_{j-1}}^{t_j} (k(b(t)) - k(b(u^j))) e_z, \nabla \sum_{j=1}^{N} \tau (\bar{w}^j - u^j) \right) = 0.\]

Denoting the terms in (4.13) by \(T_1, T_2, T_3, T_4\), we proceed by estimating each of them separately. \(T_1\) yields

\[T_1 = \left( b(u(T)) - \bar{b}(u)^N + \bar{b}(u)^N - b_e(u^N), \sum_{j=1}^{N} \tau (\bar{w}^j - u^j) \right) =: T_{11} + T_{12}.\]

As in (4.5), since \(\partial_t b(u) \in L^2(J; H^{-1})\), \(T_{11}\) gives

\[|T_{11}| \leq \frac{1}{\tau} \int_{t_{N-1}}^{t_N} \int_t^{t_N} \left| \left( \partial_t b(u), \sum_{j=1}^{N} \tau (\bar{w}^j - u^j) \right) \right| dsdt
\]

(4.14) \[\leq \frac{C_{11}}{2}\delta_{11} \tau + \frac{\delta_{11}}{2} \left\| \sum_{j=1}^{N} \tau (\bar{w}^j - u^j) \right\|_1^2.\]

Applying the Cauchy–Schwarz inequality, for \(T_{12}\) we obtain

(4.15) \[|T_{12}| \leq \frac{1}{2\delta_{12}} \left\| \bar{e}_b(u)^N - b_e(u) \right\|_{-1}^2 + \frac{\delta_{12}}{2} \left\| \sum_{j=1}^{N} \tau (\bar{w}^j - u^j) \right\|_1^2.\]

Analogously, \(T_2\) gives

(4.16) \[|T_2| \leq \frac{1}{2\delta_{2}} \epsilon \left\| u^0 \right\|^2 + \frac{\delta_{2}}{2} \left\| \sum_{j=1}^{N} \tau (\bar{w}^j - u^j) \right\|_1^2.\]

For \(T_3\) we recall the inequality of Poincaré:

(4.17) \[T_3 = \left\| \sum_{j=1}^{N} \tau \nabla (\bar{w}^j - u^j) \right\|_1^2 \geq C \left\| \sum_{j=1}^{N} \tau (\bar{w}^j - u^j) \right\|_1^2.\]

Analogously, \(T_4\) can be estimated as

\[|T_4| \leq \frac{1}{2\delta_4} \left\| \sum_{j=1}^{N} \int_{t_{j-1}}^{t_j} (k(b(t)) - k(b(u^j))) e_z dt \right\|^2 + \frac{\delta_4}{2} \left\| \nabla \sum_{j=1}^{N} \tau (\bar{w}^j - u^j) \right\|^2.\]

For the first term above—denoted by \(T_{41}\)—we get, by (A3),

\[T_{41} \leq N \sum_{j=1}^{N} \tau \int_{t_{j-1}}^{t_j} \left\| k(b(t)) - k(b(u^j)) \right\|^2 dt
\]

(4.18) \[\leq TC_k \sum_{j=1}^{N} \int_{t_{j-1}}^{t_j} \left( b(u(t)) - b(u^j), u(t) - u^j \right).\]
Inserting (4.14)–(4.18) into (4.13), choosing the $\delta_s$ properly and recalling the estimates in Proposition 4.2 we obtain (4.12).

Propositions 4.2 and 4.3 can be summarized in the following.

**Theorem 4.4.** If $u$ is the solution of Problem 1 and $u^n$ solves Problem 3 ($n = 1, N$), we have

$$
\max_{n=1, N} \left\| e_b(u)^n \right\|_{L^1}^2 + \left\| e_b(u) \right\|_{L^2(J \times \Omega)}^2 + \left\| \int_0^T (u(t) - u_\Delta(t)) dt \right\|_1^2
$$

$$
\left. \right. + \left. \right| \int_0^T (b_c(u(t)) - b_c(u_\Delta(t)), u(t) - u_\Delta(t)) dt \right. \leq C (\tau + \epsilon).
$$

(4.19)

**Remark 4.5.** The estimates above do not change if we replace the last term on the left by $\int_0^T (b_c(u(t)) - b_c(u_\Delta(t)), u(t) - u_\Delta(t)) dt$.

Since Problems 3 and 4 are equivalent we immediately obtain the following theorem.

**Theorem 4.6.** In the setting of Theorem 4.4, if $(p^n, q^n)$ solve Problem 4 ($n = 1, N$), we get

$$
\sum_{n=1}^N \int_{t_{n-1}}^{t_n} (b_c(u(t)) - b_c(p^n), u(t) - p^n) dt
$$

$$
\left. \right. + \left. \right| \sum_{n=1}^N \int_{t_{n-1}}^{t_n} (u(t) - p^n) dt \right. \left. \right|_1^2 + \left. \right| q(T) - \tau \sum_{n=1}^N q^n \right|_1^2
$$

$$
\leq C (\tau + \epsilon).
$$

(4.20)

**Remark 4.7.** As in Remark 4.5, we can replace the scalar product in (4.20) by $\int_0^T (b(u(t)) - b(u_\Delta(t)), u(t) - u_\Delta(t)) dt$. This immediately implies an error estimate for the saturation,

$$
\sum_{n=1}^N \int_{t_{n-1}}^{t_n} \left\| b(u(t)) - b(p^n) \right\|^2 dt \leq C (\tau + \epsilon).
$$

4.2. Error estimates for the fully discrete mixed discretization. The next step in our analysis is proving error estimates for the fully discrete approximation. We first estimate the error for the flux variable and then proceed with estimates for the $p$ unknowns.

In doing so we denote by $W$ and $V$ the spaces $L^2(\Omega)$ and $H(div, \Omega)$. Let $T_h$ be a regular decomposition of $\Omega \subset \mathbb{R}^d$ into closed $d$-simplices; $h$ stands for the mesh-size (see [9]). Here we assume $\Omega = \cup_{T \in T_h} T$, hence $\Omega$ is polygonal. Thus we neglect the errors caused by an approximation of a nonpolygonal domain, avoiding an excess of technicalities (a complete analysis in this sense can be found in [21]).

The discrete subspaces $W_h \times V_h \subset W \times V$ are defined as

$$
W_h := \{ p \in W | \ p \text{ is constant on each element } T \in T_h \},
$$

$$
V_h := \{ \overrightarrow{q} \in V | \overrightarrow{q}|_T = \overrightarrow{a} + b \overrightarrow{x} \text{ for all } T \in T_h \}.
$$

(4.21)
So $W_h$ denotes the space of piecewise constant functions, while $V_h$ is the $RT_0$ space (see [7]). Further we make use of the usual $L^2$ projector

\[
P_h : L^2(\Omega) \to W_h, \quad ((P_h w - w), w_h) = 0 \quad \forall w_h \in W_h.
\]

Taking a $\bar{V}$ slightly better than $V$ (for example, $V \cap (L^s(\Omega))^d$ with an $s > 2$), a projector $\Pi_h$ can be defined as (see [7, p. 131])

\[
\Pi_h : \bar{V} \to V_h, \quad (\nabla \cdot (\Pi_h v - v), w_h) = 0
\]

for all $w_h \in W_h$. With $r \in (0, 1]$, for the operators defined above we have

\[
\|w - P_h w\| \leq C h^r \|w\|_r,
\]

\[
\|v - \Pi_h v\| \leq C h^r \|v\|_r
\]

for any $w \in H^r(\Omega)$ and $v \in (H^r(\Omega))^d$.

The following technical lemma is proven in [25].

**Lemma 4.8.** Assuming (A1), taking $f_h \in W_h$, a $v_h \in V_h$ exists so that

\[
\nabla \cdot v_h = f_h,
\]

\[
\|v_h\| \leq C \|\nabla \cdot v_h\|
\]

$C > 0$ being a generic constant not depending on $h$, $f_h$, or $v_h$.

Before proceeding with the fully discrete approximation scheme, we rewrite Problem 4 (continuous in space) as

**Problem 5.** Let $n = \Omega, N$. Find $(p^n, q^n) \in W \times V$ such that

\[
(b_r(p^n), w) - (b_r(p^0), w) + \tau \left( \sum_{j=1}^{n} \nabla \cdot q^j, w \right) = 0,
\]

\[
(q^n, v) - (p^n, \nabla \cdot v) + (k(b(p^n)) e_z, v) = 0
\]

for all $w \in W$ and $v \in V$, with $p^0 = u^0$.

The fully discrete mixed finite element approximation reads the following.

**Problem 6.** Let $n = \Omega, N$. Find $(p^n_h, q^n_h) \in W_h \times V_h$ such that

\[
(b_r(p^n_h), w_h) + \tau \left( \sum_{j=1}^{n} \nabla \cdot q^j_h, w_h \right) = (b_r(p^0_h), w_h),
\]

\[
(q^n_h, v_h) - (p^n_h, \nabla \cdot v_h) + (k(b(p^n_h)) e_z, v_h) = 0
\]

for all $w_h \in W_h$ and $v_h \in V_h$.

Initially we take $p^0_h = b_r^{-1}(P_h b_r(u^0))$. Since $P_h b_r(u^0)$ is constant on any $T \in T_h$, the same holds for $b_r^{-1}(P_h b_r(u^0))$, so $p^0_h \in W_h$. Moreover, with this choice, for all $w_h \in W_h$, we obtain

\[
(b_r(p^0_h), w_h) = (b_r(u^0), w_h) = (b_r(p^0), w_h).
\]

We start with some stability estimates for the fully discrete case.

**Proposition 4.9.** Assuming (A1)–(A4), if $(p^n_h, q^n_h)$ solve Problem 6 ($n = \Omega, N$), we have

\[
\|p^n_h\|^2 + \|q^n_h\|^2 \leq C,
\]

\[
\sum_{k=1}^{n} (b_r(p^k_h) - b_r(p^{k-1}_h), p^k_h - p^{k-1}_h) \leq C \tau.
\]
Proof. Applying the arguments used in Propositions 3.4 and 3.7 we immediately obtain the estimates (4.29), excepting the one for \( \|p_h^n\| \). To complete the proof we apply Lemma 4.8. Consequently, there exists a \( v_h \in V_h \) such that \( \nabla \cdot v_h = p_h^n \) and \( \|v_h\| \leq C\|p_h^n\| \). Using this as a test function in (4.28) gives

\[
\|p_h^n\|^2 = (q_h^n, v_h) + (k(b(p_h^n))e_z, v_h) \leq C(\|q_h^n\| + \|k(b(p_h^n))\|)\|p_h^n\|,
\]

and the estimate follows from the estimates for \( \|q_h^n\| \) and the boundedness of \( k \).

Applying now techniques developed in [2] we estimate the errors induced by the spatial discretization.

**Proposition 4.10.** Let \( n = \prod, N \). If \((p^n, q^n) \in W \times V, (p_h^n, q_h^n) \in W_h \times V_h\) solve Problem 5, respectively 6, assuming (A1)–(A4) yields

\[
\sum_{n=1}^{N} \{ (b_c(p^n) - b_c(p_h^n), P_h p^n - p_h^n) + \tau(\Pi_h q^n - q_h^n) \}^2 + \tau \sum_{n=1}^{N} \|\Pi_h q^n - q_h^n\|^2 \leq C \sum_{n=1}^{N} \{\|q^n - \Pi_h q^n\|^2 + \|P_h p^n - p_h^n\|^2\}.
\]

**Proof.** Subtracting (4.27) from (4.25) and (4.28) from (4.26) gives

\[
(b_c(p^n) - b_c(p_h^n), w_h) + \tau \left( \sum_{j=1}^{n} \nabla \cdot (q^n - q_h^n), w_h \right) = 0,
\]

\[
(q^n - q_h^n, v_h) - (P_h p^n - p_h^n, \nabla \cdot v_h) + ((k(b(p^n)) - k(b(p_h^n)))e_z, v_h) = 0.
\]

Taking \( w_h = P_h p^n - p_h^n \in W_h \) and \( v_h = \tau \sum_{j=1}^{n} (\Pi_h q^j - q_h^j) \in V_h \) into the above leads to

\[
(b_c(p^n) - b_c(p_h^n), P_h p^n - p_h^n) + \tau \left( \sum_{j=1}^{n} \nabla \cdot (\Pi_h q^j - q_h^j), P_h p^n - p_h^n \right) = 0,
\]

\[
\tau \left( q^n - q_h^n, \sum_{j=1}^{n} (\Pi_h q^j - q_h^j) \right) - \tau \left( P_h p^n - p_h^n, \nabla \cdot \sum_{j=1}^{n} (\Pi_h q^j - q_h^j) \right) + \tau \left( (k(b(p^n)) - k(b(p_h^n)))e_z, \sum_{j=1}^{n} (\Pi_h q^j - q_h^j) \right) = 0.
\]

Adding these equalities and summing the result up from 1 to \( N \) yields

\[
\sum_{n=1}^{N} (b_c(p^n) - b_c(p_h^n), P_h p^n - p_h^n) + \sum_{n=1}^{N} (q^n - q_h^n, \sum_{j=1}^{n} \tau(\Pi_h q^j - q_h^j)) + \sum_{n=1}^{N} \left( (k(b(p^n)) - k(b(p_h^n)))e_z, \sum_{j=1}^{n} \tau(\Pi_h q^j - q_h^j) \right) = 0.
\]

We estimate now each of the terms above, denoted by \( T_1, T_2, \) and \( T_3: \)

\[
T_1 = \sum_{n=1}^{N} (b_c(p^n) - b_c(p_h^n), P_h p^n - p_h^n)
\]
By (A2) and the definition (2.7) of $b_c$, a $C > 0$ independent of $\tau$ and $h$ exists such that

$$T_{11} \geq \frac{1}{2} \sum_{n=1}^{N} (b_c(p^n) - b_c(p^n_h), p^n - p^n_h)$$

Applying the inequality of Cauchy $T_{12}$ yields

$$|T_{12}| \leq \frac{\mu}{2} \sum_{n=1}^{N} \|b_c(p^n) - b_c(p^n_h)\|^2 + \frac{1}{2\mu} \sum_{n=1}^{N} \|P_h p^n - p^n\|^2.$$

Rewriting $T_2$ as

$$T_2 = \sum_{n=1}^{N} \left( q^n - \Pi_k q^n, \sum_{j=1}^{n} \tau (\Pi_k q^j - q^j_h) \right)$$

$$+ \sum_{n=1}^{N} \left( \Pi_k q^n - q^n_h, \sum_{j=1}^{n} \tau (\Pi_k q^j - q^j_h) \right) =: T_{21} + T_{22},$$

we estimate $T_{21}$ and $T_{22}$. For $T_{21}$ we get

$$|T_{21}| \leq \frac{1}{2} \sum_{n=1}^{N} \|q^n - \Pi_k q^n\|^2 + \frac{\tau^2}{2} \sum_{n=1}^{N} \left| \sum_{j=1}^{n} (\Pi_k q^j - q^j_h) \right|^2,$$

while for $T_{22}$ we use (3.1) to obtain

$$T_{22} = \frac{\tau}{2} \left| \sum_{n=1}^{N} (\Pi_k q^n - q^n_h) \right|^2 + \frac{\tau}{2} \sum_{n=1}^{N} \|\Pi_k q^n - q^n_h\|^2.$$

Using (A3), $T_3$ gets

$$|T_3| \leq \frac{\kappa}{2} \sum_{n=1}^{N} \|k(b(p^n)) - k(b(p^n_h))\|^2 + \frac{\tau^2}{2\delta} \sum_{n=1}^{N} \left| \sum_{j=1}^{n} (\Pi_k q^j - q^j_h) \right|^2$$

$$\leq \frac{C_k \delta}{2} \sum_{n=1}^{N} (b(p^n) - b(p^n_h), p^n - p^n_h) + \frac{\tau^2}{2\delta} \sum_{n=1}^{N} \left| \sum_{j=1}^{n} (\Pi_k q^j - q^j_h) \right|^2.$$

Inserting (4.32)–(4.38) into (4.31) and choosing $\mu$ and $\delta$ properly gives

$$\sum_{n=1}^{N} \left\{ (b_c(p^n) - b_c(p^n_h), p^n - p^n_h) + \tau \|\Pi_k q^n - q^n_h\|^2 \right\} \leq C \sum_{n=1}^{N} \left\{ \|q^n - \Pi_k q^n\|^2 + \|P_h p^n - p^n\|^2 + \tau^2 \left| \sum_{j=1}^{n} (\Pi_k q^j - q^j_h) \right|^2 \right\}.$$
Finally, (4.30) follows applying the discrete Gronwall lemma. □

**Remark 4.11.** By the equivalence proven in Proposition 2.3, \( p^n \in H^1(\Omega) \) for all \( n \). Now using (4.24) and (3.7) we get

\[
\sum_{n=1}^{N} \| P_h p^n - p^n \|^2 \leq C h^2 \sum_{n=1}^{N} \| p^n \|^2 \leq C \frac{h^2}{\tau},
\]

and the estimates (4.30) can be modified accordingly.

Similar estimates can be obtained for the \( p \)-unknowns.

**Proposition 4.12.** Under the assumptions of Proposition 4.10 we have

\[
\tau \left\| \sum_{n=1}^{N} (P_h p^n - p^n) \right\|^2 \leq C \left\{ \sum_{n=1}^{N} (b_e(p^n) - b_e(p^n_h), p^n - p^n_h) \right. \\
+ \left. \sum_{n=1}^{N} \tau \left( k(b(p^n)) - k(b(p^n_h)) \right) e_z, v_h \right\}.
\]

(4.39)

**Proof.** Subtracting (4.28) from (4.26), recalling the definition of \( P_h \), and summing up for \( n = 1 \) to \( N \) yield

\[
\left( \sum_{n=1}^{N} (q^n - q^n_h), v_h \right) - \left( \sum_{n=1}^{N} (P_h p^n - p^n_h), \nabla \cdot v_h \right) \\
+ \left( \sum_{n=1}^{N} \tau \left( k(b(p^n)) - k(b(p^n_h)) \right) e_z, v_h \right) = 0
\]

(4.40)

for any \( v_h \in V_h \). Using now Lemma 4.8, a \( v_h \in V_h \) exists such that

\[
\nabla \cdot v_h = \sum_{n=1}^{N} \tau (P_h p^n - p^n_h)
\]

(4.41)

and \( \| v_h \| < C \| \tau \sum_{n=1}^{N} (P_h p^n - p^n_h) \| \). In this case (4.40) gives

\[
\tau \left\| \sum_{n=1}^{N} (P_h p^n - p^n_h) \right\|^2 = \left( \sum_{n=1}^{N} (q^n - q^n_h), v_h \right) \\
+ \left( \sum_{n=1}^{N} \tau \left( k(b(p^n)) - k(b(p^n_h)) \right) e_z, v_h \right)
\]

(4.42)

Denoting by \( T_1 \) and \( T_2 \) the terms on the right into above, applying the inequality of Cauchy and recalling the estimates on \( \| v_h \| \) leads to

\[
|T_1| \leq \frac{\tau}{2\delta_1} \left\| \sum_{n=1}^{N} (q^n_h - q^n) \right\|^2 + \frac{\delta_1}{2\tau} \| v_h \|^2
\]

(4.43)

\[
\leq \frac{\tau}{2\delta_1} \left\| \sum_{n=1}^{N} (q^n_h - q^n) \right\|^2 + \frac{C \tau \delta_1}{2} \left\| \sum_{n=1}^{N} (p^n_h - P_h p^n_h) \right\|^2.
\]
Similarly, by (A3) we obtain

\[ |T_2| \leq \frac{\tau}{2\delta_2} \left| \sum_{n=1}^{N} (k(b(p^n_n)) - k(b(p^n))) \right|^2 + \frac{\delta_2}{2\tau} \|v_n\|^2 \]

(4.44)

\[ \leq \frac{C}{2\delta_2} \sum_{n=1}^{N} (b(p^n_n) - b(p^n), p^n_n - p^n) + \frac{C\tau\delta_2}{2} \left\| \sum_{n=1}^{N} (p^n_n - P_h p^n_n) \right\|^2. \]

Choosing \( \delta_1 \) and \( \delta_2 \) properly, (4.42)–(4.44) gives

\[ \tau \left\| \sum_{n=1}^{N} (P_h p^n - p^n_h) \right\|^2 \]

\[ \leq C \left\{ \sum_{n=1}^{N} (b_c(p^n - p^n_h), p^n - p^n_h) + \tau \left\| \sum_{n=1}^{N} (q^n - q^n_h) \right\|^2 \right\}. \]

The last term above can be rewritten as

\[ \tau \left\| \sum_{n=1}^{N} (q^n - q^n_h) \right\|^2 \leq \tau \left\| \sum_{n=1}^{N} (\Pi_h q^n - q^n_h) \right\|^2 + \tau \left\| \sum_{n=1}^{N} (q^n - \Pi_h q^n) \right\|^2 \]

\[ \leq \tau \left\| \sum_{n=1}^{N} (\Pi_h q^n - q^n_h) \right\|^2 + \tau \sum_{n=1}^{N} \|q^n - \Pi_h q^n\|^2, \]

which completes the proof. \( \square \)

The following is a direct consequence of Propositions 4.10 and 4.12.

**Theorem 4.13.** Assuming (A1)–(A4), if \((p^n, q^n) \in W \times V, (p^n_h, q^n_h) \in W_h \times V_h\) solve, for \(n = 1, N\), Problems 5 and 6, we obtain

\[ \sum_{n=1}^{N} (b_c(p^n - p^n_h), p^n - p^n_h) + \tau \sum_{n=1}^{N} \|\Pi_h q^n - q^n_h\|^2 \]

(4.45)

\[ + \tau \left\| \sum_{n=1}^{N} (q^n - q^n_h) \right\|^2 + \tau \left\| \sum_{n=1}^{N} (p^n - p^n_h) \right\|^2 \]

\[ \leq C \left( \sum_{n=1}^{N} \|q^n - \Pi_h q^n\|^2 + \sum_{n=1}^{N} \|P_h p^n - p^n\|^2 \right). \]

Combining the estimates in Theorems 4.6 and 4.13 and recalling Remark 4.11 we get, for the fully discrete scheme, the following.

**Theorem 4.14.** Assuming (A1)–(A4), we get

\[ \left\| \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (u(t) - p^n_h) dt \right\|^2 + \left\| \bar{q}(T) - \tau \sum_{n=1}^{N} q^n_h \right\|^2 \]

(4.46)

\[ \leq C \left( \tau + \epsilon + h^2 + \tau \sum_{n=1}^{N} \|q^n - \Pi_h q^n\|^2 \right). \]
Proof. Let \( T_1 \) and \( T_2 \) denote the terms on the left in (4.46). For \( T_1 \), by the properties of norms we have

\[
T_1 \leq 2 \left\| \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (u(t) - p^n) dt \right\|^2 + 2 \tau^2 \left\| \sum_{n=1}^{N} (p^n - p^n_h) \right\|^2.
\]

Estimates (4.20) in Theorem 4.4 give

\[
\left\| \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (u(t) - p^n) dt \right\|^2 \leq C(\tau + \epsilon),
\]

which, together with (4.45), imply

(4.47) \[ T_1 \leq C(\tau + \epsilon). \]

Analogously, for \( T_2 \) we obtain

\[
T_2 \leq 2 \left\| \tilde{q}(T) - \tau \sum_{n=1}^{N} q^n \right\|^2 + 2 \tau^2 \left\| \sum_{n=1}^{N} (q^n - q^n_h) \right\|^2 \leq C_1(\tau + \epsilon) + C_2 \left( \tau + \epsilon + h^2 + \tau \sum_{n=1}^{N} \|q^n - \Pi_h q^n\|^2 \right)
\]

(4.48) by the arguments above. Now (4.46) follows from (4.47) and (4.48).

Corollary 4.15. Under the assumptions of Theorem 4.14, for the scalar product we have

(4.49) \[
\sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (b_\epsilon(u(t)) - b_\epsilon(p^n_h), u(t) - p^n_h) dt \leq C \left( \tau \frac{1}{2} + \epsilon \frac{1}{2} + h^2 / \tau \frac{1}{2} + \tau \frac{1}{2} \sum_{n=1}^{N} \|q^n - \Pi_h q^n\|^2 \right)
\]

Proof. We decompose the scalar product as follows:

\[
\sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (b_\epsilon(u(t)) - b_\epsilon(p^n_h), u(t) - p^n_h) dt
\]

(4.49) \[
= \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (b_\epsilon(u(t)) - b_\epsilon(p^n), u(t) - p^n_h) dt + \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (b_\epsilon(p^n) - b_\epsilon(p^n_h), u(t) - p^n_h) dt =: T_1 + T_2.
\]

Applying Cauchy’s inequality \( T_1 \) yields

\[
|T_1| \leq \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} \|b_\epsilon(u(t)) - b_\epsilon(p^n)\| \|u(t) - p^n_h\| dt
\]

\[
\leq \frac{1}{4b_1} \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} \|b_\epsilon(u(t)) - b_\epsilon(p^n)\|^2 dt + \delta_1 \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} \|u(t) - p^n_h\|^2 dt.
\]
Since \( b \) is Lipschitz, using (4.20), the first sum gives
\[
\sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} \| b_\epsilon(u(t)) - b_\epsilon(p^n) \|^2 dt \\
\leq C \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (b_\epsilon(u(t)) - b_\epsilon(p^n), u(t) - p^n) dt \\
\leq C(\tau + \epsilon).
\]

Having \( u \in L^2(J \times \Omega) \), by (4.29) we get
\[
\sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} \| u(t) - p^n_h \|^2 dt \leq C.
\]

In this way, choosing \( \delta_1 = (\tau + \epsilon)^{\frac{1}{2}} \) yields
\[
| T_1 | \leq C(\tau + \epsilon)^{\frac{1}{2}} \leq C(\tau^{\frac{1}{2}} + \epsilon^{\frac{1}{2}}).
\]

For \( T_2 \) we obtain
\[
| T_2 | \leq \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} \| b_\epsilon(p^n) - b_\epsilon(p^n_h) \| \| u(t) - p^n_h \| dt \\
\leq \frac{\tau^{\frac{1}{2}}}{4} \sum_{n=1}^{N} \| b_\epsilon(p^n) - b_\epsilon(p^n_h) \|^2 + \tau^{\frac{1}{2}} \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} \| u(t) - p^n_h \|^2 dt.
\]

As before, the second sum above is uniformly bounded, while for the first one we write
\[
\sum_{n=1}^{N} \| b_\epsilon(p^n) - b_\epsilon(p^n_h) \|^2 \leq C \sum_{n=1}^{N} (b_\epsilon(p^n) - b_\epsilon(p^n_h), p^n - p^n_h).
\]

Using (4.45) gives
\[
\sum_{n=1}^{N} \| b_\epsilon(p^n) - b_\epsilon(p^n_h) \|^2 \leq C \left( h^2 / \tau + \sum_{n=1}^{N} \| q^n - \Pi_h q^n \|^2 \right),
\]

so \( T_2 \) is bounded by
\[
| T_2 | \leq C \left( \tau^{\frac{1}{2}} + h^2 / \tau^{\frac{1}{2}} + \tau^{\frac{1}{2}} \sum_{n=1}^{N} \| q^n - \Pi_h q^n \|^2 \right).
\]

The result follows now from (4.50) and (4.51).

Assuming additionally
\[(A5) \ q^n \in H^1(\Omega)^d \text{ for all } n = \overline{1,N},\]

using (4.24) and the estimates in Theorem 4.14 and Corollary 4.15 we obtain the following theorem.
Theorem 4.16. Assuming (A1)–(A5) we have
\[
\left\| \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (u(t) - p_n^k) dt \right\|^2 + \left\| \tilde{q}(T) - \tau \sum_{n=1}^{N} q_n^h \right\|^2 \leq C(\tau + \epsilon + h^2),
\]
(4.52)
\[
\sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (b_x(u(t)) - b_x(p_n^k), u(t) - p_n^k) dt \leq C(\tau^2 + \epsilon^2 + h^2/\tau^{1/2}).
\]

Remark 4.17. Obviously (A5) is fulfilled in one spatial dimension, since then \(H(\text{div}, \Omega)\) and \(H^1(\Omega)\) coincide. Assumption (A5) also holds in the multidimensional case, provided \(\partial \Omega\) is smooth enough and \(k\) is differentiable. Using (A2) and (A3), since \(k(b(\cdot)) \in C^1(0,1)\) we have
\[
|\partial_u k(b(u))| \leq \lim_{\delta \to 0} \frac{k(b(u+\delta)) - k(b(u))}{\delta} \leq \sqrt{C_k} \frac{b(u+\delta) - b(u)}{\delta} \leq C.
\]

Following [19, Chapter 4, Theorems 5.1 and 5.2], for any \(n = 1, \ldots, N\), \(u^n\) solving Problem 3 is in \(H^2(\Omega)\) and the corresponding norm is bounded uniformly in \(n\) by a constant that, nevertheless, may depend on \(\tau\). Therefore \(q^n \in H^1(\Omega)\) for all \(n \geq 1\) and \(\|q^n\|_1 \leq C(\tau)\).

To confirm our theoretical results we present a numerical test. We consider a problem allowing for a travel wave solution, as proposed in [12] which refers to the Richards’ equation in its form after the Kirchhoff transformation (1.4), without gravitation term and with
\[
b(u) = \begin{cases} \frac{x^2}{2} - \frac{y^2}{2} & \text{for } u \leq 0, \\ \frac{x^2}{2} & \text{for } u > 0.
\end{cases}
\]
For this problem an exact solution is known:
\[
uex(t, x, y) = \begin{cases} \frac{-2(e^s - 1)}{e^s + 1} & \text{for } s \geq 0, \\ -s & \text{for } s < 0,
\end{cases}
\]
where \(s = x - y - t\). The equation has been solved in the unit square \(\Omega\), with Dirichlet boundary condition given by \(u = uex\) on \(\partial \Omega\) and initial value \(uex\) at \(t = 0\). For mixed finite element discretizations the emerging system of equations is difficult to solve due to being the solution of a saddle point problem. A common implementation trick is to enlarge the system by adding Lagrange multipliers on edges (hybridization of the method). Briefly, within one timestep the resulting algorithm reads as follows: first the flux variable is eliminated on each element; then the continuity equation is locally solved for pressure by a variably damped Newton’s method. The global system is set for the Lagrange multipliers and solved using the Newton method and a multigrid solver for the linear subproblems in the Newton iterations (for details see [25]). An alternative linearization approach is discussed in [24]. The implementation is based on the package UG (version 3.8, see also [3]), and the computations have been done on a SUN workstation.

To verify the theoretical estimates, we have started performing computations on a uniform triangular mesh with \(h = 0.25\), and a time step \(\tau = 0.04\). Then \(\tau\) and \(h^2\) are successively halved, up to \(\tau = 0.000625\) and \(h = 0.03125\). The final time was set
ERROR ESTIMATES FOR RICHARDS’ EQUATION

<table>
<thead>
<tr>
<th>N</th>
<th>τ</th>
<th>h</th>
<th>Error</th>
<th>τ + h²</th>
<th>Convergence Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.04</td>
<td>0.25</td>
<td>6.344201e-06</td>
<td>1.025000e-01</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>0.02</td>
<td>0.176</td>
<td>3.620119e-06</td>
<td>5.125000e-02</td>
<td>0.81 0.81</td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>0.125</td>
<td>2.057356e-06</td>
<td>2.562500e-02</td>
<td>0.82 0.81</td>
</tr>
<tr>
<td>4</td>
<td>0.005</td>
<td>0.088</td>
<td>9.574634e-07</td>
<td>1.281250e-02</td>
<td>1.10 0.91</td>
</tr>
<tr>
<td>5</td>
<td>0.0025</td>
<td>0.0625</td>
<td>5.362175e-07</td>
<td>6.406250e-03</td>
<td>0.84 0.89</td>
</tr>
<tr>
<td>6</td>
<td>0.00125</td>
<td>0.044</td>
<td>2.431734e-07</td>
<td>3.203250e-03</td>
<td>1.14 0.94</td>
</tr>
<tr>
<td>7</td>
<td>0.000625</td>
<td>0.03125</td>
<td>1.355397e-07</td>
<td>1.601562e-03</td>
<td>0.84 0.92</td>
</tr>
</tbody>
</table>

to be 1.0 for all the computations. Knowing the exact solution, the square of the total error (as written in (4.52)) is given by

\[ E_{\text{tot}}^2 = \left\| \sum_{n=1}^{N} \int_{t_{n-1}}^{t_n} (u_{\text{ex}}(t) - p_n^h) \, dt \right\|^2 + \left\| \frac{\partial}{\partial t} u_{\text{ex}}(T) - \tau \sum_{n=1}^{N} q_n^h \right\|^2, \]

where \( \frac{\partial}{\partial t} u_{\text{ex}}(T) = \int_0^T \nabla u_{\text{ex}}(t) \, dt \) is the exact flux. The order of convergence (for the squared error) is estimated by dividing the errors above, computed for two sets of parameters (refined according to the procedure mentioned above). Dividing the natural logarithm of the result by the natural logarithm of the refinement ratio yields an approximation of the convergence order. Results are displayed in Table 4.1. As predicted by Theorem 4.14, the order of \( E_{\text{tot}}^2 \) is between 0.8 and 1.1. Thus we can conclude that the numerical results are in concordance with our theoretical analysis, in particular confirming the convergence of the scheme.
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