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Adaptive Characterization of Write-Precompensation Circuits

Jan W. M. Bergmans, Senior Member, IEEE

Abstract—Write-precompensation circuits are widely used in digital magnetic recording systems to counteract nonlinearities in the recording process. They act to shift transitions in the binary write signal in nonlinear dependence on neighboring bits. This paper develops a general and accurate technique for assessing the quality of these circuits. The technique permits joint assessment of the actual transition shifts introduced by the circuits and of data-dependent, periodic, and random jitter of the transitions. The action of a phase-locked loop (PLL) can be mimicked so as to characterize only the harmful portion of the jitter, namely the portion that is left behind by the PLL. Experimental results for a fifth-order write-precompensation circuit illustrate the merits of the technique.

Index Terms—Adaptive filtering, digital storage, jitter, nonlinearities, write precompensation.

I. INTRODUCTION

At high data rates and information densities, recorded data patterns in digital magnetic recording systems can exhibit severe nonlinearities. Key causes for these nonlinearities are bandwidth limitations of the write path and demagnetizing fields in the recording medium [1]. Write-precompensation schemes are widely used to counteract these nonlinearities [2]–[5]. They act to shift the transitions of the binary write signal in nonlinear dependence on neighboring bits. This is generally done with mixed-signal electronic circuits. These circuits are programmable so as to be able to tailor the shifts to the conditions at hand. Performance of the recording system is quite sensitive to the accuracy of precompensation and to the jitter of the transitions. Broadly speaking, three types of jitter can be distinguished:

- data-dependent jitter (also called pattern-dependent jitter or self-noise [6]), for which displacements depend in a deterministic manner on the transmitted data sequence;
- periodic jitter, for which displacements exhibit a repetitive pattern;
- random jitter, for which displacements are stochastic in nature.

These types of jitter can have a quite different impact on system performance. For this reason, one would like to assess each type individually. Unfortunately, practical write-precompensation circuits often exhibit a mixture of jitter components, and existing measurement techniques (as embodied, for example, in commercial jitter and time-interval analyzers) can only assess the compound jitter. The present paper develops and illustrates a technique that does permit individual components to be separated and analyzed. The technique operates on a digitized write signal. At the heart of it is a data-aided adaptive filter that mimics the deterministic (i.e., data-dependent and periodic) jitter components. Subtraction of these components from the compound jitter produces an accurate estimate of the stochastic components. The action of a phase-locked loop (PLL) can be mimicked so as to characterize only the harmful portion of the jitter, namely, the portion that is left behind by the PLL.

It is worth observing that the desired action of the write-precompensation circuit is, in essence, the introduction of a well-defined portion of data-dependent jitter. Any further data-dependent jitter is undesirable. Comparison of the desired and actual data-dependent jitter sheds light on the accuracy and adequacy of precompensation.

The paper is organized as follows. In Section II, we introduce the system model and establish nomenclature. The technique is developed in Sections III–V, and an experimental case study is provided in Section VI.

II. SYSTEM MODEL AND NOMENCLATURE

Denote by \( a_k \) the binary data sequence that is to be recorded. This sequence has digits in the alphabet \( \{-1, 1\} \), which are spaced \( T \)’s apart. Transitions occur whenever two successive digits differ, and may be characterized by the transition sequence \( b_k \triangleq a_k - a_{k-1} \). Clearly, \( b_k \in \{-2, 0, 2\} \). The value \( b_k = -2 \) indicates a downward transition between the instants \( k - 1 \) and \( k \). Similarly, \( b_k = 2 \) indicates an upward transition, while \( b_k = 0 \) indicates no transition. We first consider the situation without write-precompensation circuit. Here, a binary write signal \( s(t) \) is nominally obtained from \( b_k \) according to

\[
s(t) = \sum_{k=-\infty}^{\infty} b_k u(t - kT)
\]

where \( u(t) \) denotes the unit step function (i.e., \( u(t) = 0 \) for \( t < 0 \) and \( u(t) = 1 \) for \( t \geq 0 \)). Transitions of \( s(t) \) all occur on the \( T \)-spaced grid \( t = kT, k \in \mathbb{Z} \). In Fig. 1, this grid is indicated with dashed lines. Actual transition instants may deviate from the grid as a result of jitter. The normalized displacements of transitions relative to the grid (expressed in units \( T \)) are denoted as \( \Delta_k \) and are referred to as the compound phase-jitter sequence. Accordingly

\[
s(t) = \sum_{k=-\infty}^{\infty} b_k u(t - (k + \Delta_k)T),
\]

The sequence \( \Delta_k \) may contain data-dependent, periodic, and random components that are denoted \( \Delta_k^p \), \( \Delta_k^r \), and \( \Delta_k^s \), respec-
tively. As we will see, a suitable adaptive filter operating on \( \Delta_k \), with \( a_k \) serving as side information, can separate these components.

As indicated in Fig. 1, transitions do not occur every symbol interval \( T \), but only when \( a_{k-1} \neq a_k \). Transitions may be demarcated by means of a binary indicator function \( d_k = [a_k - a_{k-1}]/2 \) that is 1 whenever a transition occurs (i.e., whenever \( a_{k-1} \neq a_k \)) and 0 otherwise. Clearly \( d_k = |b_k|/2 \). The compound jitter sequence \( \Delta_k \), is undefined at intervals \( k \) for which \( d_k = 0 \), i.e., at intervals for which there is no transition (such as \( k = 3 \) in Fig. 1). For these intervals the precise value of \( \Delta_k \) is immaterial, and we may arbitrarily set \( \Delta_k = 0 \) here. Since the reference grid is (by definition) synchronous to \( s(t) \), \( \Delta_k \) is bounded in magnitude. We can, moreover, take \( \Delta_k \) to have zero mean, implying that the reference grid is (again by definition) phase-aligned to \( s(t) \).

We now turn our attention to the write-precompensation circuit. This circuit serves to shift transitions in nonlinear dependence on neighboring bits. Its nominal output, \( s^R(t) \), may be written

\[
s^R(t) = \sum_{k=-\infty}^{\infty} b_k u(t - (k + \Delta^R_k) T)
\]

where \( \Delta^R_k \) denotes the nominal displacement sequence. Displacements \( \Delta^R_k \) are a deterministic yet nonlinear function of “surrounding” bits, often according to

\[
\Delta^R_k = \frac{b_k}{2} (a \ast \gamma)_k.
\]

Here, \( \ast \) denotes linear convolution and \( \gamma_k \) is an impulse response having \( \gamma_0 = \gamma_1 = 0 \) [1]. Other coefficients are all positive, yet only \( \gamma_1 \) and \( \gamma_2, \ldots, \gamma_N \) (for \( N = 2 \) to 4) tend to be significant. The “noncausal” coefficient \( \gamma_1 \) relates to partial-erasure effects, while \( \gamma_2, \ldots, \gamma_N \) reflect nonlinearities due to bandwidth limitations in the write path and demagnetizing fields in the magnetic medium. Existing write-precompensation circuits contain one or more knobs that define one or more of the nontrivial coefficients.

Imperfections in the write-precompensation circuit cause additional shifts on top of the nominal ones of (4). The resulting compound shift \( \Delta_k \) contains a data-dependent component \( \Delta^d_k \) that is actually desired insofar as it coincides with \( \Delta^R_k \). Remaining components \( \Delta^P_k \) and \( \Delta^F_k \) are both undesired.

In the sequel, we develop a technique to measure \( \Delta_k \) (Section III) and to decompose it into data-dependent, periodic, and random components \( \Delta^d_k, \Delta^P_k, \) and \( \Delta^F_k \), respectively (Section IV).

Analysis of these components \( \text{vis a vis} \) the nominal shifts \( \Delta^R_k \) then sheds light on the nature and severity of transition jitter.

III. MEASUREMENT OF COMPOUND JITTER

In order to measure the sequence \( \Delta_k \), we can digitize \( s(t) \) via a high-speed waveform digitizer and detect the location of transitions in software via an interpolation technique. Such a technique necessarily uses a local time base that may differ from the reference grid by a small \textit{a priori} unknown frequency error. As a result, the measured displacements \( \phi_k \) relative to the local time base may differ from \( \Delta_k \) by a linear phase ramp. We will see in Section III-C that this ramp can be eliminated from \( \phi_k \) by means of a second-order phase-domain PLL.

In Fig. 2, \( s(t) \) is converted into a discrete-time sequence \( y_m \) via a low-pass filter (LPF) and an analog-to-digital (A/D) converter that is operated at a fixed sampling frequency \( f_s \) that is generally asynchronous to the baud rate \( T \). The cutoff frequency of the LPF should be high enough to minimize signal distortion, yet low enough to avoid aliasing. Sampling frequency \( f_s \) should be high enough to avoid aliasing. Provided that these conditions are met, a resampler operating on \( y_m \) can in principle reconstruct \( s(t) \) to arbitrary precision at any desired instant \( t_d \), i.e., the resampler output \( \tilde{s}(t_d) \) can closely approach \( s(t_d) \). Design of the resampler is beyond the scope of this paper (see, for example, [7, App. 9A] for details).

A. Location of Transitions

Efficient location of the transitions is possible by exploiting prior knowledge about the minimum transition spacing. For example, in digital recording systems that make use of a so-called \( d = 1 \) modulation code, transitions in the write signal should occur at least \( 2T \) seconds apart, and actual spacings should be at least a significant portion of this minimum. Assume that successive transitions can safely be assumed to be at least \( T_0 \) seconds apart. Then, \( s \) can be determined at an instant \( t_a \) that corresponds to the beginning of the digitized waveform, as well as at the instant \( t_b = t_a + T_0 \). Both samples are compared with a reference level \( V_r \) halfway between the two logical levels of \( s(t) \), and if the differences \( \epsilon(t_a) = s(t_a) - V_r \) and \( \epsilon(t_b) = s(t_b) - V_r \) have the same polarity, then no transition has occurred between \( t_a \) and \( t_b \). In that case, \( t_a \) and \( t_b \) are both increased in steps of \( T_0 \) seconds until polarities come to differ. From there on, \( t_a \) and \( t_b \) are iteratively moved closer together by means of an interval halving approach, so as to determine the location \( t_h \) of the first threshold crossing (i.e., transition) to high precision. Detection of subsequent transition
instants $t_1, t_2, \ldots$, proceeds from there, with $t_n$ initialized at the position of the latest identified threshold crossing.

B. Determination of $\phi_k$ and $a_k$

Having determined the transition instants $t_j$ ($j = 0, 1, \ldots, N$ where $N$ denotes the index of the last transition), we can proceed to establish the local reference time base and to determine $\phi_k$ and $a_k$. To this end, we may exploit the fact that the maximum spacing of transitions is invariably restricted to a limited number of symbol intervals $T$, determined by the so-called $k$ constraint of the modulation code. As a result, even with jitter and with imperfect knowledge of $T$, it is generally possible to unambiguously measure the run length (i.e., the number of identical symbols) between any two successive transition instants $t_j$ and $t_{j+1}$, for example, by rounding $(t_{j+1} - t_j)/T$ to the nearest integer.\(^1\) In this manner, we can determine the total number of symbols $M$ between the first and last transition instants $t_0$ and $t_N$. The reference time base is established by splitting the interval between $t_0$ and $t_N$ up into $M$ equal portions. Comparison of the transition instants with the nearest reference time stamp provides the displacement sequence $\phi_k$. As a by-product of this procedure, a reliable synchronous estimate of the data sequence $a_k$ and the transition sequence $d_k$ may be obtained based on the polarity of $c(t)$ halfway between the reference instants.

C. Estimation of $\Delta_k$

The reference time base that was used to measure displacements $\phi_k$ may exhibit phase and frequency errors. To eliminate these errors, we may apply $\phi_k$ to a phase-domain second-order PLL as in Fig. 3. In effect, the PLL acts as a high-pass filter that suppresses offsets (constant phase errors) and linear ramps (constant frequency errors).

A phase-domain voltage-controlled oscillator (VCO) in the form of an integrator produces a phase sequence $\psi_k$ that is meant to compensate for the linear phase ramp embedded in $\phi_k$. Subtraction of $\psi_k$ from $\phi_k$ yields a phase-error sequence $\Delta_k$ that will converge toward $\Delta_k$ as transients in the PLL settle. Since $\phi_k$ is only valid at instants where $d_k = 1$, the same is true for $\Delta_k$. Multiplication with $d_k$ serves to filter out the valid estimates, which are fed back to the VCO via a loop filter with a proportional and an integrating branch. Respective gains $K_p$ and $K_f$ of these branches determine the damping factor $\zeta^d$ and bandwidth (as characterized by the normalized natural frequency $\omega^d_n T$) of the loop. These parameters may be selected to reflect those of the read PLL in the recording system under study. Then, $\Delta_k$ will reflect only the harmful jitter components, namely, those that are left behind by the PLL.

Denote the average number of transitions per symbol interval by $\bar{d}$. Then the effective total open-loop gains in the phase and frequency paths are given by $K_p^d = \bar{d} K_p$ and $K_f^d = \bar{d} K_f$. These total gains are related to $\omega^d_n T$ and $\zeta^d$ according to [7, Ch. 11.4]

$$K_p^d = (\omega^d_n T)^2 \quad \text{and} \quad K_f^d = 2\zeta^d \omega^d_n T. \quad (5)$$

Given desired values for $\omega^d_n T$ and $\zeta^d$, we can use this relation to determine the corresponding total loop gains. Division by $\bar{d}$ then provides the required loop-filter gains $K_p^d$ and $K_f^d$.

\(^1\)Write-precompensation schemes all act to increase the length of minimum-bit cells. Exploitation of this prior knowledge leads to a somewhat better rule.

IV. ADAPTIVE SEPARATION OF JITTER COMPONENTS

A. Deterministic Jitter Models

Data-dependent jitter: The component $\Delta^d_k$ generally depends on a limited number of past and future data symbols, which together may be collected in a vector $a_k$. We may then model this component via a look-up table, in which a single jitter-estimate $\Delta^d_k$ is stored for each admissible vector $a_k$. This model is generic but may have very many parameters, since table size depends exponentially on the vector length. As a result, the model may not be very insightful, and accurate estimation of all parameters may require much data and take much time. Prior information about the structure of the data-dependent jitter, if available, can lead to a more compact and physically meaningful model. For precompensation schemes obeying (4), for example, it may be reasonable to model $\Delta^d_k$ according to

$$\Delta^d_k = \frac{b_k}{2} \sum_{i \in S} a_{k-i} \gamma_i \quad (6)$$

where $S$ demarcates a prescribed set of past and future data symbols, and where coefficients $\gamma_i$ can be regarded as estimates of the corresponding write-precompensation knobs. These parameters have an immediate physical interpretation, and their number is limited.

Periodic jitter: This jitter often stems from imperfections in the VCO or frequency synthesizer that paces the write-precompensation circuit. An imperfect $P$-phase VCO, for example, can be expected to yield jitter with a period of $P$ symbol intervals $T$. This jitter depends only on $k \mod P$, and may be modeled by a total of $P-1$ coefficients $c_i$ ($i = 1, \ldots, P-1$) according to

$$\Delta^p_k = \begin{cases} \varepsilon_{k \mod P} & \text{for } k \mod P \neq 0, \\ 1 & \text{for } k \mod P = 0. \end{cases} \quad (7)$$

Here, $c_i$, $1 \leq i \leq P-1$, demarcates the phase offset at instants $k$ obeying $k \mod P = i$. Average offset across a complete period $P$ is zero by virtue of the action of the PLL in Fig. 3. For this reason, the offset $\varepsilon_0$ at instants $k \mod P = 0$ is
fully determined by the coefficients $c_1, \ldots, c_{P-1}$ according to
$$c_0 = 1 - \sum_{i=1}^{P-1} c_i.$$

B. Parameter Estimation

Parameters of the models for data-dependent and periodic jitter may be determined adaptively as in Fig. 4.

Model outputs $\hat{\Delta}_k$ and $\hat{\Delta}_k'$ are subtracted from the PLL output $\hat{\Delta}_k$ to obtain a residual phase error $\hat{\Delta}_k^r$ that is used to control the model parameters. Control is aimed at minimizing the power of $\hat{\Delta}_k^r$, as outlined below. Upon convergence of the model parameters, $\hat{\Delta}_k$ and $\hat{\Delta}_k'$ should accurately mimic the data-dependent and periodic jitter components, respectively, and the residual phase-error should be essentially devoid of these components, i.e., $\hat{\Delta}_k^r$ should be an accurate estimate of the random-jitter component $\Delta_k^r$.

Update of all parameters may conveniently be based on a gradient search that seeks to minimize the power of $\hat{\Delta}_k^r$. For example, if a lookup table is used to model data-dependent jitter, then the model output has the form
$$\hat{\Delta}_k^d = \sum_{i} w_{k,i} d_{k,i},$$
and
$$\frac{\partial (\hat{\Delta}_k^d)^2}{\partial \hat{\Delta}_k^d} = -2 \hat{\Delta}_k^r.$$

Table entries may therefore be updated according to
$$\Delta_k^d = \hat{\Delta}_k^d + \mu d_k \hat{\Delta}_k^r$$
where $\mu$ is a small positive update constant. The multiplication by $d_k$ serves to restrict adaptation to instants when $\hat{\Delta}_k$ (and thereby $\Delta_k^r$) is valid. Hence, a single table entry gets updated on every transition. Since each relevant entry must be updated many times before it has converged, the adaptation process can take a long time.

If data-dependent jitter is modeled according to (6), then
$$\frac{\partial (\Delta_k^d)^2}{\partial \Delta_k^d} = -2 \Delta_k^r$$
i.e., for all $i \in S$, coefficients $\gamma_i$ may be updated according to
$$\gamma_i := \gamma_i + \mu \Delta_k^d b_k a_k - \gamma_i.$$ 
Hence, all coefficients are updated on every transition, and convergence is much more rapid than for a lookup table. For the sake of completeness, we note that $d_k b_k = b_k$ for all $k$. Hence, we may equivalently update $\gamma_i$ according to
$$\gamma_i := \gamma_i + \mu \Delta_k^d b_k a_k - \gamma_i.$$ 

For periodic jitter as modeled in (7), one readily verifies that
$$\frac{\partial (\Delta_k^r)^2}{\partial \Delta_k^r} = \begin{cases} -2 \Delta_k^r, & \text{if } k \mod P = i \\ 0, & \text{otherwise} \end{cases}$$
Hence, coefficient $\gamma_i$ may be updated only at instants $k$ for which $k \mod P = i$, according to the rule $\gamma_i := \gamma_i + \mu d_k \Delta_k^r$.

C. Stochastic Properties of Residual Jitter

Upon convergence of the adaptation process, $\Delta_k^r$ should be an accurate estimate of the random jitter component. This estimate is only valid on transitions, i.e., at instants $k$ for which $d_k = 1$. In order to estimate random jitter at the intermediate instants, we can assume that random jitter has a low-pass nature, with almost all power concentrated in a bandwidth much smaller than $1/T$. This assumption tends to be reasonable, yet requires validation in any given case. It permits us to estimate the unknown samples through linear interpolation between the two adjacent known samples. These estimates will be quite accurate if strings of unknown samples are not too long. As a result, $\Delta_k^r$ becomes known for all $k$, and its autocorrelation function or power spectrum can be assessed in a standard fashion (e.g., via solving Yule–Walker equations).

V. MERGE OF PLL AND ADAPTIVE JITTER SEPARATOR

The phase-domain PLL of Fig. 3 may be recognized as a second-order adaptive filter that operates on $\Delta_k$ in order to eliminate linear phase ramps from the incoming sequence $\phi_k$. The sequence $\psi_k$ is an estimate of this ramp, and is also a deterministic component, just as the components $\Delta_k^d$ and $\Delta_k'$ in Fig. 4. This observation permits us to merge the two adaptive estimators as in Fig. 5.

Besides periodic and data-dependent jitter, the model now also covers linear phase ramps. The corresponding output $\psi_k$ is subtracted from $\phi_k$, just as the two other outputs. The embedded second-order PLL now operates on $\Delta_k^r$. This is a “cleaner” input than the sequence $\Delta_k$ in Fig. 3, and PLL performance will improve accordingly.

All control loops that form part of the scheme of Fig. 5 have a well-defined time constant or bandwidth, and the slowest loop will determine the time that elapses before all parameter estimates are valid. From that point on, $\Delta_k^r$ can be regarded as an estimate of random jitter, and earlier samples should not be used for estimation of the autocorrelation or power spectral density functions of the random jitter. If the number of “usable” samples is too small to permit accurate estimation, then the sequence $\phi_k$
can be traversed a second time, with all parameter estimates initialized at the steady-state values that were determined in the first pass. Proper initialization will minimize settling transients, causing \( \Delta t \) to consist mainly of random jitter even in the beginning of the second pass.

VI. EXPERIMENTAL RESULTS

Results in this section pertain to the channel IC of [8]. Transmitter and receiver in this IC are both paced by a three-phase VCO, and VCO imperfections are expected to yield three-phase jitter \( (P = 3) \). Data rate \( 1/T \) is variable between 50 and 300 Mb/s. The write-precompensation circuit conforms to (4) and has five programmable coefficients: \( \gamma_{-1} \) and \( \gamma_2, \ldots, \gamma_5 \). It is matched to the write VCO for the sake of high accuracy and low distortion.

The jitter characterization technique is used to gauge the write and clock signals of the IC. To this end, the software program that embodies the technique is first validated. This is done by applying the program to a numerical model of the write path that accurately mimics the desired (i.e., nominal) write-path behavior. Estimated write-precompensation parameters for this model are found to reflect the programmed values to within a fraction of a percent of a symbol interval \( \Delta t \). Actual values may differ from the programmed ones due, for example, to tolerances of the write-precompensation circuit. It can be observed from (4) that coefficients \( \gamma_i \) are normalized with respect to the symbol interval \( T \), i.e., a value \( \gamma_i = 1 \) corresponds to a shift (dependent on bit \( a_{k-i} \)) of \( \pm T \) seconds.

Fig. 6 compares measured eye patterns of \( s(t) \) for the two considered cases. The effect of the write-precompensation circuit is clearly visible. The quality of the circuit is assessed in Table I.

The table reveals that actual parameters of the write-precompensation circuit closely track the nominal ones, but tend to be on the large side for high degrees of precompensation. Three-phase jitter is negligible irrespective of the write-precomp settings. RMS residual jitter values pertain to parameters \( \Delta \) and \( \gamma, \) which reflect a typical read PLL. Residual jitter \( \Delta_t \) is found to be in the order of one percent of a symbol interval \( T \) irrespective of the write-precomp settings. It is worth noting that residual jitter includes random jitter as well as deterministic jitter that cannot be captured by the employed adaptive model. The fact that residual jitter is essentially negligible implies that random jitter is negligible, and that the employed adaptive model adequately captures all deterministic jitter components.

A segment of the residual jitter sequence \( \Delta_t \) is depicted in Fig. 7. Zero values of \( \Delta_t \) indicate time intervals in which no data transition occurs. Peak-to-peak jitter magnitude is in the order of 5% of a symbol interval \( T \).

B. Clock Signals

Measured clock signals for a functional and defective channel IC are depicted in Fig. 8. The defective IC exhibits excessive three-phase jitter, which was traced back to defective contact holes in an early version of the applied IC process. The technique at hand readily lends itself for characterization of this
jitter. Jitter parameters may be estimated separately for the upward and downward transitions. Since data dependence is not of interest here, the employed adaptive jitter model merely includes three-phase jitter. Estimated jitter parameters for the upward transitions are summarized in Table II, and are consistent with the eye patterns. In particular, residual (random) jitter is negligible for the functional IC, and amounts to several percent of a symbol interval for the defective one.

VII. FINAL REMARKS

The scheme developed here uses adaptive filtering techniques to transform a waveform digitizer into a jitter-analysis tool that can distinguish between data-dependent, periodic, and random jitter components. These components can be then analyzed further by standard means (e.g., variance, histogram, power spectral density). An incorporated time-base correction can reflect the action of a PLL. With this provision, the scheme effectively characterizes the harmful portion of the jitter, namely, the portion that is left behind by the PLL.

The scheme is powerful and versatile and is, in fact, applicable well beyond the realm of write precompensation. Natural applications include the analysis of transition jitter in digital transmission and storage systems, and jitter analysis of clock signals (as illustrated in Section VI-B). As with any other technique, the scheme also has limitations. In particular, prior knowledge about the structure of the data-dependent and periodic jitter components is built into the scheme, and if this knowledge overlooks any significant components, then those components will not be characterized and will be viewed as random jitter instead.
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