Edge corrected non-parametric intensity function estimators for heterogeneous Poisson point processes
van Lieshout, M.N.M.

Published: 01/01/2007

Document Version
Publisher's PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:

• A submitted manuscript is the author's version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Citation for published version (APA):

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal ?

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.

Download date: 17. Dec. 2018
Report 2007-042
Edge corrected non-parametric intensity function estimators for heterogeneous Poisson point processes

M.N.M. van Lieshout

ISSN 1389-2355
Abstract

We introduce a non-parametric, mass preserving estimator for the intensity function of a Poisson point process. The new estimator's (integrated) mean squared error is compared to that of the classic Berman-Diggle estimator, both pointwise and cumulatively.
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1. Preliminaries and Notation

Let $\Phi$ be a Poisson point process observed in a bounded open Borel subset $\emptyset \neq W \subseteq \mathbb{R}^2$ of the plane with locally finite intensity function $\lambda : \mathbb{R}^2 \to [0, \infty)$. If no specific parametric model is assumed, it is natural to apply ideas from kernel estimation theory to the problem of estimation of $\lambda(\cdot)$ as proposed by Berman and Diggle [1]:

$$\lambda_{BD}(x_0) := \frac{N(b(x_0, h) \cap W)}{|b(x_0, h) \cap W|}, \quad x_0 \in W. \quad (1.1)$$

Here $b(x_0, h)$ denotes the open ball around $x_0$ with radius $h > 0$, and, for Borel sets $A$, $N(A)$ denotes the number of points of $\Phi$ falling in $A$, $|A|$ its area. The choice of bandwidth $h$ determines the amount of smoothing. Note that as $W$ is open, one never divides by zero. In fact, a stronger statement can be made. The function $x \mapsto |b(x, h) \cap W|$ is continuous and attains its minimum on the closure $\overline{W}$. Since any point on the boundary $\partial W$ always has a neighbour within distance $h$ in $W$, $\inf_{x \in W} |b(x, h) \cap W| > 0$. Further details may be found e.g. in [2, 3, 5].

Although (1.1) is a natural estimator, it does not necessarily preserve the total mass in $W$, nor is it based on a generalised weight function [4]. The purpose of this paper is to propose an alternative estimator that does possess these two properties.

The plan of this paper is as follows. In Section 2, we introduce a non-parametric, mass preserving estimator for the intensity function of an inhomogeneous Poisson process, show it can be interpreted as a generalised weight function estimator, and compute its mean and variance. In Section 3, we give upper bounds on the difference in absolute bias and variance between the new and classic estimator, and present examples to show that neither of the two
2. **Intensity function estimation**

The Berman–Diggle estimator (1.1) may be written as

\[
\lambda_{BD}(x_0) = \sum_{x \in \Phi \cap W} \frac{1\{||x - x_0|| < h\}}{|b(x_0, h) \cap W|}.
\]

Hence, each point \(x \in b(x_0, h) \cap W\) is assigned a weight \(1/|b(x_0, h) \cap W|\). If \(x_0\) is close to the boundary of \(W\), the weight may be higher than \(h^{-2}/\pi\) to compensate the relative shortage of \(h\)-close points \(x \in \Phi \cap W\). A, perhaps, more natural way to correct for such edge effects is to assign a weight \(1/|b(x, h) \cap W|\) to each \(x \in W\) with \(||x - x_0|| < h\), as in the definition below.

**Definition 1.** Let \(\Phi\) be a Poisson point process observed in a bounded open Borel subset \(W\) of the plane with locally finite intensity function \(\lambda : \mathbb{R}^2 \to [0, \infty)\), and define a non-parametric estimator by

\[
\lambda(x_0) := \sum_{x \in \Phi \cap W} \frac{1\{||x - x_0|| < h\}}{|b(x, h) \cap W|}, \quad x_0 \in W. \tag{2.1}
\]

Note that (2.1) is well-defined. Moreover, if \(b(x_0, 2h) \subseteq W\), the Berman–Diggle estimator and the estimator of Definition 1 coincide, as there is no need for edge correction of any kind. At the other extreme, if \(h\) is larger than the diameter of \(W\), \(|b(x, h) \cap W| = |W|\) for all \(x \in W\), and again there is no difference between the estimators.

In contrast to (1.1), (2.1) preserves the total mass and is based on a weight function. To see this, note that

\[
\int_W \frac{1\{||x - x_0|| < h\}}{|b(x, h) \cap W|} \, dx_0 = 1
\]

for all \(x \in W\), that is, \(\lambda(\cdot)\) is a generalised weight function estimator. Furthermore, for any realised point pattern \(\varphi \cap W\) in \(W\),

\[
\int_W \left[ \sum_{x \in \varphi \cap W} \frac{1\{||x - x_0|| < h\}}{|b(x, h) \cap W|} \right] \, dx_0 = \sum_{x \in \varphi \cap W} \int_W \frac{1\{||x - x_0|| < h\}}{|b(x, h) \cap W|} \, dx_0 = \#\{\varphi \cap W\}. \tag{2.2}
\]

is equal to the number of points in \(\varphi \cap W\).

In order to assess the quality of the new estimator (see Section 3 below), we proceed to compute its mean and variance. Recall that for (1.1), since \(N(b(x_0, h) \cap W)\) is Poisson distributed,

\[
\mathbb{E} \left[ \lambda_{BD}(x_0) \right] = \frac{\Lambda(b(x_0, h) \cap W)}{|b(x_0, h) \cap W|}, \tag{2.3}
\]

\[
\text{Var} \left[ \lambda_{BD}(x_0) \right] = \frac{\Lambda(b(x_0, h) \cap W)}{|b(x_0, h) \cap W|^2}. \tag{2.4}
\]
where $\Lambda$ is the first order moment measure of $\Phi$, that is, for Borel subsets $A \subseteq W$, $\Lambda(A) = \int_A \lambda(x) \, dx < \infty$.

**Theorem 1.** The estimator of Definition 1 has mean and variance
\[
\mathbb{E}[\lambda(x)] = \int_{b(x_0,h) \cap W} \frac{\lambda(x)}{|b(x, h) \cap W|} \, dx, \tag{2.5}
\]
\[
\text{Var}[\lambda(x)] = \int_{b(x_0,h) \cap W} \frac{\lambda(x)}{|b(x, h) \cap W|^2} \, dx. \tag{2.6}
\]

The integrals (2.5)–(2.6) are finite and should be compared to (2.3)–(2.4).

**Proof:** By the Campbell–Mecke theorem (see e.g. [2, 5]),
\[
\mathbb{E}[\lambda(x_0)] = \int_W \frac{1_{\{|x - x_0| < h\}}}{|b(x, h) \cap W|} \lambda(x) \, dx = \int_{b(x_0,h) \cap W} \frac{\lambda(x)}{|b(x, h) \cap W|} \, dx.
\]

Regarding the second moment, note that
\[
\mathbb{E}[\lambda(x_0)^2] = \mathbb{E} \left\{ \sum_{x,y \in \Phi} \left[ 1_{W(x)} 1_{W(y)} \frac{1_{\{|x - x_0| < h\}}}{|b(x, h) \cap W|} \frac{1_{\{|y - x_0| < h\}}}{|b(y, h) \cap W|} \right] \right\} + \frac{\lambda(x)}{|b(x_0,h) \cap W|^2} dx.
\]

Since the second order product density $\rho^2(x, y)$ exists and is equal to $\lambda(x)\lambda(y)$ for a Poisson process [5], the cross term on the right hand side is equal to
\[
\int_W \int_W \frac{1_{\{|x - x_0| < h\}}}{|b(x, h) \cap W|} \frac{1_{\{|y - x_0| < h\}}}{|b(y, h) \cap W|} \lambda(x)\lambda(y) \, dx \, dy = \left( \mathbb{E}[\lambda(x_0)] \right)^2.
\]

Another appeal to the Campbell–Mecke theorem yields
\[
\mathbb{E} \left\{ \sum_{x \in \Phi} 1_{W(x)} \frac{1_{\{|x - x_0| < h\}}}{|b(x, h) \cap W|^2} \right\} = \int_{b(x_0,h) \cap W} \frac{\lambda(x)}{|b(x, h) \cap W|^2} \, dx.
\]

Hence,
\[
\mathbb{E}[\lambda(x_0)^2] = \left( \mathbb{E}[\lambda(x_0)] \right)^2 + \int_{b(x_0,h) \cap W} \frac{\lambda(x)}{|b(x, h) \cap W|^2} \, dx,
\]
from which (2.6) follows. \qed

### 3. Comparison of intensity function estimators

As noted in the previous section, for $x_0$ and $h$ such that $b(x_0, 2h) \subseteq W$, the estimators defined by (1.1) and (2.1) are identical. The aim of this section is to quantify the difference between them for arbitrary $x_0 \in W$ and $h > 0$. 

Theorem 2. Let \( \Phi \) be a Poisson point process observed in a bounded Borel subset \( W \) of the plane with locally finite intensity function \( \lambda : \mathbb{R}^2 \rightarrow [0, \infty) \). Then, for fixed \( x_0 \in W \), the absolute difference in absolute bias between (1.1) and (2.1) is bounded from above by

\[
\left| \int_{b(x_0, h) \cap W} \frac{1}{|b(x, h) \cap W|} \lambda(x) \, dx - \frac{1}{|b(x_0, h) \cap W|} \lambda(x_0) \right|.
\]

The absolute difference in variance is bounded by

\[
\left| \int_{b(x_0, h) \cap W} \frac{1}{|b(x_0, h) \cap W|^2} - \frac{1}{|b(x, h) \cap W|^2} \lambda(x) \, dx. \right|
\]

The upper bounds are finite in both cases.

Proof: Fix \( x_0 \in W \). Write \( b_{BD}(x_0) = \mathbb{E} \left[ \frac{\lambda_{BD}(x_0) - \lambda(x_0)}{\lambda(x_0)} \right] \) for the bias of (1.1), \( b_M(x_0) \) for that of the estimator of Definition 1. By (2.3),

\[
b_{BD}(x_0) = \int_{b(x_0, h) \cap W} \left\{ \frac{\lambda(x)}{|b(x, h) \cap W|} - \frac{\lambda(x_0)}{|b(x_0, h) \cap W|} \right\} \, dx.
\]

The right hand side can be rewritten as

\[
\int_{b(x_0, h) \cap W} \left\{ \frac{\lambda(x)}{|b(x, h) \cap W|} - \frac{\lambda(x_0)}{|b(x_0, h) \cap W|} \right\} \, dx
\]

which, by Theorem 1, is equal to

\[
b_M(x_0) + \int_{b(x_0, h) \cap W} \left\{ \frac{\lambda(x)}{|b(x, h) \cap W|} - \frac{\lambda(x)}{|b(x_0, h) \cap W|} \right\} \, dx.
\]

Consequently

\[
|b_{BD}(x_0)| \leq |b_M(x_0)| + \int_{b(x_0, h) \cap W} \left\{ \frac{\lambda(x)}{|b(x, h) \cap W|} - \frac{\lambda(x)}{|b(x_0, h) \cap W|} \right\} \, dx
\]

Similarly,

\[
|b_M(x_0)| \leq |b_{BD}(x_0)| + \int_{b(x_0, h) \cap W} \left\{ \frac{\lambda(x)}{|b(x, h) \cap W|} - \frac{\lambda(x)}{|b(x_0, h) \cap W|} \right\} \, dx,
\]

which completes the proof of the upper bound on the difference in absolute bias.

Next turn to the variance. Write \( \sigma^2_{BD}(x_0) \) for the variance of (1.1), \( \sigma^2_M(x_0) \) for that of (2.1). Now, by (2.4),

\[
\sigma^2_{BD}(x_0) = \int_{b(x_0, h) \cap W} \frac{\lambda(x)}{|b(x_0, h) \cap W|^2} \, dx
\]

\[
= \sigma^2_M(x_0) + \int_{b(x_0, h) \cap W} \left\{ \frac{\lambda(x)}{|b(x_0, h) \cap W|} - \frac{\lambda(x)}{|b(x, h) \cap W|} \right\} \, dx.
\]
by Theorem 1, and similar arguments as for the absolute bias complete the proof. 

A widely used criterion to assess the quality of an estimator is the integrated mean squared error (MISE)
\[
\int_W \mathbb{E} \left\{ \left[ \lambda(x_0) - \hat{\lambda}(x_0) \right]^2 \right\} dx_0 = \int_W \left[ \text{Var}(\lambda(x_0)) + \text{bias}^2(\lambda(x_0)) \right] dx_0,
\]
which balances bias and variance.

Theorem 3. Let \( \Phi \) be a Poisson point process observed in a bounded Borel subset \( W \) of the plane with locally finite intensity function \( \lambda : \mathbb{R}^2 \to [0, \infty) \). Then, the estimator of Definition 1 has smaller MISE than the Berman-Diggle estimator (1.1) if and only if
\[
\int_W \frac{\Lambda(b(x, h) \cap W) + \Lambda^2(b(x, h) \cap W)}{|b(x, h) \cap W|^2} dx > \int_W \left\{ \frac{\lambda(x)}{|b(x, h) \cap W|} + \int_{b(x, h) \cap W} \frac{\lambda(x_0)}{|b(x_0, h) \cap W|} dx_0 \right\}^2 dx.
\]

Proof: For both estimators,
\[
\int_W \lambda(x_0) \mathbb{E} \left\{ \lambda(x_0) \right\} dx_0 = \int_W \int_W \frac{\lambda(x) \lambda(x_0)}{|b(x, h) \cap W|} \chi_{\{||x - x_0|| < h\}} dx dx_0
\]
(by (2.3) and (2.5)). Hence a comparison in integrated mean squared error (3.1) is equivalent to a comparison in
\[
\int_W \left\{ \text{Var}(\lambda(x_0)) + \mathbb{E} \left\{ \lambda(x_0) \right\}^2 \right\} dx_0 = \int_W \mathbb{E} \left\{ \left[ \lambda(x_0) \right]^2 \right\} dx_0.
\]
By (2.3)-(2.4) and Theorem 1, the Berman-Diggle estimator has larger integrated mean squared error than (2.1) if and only if inequality (3.2) holds. 

The inequality (3.2) involves the unknown intensity function, the bandwidth \( h \), and the geometry of the observation window \( W \). Indeed, neither of the two estimators we are interested in is universally better than the other. To substantiate this claim, we proceed to give specific examples.

3.1 Global edge correction leads to small MISE
Let \( \Phi \) be a homogeneous Poisson process with intensity \( \lambda > 0 \). Recall that under the assumption of homogeneity, the usual estimator \( \hat{\lambda}^* = N(W)/|W| \) is unbiased with variance \( \lambda/|W| \). In the absence of such information, a non-parametric estimator must be used.

The integrated variance of both (1.1) and (2.1) is equal to \( \lambda \int_W |b(x, h) \cap W|^{-1} dx \). It is interesting to observe that the expression is decreasing in \( h \). Moreover, for all \( h > 0 \), \( |b(x, h) \cap W| \leq |W| \), so the non-parametric estimators never outperform \( \hat{\lambda}^* \).
4. Estimation of the moment measure

The bias of the Berman–Diggle estimator is zero, whereas by (2.5) the integrated squared bias of (2.1) is given by

$$\lambda^2 \int_W \left[ \int_W \frac{1\{||x - x_0|| < h\}}{|b(x, h) \cap W|} \cdot |x_0 - 1|^2 \right] dx_0 \geq 0$$

with equality if and only if \(\int_{b(x_0, h) \cap W} |b(x, h) \cap W|^{-1} dx \equiv 1\) for almost all \(x_0 \in W\).

In summary, the two types of edge correction are indistinguishable in integrated variance. If \(\int_{b(x_0, h) \cap W} |b(x, h) \cap W|^{-1} dx \neq 1\) for \(x_0\) in a non-null set, (1.1) has smaller integrated squared bias, but, as we shall see in Example 1 below, at the cost of a higher variance for its cumulative counterpart.

3.2 Local edge correction leads to small MISE

Let \(\Phi\) be a Poisson process on \(W\) with intensity function \(\lambda(x) = \lambda |b(x, h) \cap W|\), for some \(\lambda > 0\). Then, the estimator of Definition 1 is unbiased with integrated variance \(\lambda |W|\).

Write

$$g(x_0) := \int_{b(x_0, h) \cap W} \frac{|b(x, h) \cap W|}{|b(x_0, h) \cap W|^2} dx.$$  

Note that \(g(x_0) \leq |W|/|b(x_0, h) \cap W|\) is finite for all \(x_0\) in the open set \(W\), and depends only on the geometry of \(W\) and the bandwidth parameter \(h\). Now, the mean (2.3) of the Berman–Diggle estimator evaluated at \(x_0 \in W\) can be expressed as \(\lambda(x_0)g(x_0)\), so its integrated squared bias is zero if and only if \(g(x_0) = 1\) for almost all \(x_0 \in W\). Its integrated variance is \(\lambda \int_W g(x_0) dx_0\), which reduces to \(\lambda |W|\) if \(g(x_0) \equiv 1\) for almost all \(x_0 \in W\). Thus, under this condition, the two estimators are indistinguishable. Otherwise, the estimator of Definition 1 outperforms the Berman–Diggle estimator in integrated mean squared error. To see this, note that

$$\int_W g(x_0) dx_0 = |W| \mathbb{E} \left[ \left( \frac{|b(X, h) \cap W|}{|b(X_0, h) \cap W|} \right)^2 \right] \geq |W| \mathbb{E} \left[ \left( \frac{|b(X, h) \cap W|}{|b(X_0, h) \cap W|} \right)^2 \right] = |W|,$$

where the expectation is taken with respect to the probability distribution defined by its density \(p(x, x_0) := 1\{||x - x_0|| < h\}/(|W| |b(x, h) \cap W|)\) on \(W \times W\). In other words, the integrated variance of (1.1) is at least as large as that of (2.1). As the latter is unbiased, the same remark is true for the integrated mean squared error.

4. Estimation of the moment measure

A natural estimator for the total mass \(\Lambda(W)\) placed in \(W\) based on observation of a point process \(\Phi\) in \(W\) is \(N(W)\). Under the Poisson assumption, the estimator is unbiased with variance \(\Lambda(W)\), see for example [2, 3, 5]. From (2.2), we know that \(N(W) = \int_W \lambda(x_0) dx_0\) is equal to the integrated estimated intensity function. An alternative estimator based on (1.1) may be defined as

$$\Lambda_{BD}(W) := \int_W \lambda_{BD}(x_0) dx_0 = \sum_{x \in \Phi \cap W} \int_W \frac{1\{||x - x_0|| < h\}}{|b(x_0, h) \cap W|} dx_0.$$  

As an aside, upon integration over \(A \subseteq W\) rather than \(W\) for some Borel set \(A\), an estimator for \(\Lambda(A)\) is obtained.
Theorem 4. Let $\Phi$ be a Poisson point process observed in a bounded open Borel subset $W$ of the plane with locally finite intensity function $\lambda : \mathbb{R}^2 \to [0, \infty)$. Then,

\[
\begin{align*}
\mathbb{E} \left[ \Lambda_{BD}(W) \right] &= \int_W f(x) \lambda(x) \, dx, \\
\text{Var} \left[ \Lambda_{BD}(W) \right] &= \int_W f^2(x) \lambda(x) \, dx,
\end{align*}
\]

where the function $f : W \to (0, \infty)$ is defined by

\[
f(x_0) := \int_{b(x_0, h) \cap W} |b(x, h) \cap W|^{-1} \, dx.
\] (4.2)

Note that (4.2) is a measurable function that depends on the geometry of $W$ and the bandwidth $h$ only. In particular, $b(x_0, 2h) \subseteq W$ implies $f(x_0) = 1$.

Proof: By the Campbell–Mecke theorem,

\[
\mathbb{E} \left[ \Lambda_{BD}(W) \right] = \int_W \left[ \int_W \frac{1\{|x-x_0| < h\}}{|b(x_0, h) \cap W|} \, dx_0 \right] \lambda(x) \, dx = \int_W f(x) \lambda(x) \, dx.
\]

To compute the variance, observe that

\[
\mathbb{E} \left[ \Lambda_{BD}(W)^2 \right] = \mathbb{E} \left[ \sum_{x \neq y \in \Phi \cap W} f(x) f(y) \right] + \mathbb{E} \left[ \sum_{x \in \Phi \cap W} f(x)^2 \right].
\]

Since the second order product density $\rho^2(x, y)$ exists and is equal to $\lambda(x)\lambda(y)$ for a Poisson process [5], the cross term on the right hand side is equal to

\[
\int_W \int_W f(x) f(y) \lambda(x) \lambda(y) \, dxdy = \left( \int_W f(x) \lambda(x) \, dx \right)^2 = \left( \mathbb{E} \left[ \Lambda_{BD}(W) \right] \right)^2.
\]

Another appeal to the Campbell–Mecke theorem yields

\[
\mathbb{E} \left[ \sum_{x \in \Phi \cap W} \left( \int_W \frac{1\{|x-x_0| < h\}}{|b(x_0, h) \cap W|} \, dx_0 \right)^2 \right] = \int_W f^2(x) \lambda(x) \, dx.
\]

Consequently, the variance of $\Lambda_{BD}(W)$ is given by $\int_W f^2(x) \lambda(x) \, dx$, and the proof is complete. \qed

Corollary 1. Define $W^+ := \{x_0 \in W : f(x_0) > 1\}$ and $W^- := \{x_0 \in W : f(x_0) < 1\}$. Then

1. $\Lambda_{BD}(W)$ is unbiased if and only if $\int_{W^+} [f(x) - 1] \lambda(x) \, dx = \int_{W^-} [1 - f(x)] \lambda(x) \, dx$, or, equivalently, if and only if Cov$(f(U), \lambda(U)) = 0$ where $U$ is a uniformly distributed random variable on $W$.

2. If $\int_{W^+} [f(x)^2 - 1] \lambda(x) \, dx \geq \int_{W^-} [1 - f(x)^2] \lambda(x) \, dx$, the count estimator $N(W)$ is at least as good as (4.1) in terms of variance and mean squared error.
The converse statement of 2. with respect to the mean squared error is not necessarily true in the case that \( f \) is not identically 1 almost everywhere, as can be seen by considering \( \lambda(x) = c1\{x \in W^-\} \) for \( c \) above or below \( \int_{W^-}(1 - f^2(x)) \, dx \). Theorem 4.1 implies that \( \Lambda_{BD}(W) \) is unbiased. Moreover,

\[
\lambda \int_W [f^2(x) - 1] \, dx = \lambda \int_W [f(x) - 1]^2 \, dx \geq 0,
\]

hence, by Theorem 4.2, the variance of \( \Lambda_{BD}(W) \) is at least as large as that of \( N(W) \), with equality if and only if \( \int_{b(x_0, h) \cap W} [b(x, h) \cap W]^{-1} \, dx = 1 \) for almost all \( x_0 \in W \). Recall this is exactly the condition for (2.1) to have zero integrated squared bias, cf. Section 3.1.

Example 1. Let \( \Phi \) be a homogeneous Poisson process with intensity \( \lambda > 0 \), and \( f \) be given by (4.2). Then, as \( \int_W f(x) \, dx = |W| \), Theorem 4.1 implies that \( \Lambda_{BD}(W) \) is unbiased. Moreover,

\[
\lambda \int W [f^2(x) - 1] \, dx = \lambda \int W [f(x) - 1]^2 \, dx \geq 0,
\]

Example 2. Consider the intensity function of Section 3.2. Then, by Theorem 4,

\[
\mathbb{E} \left[ \Lambda_{BD}(W) \right] = \int_W f(x) \lambda(x) \, dx = \lambda \int W \int_W \frac{\mathbb{1}\{||x - x_0|| < h\}}{b(x_0, h) \cap W} \, dx \, dx_0.
\]

Now, write \( W \times W \) as the union of three disjoint sets on which \( b(x, h) \cap W \) is less than, equal, or larger than \( b(x_0, h) \cap W \), and use a symmetry argument as well as the fact that \( y + 1/y > 2 \) for positive \( y \neq 1 \) to obtain

\[
\mathbb{E} \left[ \lambda_{BD}(W) \right] \geq \lambda \int W \int_W \mathbb{1}\{||x - x_0|| < h\} \, dx \, dx_0 = \lambda \int_W \mathbb{1}\{b(x_0, h) \cap W\} \, dx_0 = \Lambda(W)
\]

with equality if only if \( \mathbb{1}\{b(x_0, h) \cap W\} \) is constant for almost all \( x_0 \in W \). Otherwise, \( \Lambda_{BD}(W) \) overestimates \( \Lambda(W) \). The variance \( \text{Var}(\Lambda_{BD}(W)) = \int_W f^2(x) \lambda(x) \, dx \) can be expressed as \( \Lambda(W) \mathbb{E}_\lambda [f^2(X)] \) where the expectation is with respect to the normalised intensity function. Since

\[
\mathbb{E}_\lambda [f^2(X)] \geq [\mathbb{E}_\lambda f(X)]^2 = \frac{1}{\Lambda(W)^2} \mathbb{E}^2 \left[ \Lambda_{BD}(W) \right] \geq 1,
\]

the variance of \( \Lambda_{BD}(W) \) exceeds that of the count estimator \( N(W) \).

5. DISCUSSION

As the distribution of a heterogeneous Poisson point process is completely determined by the intensity function \( \lambda \), provided it exists, we have focused on this model. However, most of the work presented here can be carried over to the case of a locally finite point process whose first order moment measure exists and allows for a Radon–Nikodym derivative with respect to Lebesgue measure. Kernel estimators for this intensity function may be defined exactly as for the Poisson case, (2.2) remains valid, and the equations for the mean carry over verbatim. Regarding the variance, we must assume that a second order product density \( \rho^{(2)} \) exists [5].

Doing so, the variance of (2.1) can be expressed as

\[
\int_{b(x_0, h) \cap W} \int_{b(x_0, h) \cap W} \frac{\rho^{(2)}(x, y) - \lambda(x) \lambda(y)}{|b(x, h) \cap W| / |b(y, h) \cap W|} \, dx \, dy + \int_{b(x_0, h) \cap W} \lambda(x) \frac{\lambda(x)}{|b(x, h) \cap W|^2} \, dx
\]
with a similar adaptation for (1.1). Generalisation to $\mathbb{R}^d$ is straightforward.

The estimators discussed in this paper involve a bandwidth parameter $h$; the larger $h$, the smoother the estimated intensity function. For specific models, $h$ may be chosen by optimisation of the (integrated) mean squared error [3]. In practice, Diggle [3] recommends to choose $h$ proportional to $n^{-1/2}$, where $n$ is the observed number of points.
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