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Abstract. In this paper we study a system consisting of two identical servers, each with exponentially distributed service times. Jobs arrive according to a Poisson stream. On arrival a job joins the shortest queue and in case both queues have equal length, he joins queue 1 say with probability $q$ and queue 2 with probability $1-q$, where $q$ is not necessarily equal to $1/2$ (which corresponds to the symmetric shortest queue problem) but arbitrary between 0 and 1. We show that the stationary queue length distribution can be represented by an infinite sum of product form solutions, which satisfy nice recurrence relations. Due to the recurrence relations, the successive terms of the infinite sum can be easily calculated. Moreover, the convergence of the infinite sum is exponentially fast. Based on these properties, a numerically highly attractive algorithm is obtained.
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Introduction

Consider a system consisting of two identical servers, each with exponentially distributed service times. Jobs arrive according to a Poisson stream. On arrival a job joins the shortest queue and in case both queues have equal length, he joins the first queue with probability $q$ and the second one with probability $1-q$. This problem is known as the shortest queue problem. Haight [3] originally introduced the problem. Kingman [4] and Flatto and McKean [2] treated the symmetric problem, that is $q = 1/2$, by using a generating function analysis. They showed


and

that the generating function for the equilibrium distribution of the lengths of the two queues is a meromorphic function. Then by the decomposition of the generating function into partial fractions, it follows that the equilibrium probabilities can be represented by an infinite sum of product form solutions. However, the decomposition leads to cumbersome formulae for the equilibrium probabilities.

In this paper it will be shown that the equilibrium distribution of the lengths of the two queues can be found in an elementary way directly from the equilibrium equations. The main result is that the equilibrium probabilities can be represented by an infinite sum of product form solutions, which was, as we already mentioned, also recognized by Kingman and Flatto and McKean. Moreover, we provide nice recurrence relations for the terms in the infinite sum. Since the successive terms are easily calculated by means of these recurrence relations and the convergence of the infinite sum is exponentially fast, the analysis leads to a numerically highly attractive algorithm for calculating the equilibrium probabilities.

The paper is organized as follows. In section 1 we formulate the equilibrium equations. Then, in the next section, we treat the symmetric shortest queue problem. Based on these results, we treat the general case in the section 3.

1. Equilibrium equations

For simplicity of notation we suppose that the exponential servers have service times with unit mean and the Poisson arrival process has a rate $2\rho$ with $0 < \rho < 1$. The parallel queue system can be represented by a continuous time Markov process, whose state space consists of the pairs $(m, n), m, n = 0, 1, \ldots$ where $m$ and $n$ are the lengths of the two queues. Let $\{p_{m,n}\}$ denote the equilibrium distribution of the lengths of the two queues. The equilibrium equations become for all $n > m$

\[
\begin{align*}
 p_{m,n} 2(\rho + 1) &= p_{m-1,n} 2\rho + p_{m,n+1} + p_{m+1,n} & \text{if } m > 0, n > m+1 \\
 p_{m,m+1} 2(\rho + 1) &= p_{m-1,m+1} 2\rho + p_{m,m+2} + p_{m+1,m+1} + p_{m,m} 2\rho \rho & \text{if } m > 0, n = m+1 \\
 p_{0,n} (2\rho + 1) &= p_{0,n+1} + p_{1,n} & \text{if } n > 1 \\
 p_{0,1} (2\rho + 1) &= p_{0,2} + p_{1,1} + p_{0,0} 2\rho \\
\end{align*}
\]

and a similar set holds for all $n < m$, and for $n = m$,

\[
\begin{align*}
 p_{m,m} 2(\rho + 1) &= p_{m-1,m} 2\rho + p_{m,m+1} + p_{m,m-1} 2\rho + p_{m+1,m} & \text{if } m > 0 \\
 p_{0,0} 2\rho &= p_{0,1} + p_{1,0}
\end{align*}
\]

We will prove that the equilibrium probabilities $p_{m,n}$ can be represented by an infinite sum of product form solutions. That is, there exist parameters $\zeta_i$ and $\eta_i$ and coefficients $c_i, d_i$ and $e_i$ such that
\[ p_{m,n} = \begin{cases} \sum_{i=0}^{\infty} c_i \xi_i^m \eta_i^n & \text{if } n > m, \\ \sum_{i=0}^{\infty} d_i \xi_i^m \eta_i^n & \text{if } n = m, \\ \sum_{i=0}^{\infty} e_i \xi_i^m \eta_i^n & \text{if } n < m. \end{cases} \]

Because there is a drift along and to the diagonal in this system, it is more convenient to work on coordinate axis in these directions. Therefore, define for all \( s \geq 0 \) and \( r \geq 0 \)

\[ \tilde{q}_{s,r} = p_{s,s+r}, \]
\[ q_{s,r} = p_{s+r,s}. \]

Note that by definition \( \tilde{q}_{s,0} = q_{s,0} \). In this paper we will derive expressions for the probabilities \( \tilde{q}_{s,r} \) and \( q_{s,r} \). The set of equations for the probabilities \( p_{m,n} \) in the upper triangle \( n > m \) is transformed into the following set of equations for the probabilities \( \tilde{q}_{s,r} \),

\begin{align*}
\tilde{q}_{s,r} (2\rho + 1) &= \tilde{q}_{s-1,r} + 2\rho + \tilde{q}_{s,r+1} + \tilde{q}_{s+1,r-1} & \text{if } s > 0, r > 1 & (1) \\
\tilde{q}_{s,1} (2\rho + 1) &= \tilde{q}_{s-1,2} + 2\rho + \tilde{q}_{s,2} + \tilde{q}_{s+1,0} + \tilde{q}_{s,0} + 2q\rho & \text{if } s > 0, r = 1 & (2) \\
\tilde{q}_{0,r} (2\rho + 1) &= \tilde{q}_{0,r+1} + \tilde{q}_{1,r-1} & \text{if } r > 1 & (3) \\
\tilde{q}_{0,1} (2\rho + 1) &= \tilde{q}_{0,2} + \tilde{q}_{1,0} + \tilde{q}_{0,0} + 2q\rho & & (4)
\end{align*}

A similar set is obtained for the probabilities \( q_{s,r} \). The equations on the diagonal become

\begin{align*}
\tilde{q}_{s,0} (2\rho + 1) &= (\tilde{q}_{s-1,1} + q_{s-1,1}) + 2\rho + \tilde{q}_{s,1} + q_{s,1} & \text{if } s > 0 & (5) \\
\tilde{q}_{0,0} (2\rho + 1) &= \tilde{q}_{0,1} + q_{0,1} & & (6)
\end{align*}

We will show that there exist parameters \( \alpha_i \) and \( \beta_i \) and coefficients \( c_i, d_i \) and \( e_i \) such that

\[ \tilde{q}_{s,r} = \sum_{i=0}^{\infty} c_i \alpha_i^s \beta_i^r, \quad \tilde{q}_{s,0} = \sum_{i=0}^{\infty} d_i \alpha_i^s \quad \text{and} \quad q_{r,r} = \sum_{i=0}^{\infty} e_i \alpha_i^s \beta_i^r \quad \text{for } s \geq 0 \text{ and } r \geq 1. \]

Clearly the forms for \( p_{m,n}, \tilde{q}_{s,r} \) and \( q_{s,r} \) are equivalent, with \( \alpha_i = \xi_i^{n_i} \) and \( \beta_i = \eta_i^{m_i} \). Throughout the analysis we will use the trivial, but vital property that the equations, on which the analysis is based, are linear, i.e. if two functions satisfy an equation, then any linear combination also satisfies the equation.

### 2. The symmetric case

In this section we will analyze the special case \( q = \frac{1}{2} \). By symmetry

\[ q_{s,r} = \tilde{q}_{s,r} . \]
Then the equations on the diagonal become

\[ \bar{q}_{s,0} (\rho + 1) = \bar{q}_{s-1,1} 2\rho + \bar{q}_{s,1} \quad \text{if } s > 0 \]

\[ \bar{q}_{0,0} \rho = \bar{q}_{0,1} \]

Inserting these equations in (2) and (4), we can eliminate the probabilities \( \bar{q}_{s,0} \), yielding

\[ \bar{q}_{s,1} 2(\rho + 1) = \bar{q}_{s-1,2} 2\rho + \bar{q}_{s,2} + (\bar{q}_{s+1,1} + \bar{q}_{s,1}) 2\rho \frac{1}{(\rho + 1)} \]

\[ + (\bar{q}_{s,1} + \bar{q}_{s-1,1}) 2\rho \frac{\rho}{(\rho + 1)} \quad \text{if } s > 0, r = 1 \]  

(7)

\[ \bar{q}_{0,1} (2\rho + 1) = \bar{q}_{0,2} + (\bar{q}_{1,1} + \bar{q}_{0,1}) 2\rho \frac{1}{(\rho + 1)} + \bar{q}_{0,1} \]

(8)

Hence the analysis can be restricted to the probabilities \( \bar{q}_{s,r} \) with \( s \geq 0 \) and \( r \geq 1 \). These probabilities satisfy the equations (1), (3), (7) and (8). We will investigate whether the probabilities \( \bar{q}_{s,r} \) have some kind of separable structure. Obviously, the equations (1), (3), (7) and (8) do not allow a separable solution of the form \( \bar{q}_{s,r} = \alpha^s \beta^r \), but numerical experiments indicate that there exist \( \alpha \) and \( \beta \) such that

\[ \bar{q}_{s,r} \sim K \alpha^s \beta^r \quad \text{as } s \rightarrow \infty \text{ and } r \geq 1, \]

for some \( K \). The question is, what are in general the parameters \( \alpha \) and \( \beta \)? Intuitively, \( \alpha \) stands for the ratio of the probability that there are \( n+2 \) and \( n \) jobs in the system. So a reasonable choice seems \( \alpha = \rho^2 \), which is supported by the numerical experiments. The parameter \( \beta \) follows by observing that the form \( \alpha^s \beta^r \) has to satisfy equation (1). Inserting this form in (1) and dividing both sides by the common term \( \alpha^{s-1} \beta^{r-1} \) gives a quadratic form for the unknown \( \beta \). This is stated in the following lemma.

**Lemma 1.** The form \( \alpha^s \beta^r \) is a solution of equation (1) if and only if \( \alpha \) and \( \beta \) satisfy

\[ \alpha \beta 2(\rho + 1) = \beta^2 2\rho + \alpha \beta^2 + \alpha^2. \]

(9)

Putting \( \alpha = \rho^2 \) in (9) we obtain two roots \( \beta = \rho \) and \( \beta = \rho^2/(2 + \rho) \). The root \( \beta = \rho \) is not useful, since it yields the asymptotic solution \( \bar{q}_{s,r} \sim K \rho^{2s} \rho^r \) for some \( K \), which corresponds to the equilibrium distribution of two independent \( M|M|1 \) queues, each with a workload \( \rho \). Therefore the only reasonable choice is \( \beta = \rho^2/(2 + \rho) \), which is also supported by numerical experiments. Let \( \alpha_0 = \rho^2 \) and \( \beta_0 = \rho^2/(2 + \rho) \), then we empirically found that

\[ \bar{q}_{s,r} \sim K \alpha_0^s \beta_0^r \quad \text{as } s \rightarrow \infty \text{ and } r \geq 1, \]

(10)


The asymptotic solution \( \alpha_0^s \beta_0^r \) perfectly describes the behaviour of the equilibrium probabilities in the interior of the set \( \{(s, r), s \geq 0, r \geq 1\} \) as well as near the boundary \( r = 1 \), but it does not
capture the behaviour near the boundary $s = 0$. One easily verifies that $\alpha_0 \beta_0'$ indeed satisfies equation (1) and also (7) on the boundary $r = 1$ and that it violates equation (3) on the boundary $s = 0$. Obviously we can further improve the asymptotic solution by adding a term to correct the error on the boundary $s = 0$.

Form the linear combination $\alpha_0 \beta_0 + c_0 \alpha \beta'$. We will try to choose $c_0$, $\alpha$ and $\beta$ such that this linear combination satisfies equation (3) and (1). Inserting it in equation (3) gives for all $r > 1$

\[(\beta_5 + c_0 \beta')(2p + 1) = (\beta_5^{r+1} + c_0 \beta' + 1) + (\alpha_0 \beta_0^{-1} + c_0 \alpha \beta'^{-1}).\]

Since this must hold for all $r > 1$, we have to put $\beta = \beta_0$. Further we want $\alpha \beta'$ to satisfy equation (1). By virtue of lemma 1 there are two $\alpha$'s such that $\alpha \beta'$ satisfies equation (1), namely $\alpha_0 = p^2$ and $\alpha_1 = 2p^3/(2 + p)^2$. So we have to put $\alpha = \alpha_1$. Then for any $c_0$, the linear combination $\alpha_0 \beta_0 + c_0 \alpha_1 \beta_0$ satisfies equation (1), because equation (1) is linear. Finally, dividing the above equation by the common term $\beta_0^{-1}$ yields an equation for the unknown $c_0$. Hence we can choose the coefficient $c_0$ such that the linear combination also satisfies equation (3). In general, the result of this procedure can be stated as

**Lemma 2.** Let $x_1$ and $x_2$ be the roots of the quadratic form (9) for fixed $\beta$. Then the linear combination $k_1 x_1' \beta' + k_2 x_2' \beta'$ satisfies the equations (1) and (3) if $k_1$ and $k_2$ satisfy

\[k_2 = \frac{x_2 - \beta}{x_1 - \beta} k_1.\]  

(11)

Applying this lemma with $x_1 = \alpha_0$, $x_2 = \alpha_1$, $\beta = \beta_0$, $k_1 = 1$ and $k_2 = c_0$, yields

\[c_0 = -\frac{\alpha_1 - \beta_0}{\alpha_0 - \beta_0}.\]

Then $\alpha_0 \beta_0 + c_0 \alpha_1 \beta_0$ satisfies the equations (1) and (3). Experiments indicated that this refinement indeed captures the behaviour of $\overline{q}_{s,r}$ near the boundary $s = 0$. We conclude that

\[\overline{q}_{s,r} \sim K (\alpha_0 \beta_0 + c_0 \alpha_1 \beta_0) \quad \text{as} \quad s + r \to \infty \quad \text{and} \quad r \geq 1,\]

for some $K$. Flatto and McKean [2] proved this result, which is stronger than the asymptotic result (10). We added an extra term to compensate the error on the boundary $s = 0$. On the other hand we introduced a new error on the boundary $r = 1$, since the extra term violates equation (7). Because $\alpha_1 < \alpha_0$ the term $\alpha_1 \beta_0$ is very small compared to $\alpha_0 \beta_0$ even for moderate $s$. Therefore its disturbing effect near the boundary $r = 1$ is practically negligible, except in the neighbourhood of the origin. However we can compensate this second order error on the boundary $r = 1$ in the same way as we did on the boundary $s = 0$, by again adding a correction term.

Form the linear combination $\alpha_0 \beta_0 + c_0 \alpha \beta_0 + d_1 \alpha \beta'$. The term $\alpha_0 \beta_0$ already satisfies the equations (7) and (1) and we will try to choose $d_1$, $\alpha$ and $\beta$ such that the linear combination $c_0 \alpha \beta_0 + d_1 \alpha \beta'$ also satisfies the equations (7) and (1). Based on similar arguments as
before, we have to put \( \alpha = \alpha_1 \) and \( \beta = \beta_1 \), where \( \beta_0 \) and \( \beta_1 \) are the roots of (9) for \( \alpha = \alpha_1 \). Then for any \( d_1 \), the linear combination \( c_0 \alpha_1 \beta_0 + d_1 \alpha_1 \beta_1 \) satisfies equation (1) and we can choose \( d_1 \) such that the linear combination also satisfies (7). In general, the result can be stated as

**Lemma 3.** Let \( y_1 \) and \( y_2 \) be the roots of the quadratic form (9) for fixed \( \alpha \). Then the linear combination \( k_1 \alpha \beta_1 + k_2 \alpha \beta_1 \) satisfies the equations (1) and (7) if \( k_1 \) and \( k_2 \) satisfy

\[
k_1 = \frac{(\alpha + p)/y_2 - (p + 1)}{(\alpha + p)/y_1 - (p + 1)} k_1.
\]

Applying lemma 3 with \( y_1 = \beta_0, y_2 = \beta_1, \alpha = \alpha_1, k_1 = c_0, \) and \( k_2 = d_1 \), yields

\[
d_1 = \frac{(\alpha + p)/\beta_1 - (p + 1)}{(\alpha + p)/\beta_0 - (p + 1)} c_0.
\]

Then the linear combination \( \alpha \beta_1 \) satisfies equation (1) and (7). Now we compensated the error on the boundary \( r = 1 \), but we introduced a new one on the boundary \( s = 0 \), since the compensating term \( \alpha \beta_1 \) violates equation (3). But it is clear how to continue this compensating procedure: for the initial values \( c_0 = \rho^2 \) and \( \beta_0 = \rho^2 / (2 + \rho) \), generate the sequence \( \alpha_0, \beta_0, \alpha_1, \beta_1, ... \) such that \( \alpha_i \) and \( \alpha_{i+1} \) are the roots of

\[
\alpha \beta_i 2(\rho + 1) = \beta_i^2 2p + \alpha \beta_i^2 + \alpha^2
\]

and \( \beta_i \) and \( \beta_{i+1} \) are the roots of

\[
\alpha_{i+1} \beta 2(\rho + 1) = \beta^2 2p + \alpha_{i+1} \beta^2 + \alpha_{i+1}^2.
\]

By virtue of lemma 1 all the solutions \( \alpha_i \beta_i \) and \( \alpha_{i+1} \beta_{i+1} \) satisfy equation (1). Because equation (1) is linear, any linear combination also satisfies (1). Now form for all \( s \geq 0 \) and \( r \geq 1 \) the infinite sum

\[
\sum_{i=0} d_i (\alpha_i \beta_i + c_i \alpha_{i+1} \beta_i) = d_0 \alpha \beta_0 + \sum_{i=0} (d_i c_i \beta_i + d_{i+1} \beta_{i+1}) \alpha_{i+1},
\]

where in the first sum we formed pairs with a common factor \( \beta_i \) and in the second one with a common factor \( \alpha_{i+1} \). Put \( d_0 = 1 \) and successively generate the coefficients \( c_i \) and \( d_{i+1} \) such that \( (\alpha \beta_i + c_i \alpha_{i+1} \beta_i) \beta_i \) satisfies equation (3) on the boundary \( s = 0 \) and \( (d_i c_i \beta_i + d_{i+1} \beta_{i+1}) \alpha_{i+1} \) satisfies equation (7) on the boundary \( r = 1 \). By virtue of lemma 2 and lemma 3, this yields for all \( i = 0, 1, ... \)

\[
c_i = \frac{\alpha_{i+1} - \beta_i}{\alpha_i - \beta_i}, \quad \text{and} \quad d_{i+1} = \frac{(\alpha_{i+1} + p)/\beta_{i+1} - (p + 1)}{(\alpha_{i+1} + p)/\beta_i - (p + 1)} c_i d_i.
\]

The following theorem establishes our main result: for all \( s \geq 0 \) and \( r \geq 1 \) the infinite sum of product form solutions (13) equals the equilibrium probability \( \bar{q}_{s,r} \) apart from a normalizing
constant C.

**Theorem 1.** If $q = \frac{1}{2}$, then for all $s \geq 0$ and $r \geq 1$

$$\bar{q}_{s,r} = q_{s,r} = C^{-1} \sum_{i=0}^{\infty} d_i \left( \alpha_i^+ + c_i \alpha_i^+ \right) \beta_i^+,$$

where $C = \rho(2 + \rho) / 2(1 - \rho^2)(2 - \rho)$.

For a detailed proof of the theorem as well as the lemmas we refer to [1]. In [1] it is further proved that the terms $d_j \left( \alpha_j^+ + c_j \alpha_j^+ \right) \beta_j^+$ in (13) are alternating and exponentially fast and monotonously decreasing in modulus. This makes the solution approach very appropriate from a numerical point of view. Inserting the solution in equation (2) and (4) (or (5) and (6)) and using equation (9) to simplify the expressions, we obtain the representations on the diagonal, i.e. for all $s \geq 0$

$$\bar{q}_{s,0} = C^{-1} \sum_{i=0}^{\infty} d_i \left( \frac{\alpha_i^+ + c_i \alpha_i^+}{\alpha_i^+} \right).$$

A property that we will use in the following section, is that for all $i$

$$c_i > 0 \quad \text{and} \quad d_{i+1}/c_id_i < -1 \quad (\text{see also} \ [1]).$$

### 3. The general case

In this section we treat the case of an arbitrary $q$. Define for all $s \geq 0$ and $r \geq 0$

$$q_{s,r} = \frac{1}{2} \left( \bar{q}_{s,r} + q_{s,r} \right).$$

Then $\{q_{s,r}\}$ satisfies the equilibrium equations for $q = \frac{1}{2}$ and thus for all $s \geq 0$ and $r \geq 1$

$$q_{s,r} = C^{-1} \sum_{i=0}^{\infty} d_i \left( \alpha_i^+ + c_i \alpha_i^+ \right) \beta_i^+,$$

and for $s \geq 0$ and $r = 0$

$$q_{s,0} = C^{-1} \sum_{i=0}^{\infty} d_i \left( \frac{\alpha_i^+ + c_i \alpha_i^+}{\alpha_i^+} \right).$$

Immediate from (16) we have that $\bar{q}_{s,0} = q_{s,0} = q_{s,0}$ for all $s \geq 0$. For $\bar{q}_{s,r}$ and $q_{s,r}$ with $s \geq 0$ and $r \geq 1$, we will show that we can choose coefficients $\tilde{d}_i$ and $d_i$ (with $\frac{1}{2} (\tilde{d}_i + d_i) = d_i$) such that

$$\bar{q}_{s,r} = C^{-1} \sum_{i=0}^{\infty} \tilde{d}_i \left( \alpha_i^+ + c_i \alpha_i^+ \right) \beta_i^+ \quad \text{and} \quad q_{s,r} = C^{-1} \sum_{i=0}^{\infty} d_i \left( \alpha_i^+ + c_i \alpha_i^+ \right) \beta_i^+.$$

First note that each term $(\alpha_i^+ + c_i \alpha_i^+ ) \beta_i^+$ satisfies the equilibrium equations for $s \geq 0$ and $r > 1$ for the special case $q = \frac{1}{2}$. But the probability $q$ may be arbitrary, since it does not occur in the equilibrium equations for $s \geq 0$ and $r > 1$. Hence, by the linearity of the equilibrium equations,
for any choice of the coefficients \( d_i \) and \( d_j \), the linear combinations (19) satisfy the equations for \( s \geq 0 \) and \( r > 1 \) for an arbitrary \( q \). Now we have to choose \( d_i \) and \( d_j \) such that the equations for \( s \geq 0 \) and \( r = 1 \) are also satisfied. Inserting (18) and (19) in equation (2) and using equation (9) to simplify the expressions, yields for \( s > 0 \)

\[
\sum_{i=0}^{\infty} d_i (\alpha_i^{t+1} + c_i \alpha_{i+1}^{t+1}) = \sum_{i=0}^{\infty} d_i \left( \frac{\alpha_i + 2qp}{\alpha_i + p} \alpha_i^{t+1} + c_i \frac{\alpha_{i+1} + 2qp}{\alpha_{i+1} + p} \alpha_{i+1}^{t+1} \right)
\]

and taking terms with a common factor \( \alpha_{i+1} \), then

\[
\tilde{d}_0 \alpha_0^{t+1} + \sum_{i=0}^{\infty} (\tilde{d}_i c_i + \tilde{d}_{i+1}) \alpha_{i+1}^{t+1} = \frac{\alpha_0 + 2qp}{\alpha_0 + p} \alpha_0^{t+1} + \sum_{i=0}^{\infty} (d_i c_i + d_{i+1}) \frac{\alpha_{i+1} + 2qp}{\alpha_{i+1} + p} \alpha_{i+1}^{t+1}.
\]

Inserting (18) and (19) in equation (4) the same equation is obtained for \( s = 0 \). Since the above equation must hold for all \( s \geq 0 \) we have to put for \( i = 0, 1, \ldots \)

\[
\tilde{d}_{i+1} = (d_i c_i + d_{i+1}) \frac{\alpha_{i+1} + 2qp}{\alpha_{i+1} + p} - \tilde{d}_i c_i \quad \text{(20)}
\]

with initial value \( \tilde{d}_0 = d_0 \left( \frac{\alpha_0 + 2qp}{\alpha_0 + p} \right) \). Similarly, for \( i = 0, 1, \ldots \)

\[
d_{i+1} = (d_i c_i + d_{i+1}) \frac{\alpha_{i+1} + 2(1-q)p}{\alpha_{i+1} + p} - d_i c_i \quad \text{(21)}
\]

with initial value \( d_0 = d_0 \left( \frac{\alpha_0 + 2(1-q)p}{\alpha_0 + p} \right) \). Then the infinite sums (18) and (19) formally satisfy all the equilibrium equations. To complete the proof we have to show that the infinite sums (19) converge absolutely for all \( s \geq 0 \) and \( r \geq 1 \). By definition (16) we have that

\[
\frac{1}{2} \left( \tilde{d}_i + d_i \right) = d_i. \quad \text{(22)}
\]

From (15), (20) and (21) it follows by induction that \( \tilde{d}_i, d_i \) and \( \tilde{d}_i \) have the same sign. Then by (22),

\[
| \tilde{d}_i | \leq | d_i | \quad \text{and} \quad | \tilde{d}_i | \leq | d_i |.
\]

Hence the sums (19) are bounded by the sum (17), which converges absolutely for all \( s \geq 0 \) and \( r \geq 1 \). This proves

\textbf{THEOREM 2.} For all \( s \geq 0 \) and \( r \geq 1 \)

\[
\bar{q}_{s,r} = C^{-1} \sum_{i=0}^{\infty} \tilde{d}_i (\alpha_i^t + c_i \alpha_{i+1}^t) \beta_i^t \quad \text{and} \quad \bar{q}_{s,0} = C^{-1} \sum_{i=0}^{\infty} d_i (\alpha_i^t + c_i \alpha_{i+1}^t) \beta_i^t
\]

and for all \( s \geq 0 \) and \( r = 0 \)

\[
\bar{q}_{s,0} = q_{s,0} = C^{-1} \sum_{i=0}^{\infty} d_i \left( \frac{\alpha_{i+1}^{t+1}}{\alpha_i + p} + c_i \frac{\alpha_{i+1}^{t+1}}{\alpha_{i+1} + p} \right)
\]

where the coefficients \( \tilde{d}_i \) and \( d_i \) are generated according to (20) and (21).
4. Concluding remarks

In the previous sections we showed that the equilibrium distribution of the shortest queue problem can be represented by an infinite sum of product form solutions. This solution is very appropriate for numerical analysis. Our present research is concerned with related problems, which maybe have a similar product form structure; we already obtained results for the shortest queue problem with non-identical servers (i.e. with different service rates).
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