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Abstract

We introduce estimators for the entropy production of a Gibbsian process based on the observation of a single or two typical trajectories. These estimators are built with adequate hitting and return times. We then study their convergence and fluctuation properties. This provides statisticals test for the irreversibility of Gibbsian processes.
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1 Introduction

In the theory of non-equilibrium statistical mechanics, the entropy production is a crucial quantity. Typical for non-equilibrium steady states is the (strict) positivity of the entropy production which is accompanied by presence of currents and hence breakage of time-reversal symmetry. In [13], the entropy production was introduced at the level of trajectories. The idea is that even for a non-equilibrium system in the steady state, the space-time measure is still a Gibbs measure and the asymmetric part under time reversal of the Hamiltonian of the space-time Gibbs measure is the entropy production. Hence, in this formalism, the entropy production is a trajectory-valued function which measures the degree of irreversibility. The relative entropy density between the forward and the backward process is then the mean entropy production, which is strictly positive if and only if the process is reversible (i.e., in “detailed balance”, or “equilibrium”). See also [9] and [14] for the relation between strictly positive mean entropy production and reversibility.

In this point of view, in order to estimate the entropy production, e.g., in order to test the reversibility of the process, one needs the measure on trajectories. This is quite similar to the problem of estimating the entropy of a process. A basic approach consists in approximating the measure by its empirical version [19]. Another particularly useful and simple way of estimating entropy is via the Ornstein-Weiss theorem [19, 21]. The entropy is approximated by the logarithm of the return time of the first \( n \) symbols, divided by \( n \). Similarly, relative entropy density can be estimated using waiting times, see e.g. [11].

In this paper we consider Gibbsian processes with values in a finite alphabet, and with summable modulus of continuity. We introduce an estimator of the entropy production based on a single trajectory (we call it the hitting-time estimator) and an estimator based on two independent trajectories (which we call the waiting-time estimator). For both estimators we obtain consistency and asymptotic normality, with an asymptotic variance coinciding with that of the entropy production. Moreover, for the waiting-time estimator we obtain a large deviation principle. It turns out that its large deviation function has the same symmetry as in the so-called fluctuation theorem [6, 12, 13], and in fact coincides with the large deviation function of the entropy production itself in the region where it is finite. This shows that the estimator has also nice properties from the physical point of view. The basic technique we use is the exponential law with good control of the error for hitting and waiting times [11, 2]. This provides us with a precise control of the difference between the estimators and the entropy production.

The rest of the paper is organized as follows. In section 2 we introduce the entropy production in the spirit of [13], see also [9]. In section 3 we introduce the estimators, in section 4 we state their fluctuation properties and section 5 is devoted to proofs.
2 Context

We will consider a stationary process \{X_n : n \in \mathbb{Z}\} taking values in a finite set \(A\). A trajectory of this process, i.e., an element of \(A^\mathbb{Z}\) will be denoted by \(\omega\). The space of all trajectories is denoted by \(\Omega = A^\mathbb{Z}\). For \(\omega \in \Omega\), and \(n \in \mathbb{Z}\), \(\theta_n \omega\) is the trajectory defined by \((\theta_n \omega)_k := \omega_{k+n}\). A function \(f : \Omega \rightarrow \mathbb{R}\) is called local if it depends only on finitely many coordinates of the trajectory. A block of length \(n\) is a sequence \(x^n_1 := x_1 \cdots x_n\) of elements of \(A\). The cylinder \([x^n_1]\) based on \(x^n_1\) is the set of \(\omega \in \Omega\) such that \(\omega_j = x_j\) for \(j = 1, \ldots, n\).

The distribution \(\mathbb{P}\) of the process \(\{X_n : n \in \mathbb{Z}\}\) is supposed to be a translation invariant Gibbs measure with translation invariant potential \(U\). The associated “energy per site” \(f_U\) is defined as usual:

\[ f_U(\omega) := \sum_{\Lambda \ni 0} \frac{U(\Lambda, \omega)}{|\Lambda|} \]

where the sum runs over all finite subsets of \(\mathbb{Z}\) (containing the origin).

It is well-known that under mild assumptions \[7\] there exists a constant \(K > 0\) such that for all \(x^n_1\), all \(\omega \in [x^n_1]\), we have the uniform estimate

\[ K^{-1} \leq \frac{\mathbb{P}(x^n_1)}{\exp(nP(f_U) + \sum_{j=0}^{n-1} f_U(\theta_j \omega))} \leq K \]  

(1)

where \(P(f_U)\) is the “pressure” associated to \(U\).

For a block \(x^n_1\), its time reverse is denoted by \(x^n_1 = x_n x_{n-1} \cdots x_1\). Similarly, \(X^n_1\) denotes the random block \(X_1 \cdots X_n\) whereas \(X^n_1\) denotes the random block \(X_n \cdots X_1\).

For the definition of the entropy production of the process \(\{X_n : n \in \mathbb{Z}\}\), we follow \[13, 15\]. We denote by \(\mathbb{P}^R\) the distribution of the time-reversed process, i.e., the distribution of \(\{X_{-n} : n \in \mathbb{Z}\}\). The entropy production of the process up to time \(n\) is defined as

\[ \dot{S}_n(X_1, \ldots, X_n) := \log \frac{\mathbb{P}(X^n_1)}{\mathbb{P}^R(X^n_1)} = \log \frac{\mathbb{P}(X^n_1)}{\mathbb{P}^R(X^n_1)} \]  

(2)

This random variable is a measure of the irreversibility of the process up to time \(n\).

We recall that the relative entropy density \(h(Q|\mathbb{P})\) between a translation invariant probability measure \(Q\) on \(\Omega\) and \(\mathbb{P}\) is the limit

\[ h(Q|\mathbb{P}) = \lim_{n \to \infty} \frac{H_n(Q|\mathbb{P})}{n} \]

where

\[ H_n(Q|\mathbb{P}) := \sum_{x^n_1 \in A^n} Q([x^n_1]) \log \frac{Q([x^n_1])}{\mathbb{P}(x^n_1)} \]

We have the following well-known properties \[7\]:

\[ h(Q|\mathbb{P}) = P(f_U) - \int f_U \, dQ + s(Q) \]
where $s(Q)$ is the entropy density of $Q$. Moreover, $h(Q|P) \geq 0$, with equality if and only if $Q$ is an equilibrium state for $U$ (variational principle).

Using (1) and the Ergodic Theorem, it follows immediately that

$$\lim_{n \to \infty} \frac{\mathbf{S}_n(X_1, \ldots, X_n)}{n} = h(P|P^R) := \text{MEP} \quad P - \text{almost surely}.$$  \hspace{1cm} (3)

This quantity is called the mean entropy production. It is equal to 0 if and only if the process is reversible, i.e., the potential $U^R$ associated to $P^R$ is physically equivalent to the potential $U$.

We now precise the classes of potentials for which our results hold.

A first restriction is to assume that $f_U$ has a summable modulus of continuity, i.e.,

$$\sum_{n \geq 1} \text{var}_n f_U < \infty \quad \text{(4)}$$

where

$$\text{var}_n f_U := \sup \{|f_U(\omega) - f_U(\omega')| : \omega_i = \omega'_i, \forall |i| \leq n\}.$$ 

In particular this implies that $P$ is the unique Gibbs measure (equilibrium state) with potential $U$. It is convenient to work with an $f_U$ which depends only on “future” coordinates, that is, only on $\omega_1, \omega_2, \ldots$. It is indeed proved in [3] that if $f_U$ satisfies (4), then there exists a function $f_U^+(\omega) := f_U^+(\omega_1, \omega_2, \ldots)$ which is physically equivalent to $f_U$, i.e., which gives the same Gibbs measure as $f_U$, and which has also summable variations. “Physically equivalent” means there exists a measurable function $\kappa = \kappa_U$ and a real constant $C = C_U$ such that $f_U^+ = f_U + \kappa - \kappa \circ \theta + C$. It is easy to check that (1) holds with $f_U^+$ in place of $f_U$ by suitably modifying the constant $K$. Moreover, we can simplify the notations by assuming that $P(f_U^+) = 0$. If it is not the case, replace $f_U^+$ by the physically equivalent potential $f_U^+ - P(f_U^+)$. Recapitulating, we obtain that there exists a constant $K' > 0$ such that for all $x_1^n$, all $\omega \in [x_1^n]$, we have the uniform estimate

$$K'^{-1} \leq \frac{\mathbb{P}(x_1^n)}{\exp(\sum_{j=0}^{n-1} f_U^+ (\theta_j \omega))} \leq K'. \quad \text{(5)}$$

Of course, the same estimate holds for $P^R$ with the obvious modifications. This immediately gives that there exists some constant $\tilde{K} > 0$ such that

$$-\tilde{K} \leq \mathbf{S}_n - \sum_{j=0}^{n-1} [f_U^+ - f_U^R] \circ \theta_j \leq \tilde{K} \quad \text{(6)}$$

for all $n \geq 1$. Using (3) and the Ergodic Theorem, we deduce immediately that

$$\text{MEP} = \int (f_U^+ - f_U^R) \, d\mathbb{P}.$$ 

The possibility of working with a “one-sided” potential physically equivalent to the “two-sided” one is very important because it will allow us to apply known results obtained by transfer-operator techniques.
The assumption (4) also implies a “strong mixing” property which is needed to prove our results. When dealing with central limit asymptotics, we will restrict ourselves to potentials having exponentially decreasing modulus of continuity, i.e.,

$$\exists C > 0, 0 \leq \eta < 1 \text{ such that } \var_n f_U \leq C \eta^n \quad \forall n \geq 1.$$  \hspace{1cm} (7)

This will allow us to use a result proved in [17]. We will precise further these points at the appropriate places.

**Remark 1.** If we assume that

$$\sum_{\Lambda : \min \Lambda = 0} \text{diam}(\Lambda) \var(U(\Lambda, \cdot)) < \infty$$

where \( \var(U(\Lambda, \cdot)) := \max(U(\Lambda, \cdot)) - \min(U(\Lambda, \cdot)) \) this implies [11], see [3].

3 Estimators of entropy production based on hitting and return times

In this section we introduce two estimators based on a single trajectory or on two independent trajectories. To define them we have to introduce hitting times.

The hitting time of a cylinder \([x^*_n]\) is defined as

\[
T_{x^*_n}(\omega) := \inf \{ k \geq 1 : \theta^k \omega \in [x^*_n] \}.
\]

For the sake of convenience, we introduce the notations

\[
T^+_n(\omega) := T_{\omega^*_n}(\omega) \quad \text{and} \quad T^-_n(\omega) := T_{\omega^*_1}(\omega).
\]

The hitting-time estimator \( \dot{S}_H^n(\omega) \) of the entropy production is defined as

\[
\dot{S}_H^n(\omega) := \log \frac{T^-_n(\omega)}{T^+_n(\omega)}.
\]

In words, this is the difference of the logarithms of the first time at which we observe the first \( n \) symbols in reversed order in the trajectory and the first return time of the first \( n \) symbols. It will follow from our analysis that typically, \( T^-_n \gg T^+_n \) if the process is not reversible. Hence our hitting-time estimator of the entropy production will be typically positive.

The waiting-time estimator \( \dot{S}_W^n(\omega, \omega') \) of the entropy production is based on two trajectories \( \omega, \omega' \) chosen independently of one another according to \( \mathbb{P} \). We introduce the following convenient notations:

\[
W^+_n(\omega, \omega') := T_{\omega^*_n}(\omega') \quad \text{and} \quad W^-_n(\omega, \omega') := T_{\omega^*_1}(\omega').
\]

The waiting-time estimator is then defined as

\[
\dot{S}_W^n(\omega, \omega') := \log \frac{W^-_n(\omega, \omega')}{W^+_n(\omega, \omega')}.
\]

The main motivation to introduce this alternative estimator is that we will obtain a better control of its large deviation properties.
Remark 2. We can define two other estimators based on the so-called matching times [11]. They are in some sense the “duals” of the above estimators. To introduce the “dual” of the hitting-time estimator, consider the first $n$ $x_1, \ldots, x_n$ symbols of the process and define

$$L^+_n = \min\{k \leq n : \text{the word } x^k_1 \text{ does not reappear in } x^n_1\}$$

and

$$L^-_n = \min\{k \leq n : \text{the reversed word } x^k_1 \text{ does not reappear in } x^n_1\}$$

Then the estimator of the entropy production dual to the hitting-time estimator is given by

$$\log \left( \frac{L^+_n}{L^-_n} \right).$$

The advantage of these estimators is that they are based on a trajectory of finite length $n$. However, all the asymptotic fluctuation properties of these estimators can be derived from the ones of the present paper by the duality relations. So we do not study them in detail in this paper.

4 Convergence and fluctuations of the estimators

We now state our results on consistency and asymptotic normality for the estimators we just introduced, as well as large deviation properties for estimators based on two independent trajectories. Recall that MEP is the mean entropy production, see (3).

4.1 Almost-sure approximation and consistency

The following theorem provides an almost-sure approximation of $\hat{\mathcal{S}}_n$, the entropy production up to time $n$ (see (2)), by both the return-time and the waiting-time estimators.

**Theorem 1.** Assume that (4) holds. Then there exists a constant $C = C(\mathbb{P}) > 0$ such that

1. Eventually $\mathbb{P}$-almost surely

$$-C \log n \leq \hat{\mathcal{S}}^H_n - \hat{\mathcal{S}}_n \leq C \log n;$$

2. Eventually $\mathbb{P} \times \mathbb{P}$-almost surely

$$-C \log n \leq \hat{\mathcal{S}}^W_n - \hat{\mathcal{S}}_n \leq C \log n.$$ 

Using the previous theorem and (3), we immediately obtain the following corollary establishing the consistency of our entropy production estimators.

**Corollary 1.** We have the following almost-sure convergences:

1. $\mathbb{P}$-almost surely

$$\lim_{n \to \infty} \frac{\hat{\mathcal{S}}^H_n}{n} = \text{MEP};$$

2. $\mathbb{P} \times \mathbb{P}$-almost surely

$$\lim_{n \to \infty} \frac{\hat{\mathcal{S}}^W_n}{n} = \text{MEP}.$$
4.2 Asymptotic normality

The expectation with respect to $\mathbb{P}$ is denoted by $\mathbb{E}$. Let

$$
\sigma^2 := \sum_{\ell \geq 1} \left[ \mathbb{E}((f_U^+ - f_{UR}^+) \cdot (f_U^+ - f_{UR}^+ \circ \theta_\ell) - (\mathbb{E}(f_U^+ - f_{UR}^+))^2) \right]. \quad (8)
$$

It can be showed that $\sigma^2 < \infty$ if (7) holds. It is well-known that $\sigma^2 > 0$ unless $U$ is physically equivalent to $U^R$, i.e., $f_U^+ - f_{UR}^+$ is a co-boundary, which in turn is equivalent with $\mathbb{P} = \mathbb{P}^R$, i.e., the process is reversible. For more details on this, we refer to [17].

**Theorem 2.** Assume that (7) holds. Then we have the following central limit asymptotics:

1. For the hitting-time estimator

$$
\frac{\hat{S}^H_n - n\text{MEP}}{\sqrt{n}} \to \mathcal{N}(0, \sigma^2), \text{ as } n \to \infty
$$

in $\mathbb{P}$-distribution.

2. For the waiting-time estimator

$$
\frac{\hat{S}^W_n - n\text{MEP}}{\sqrt{n}} \to \mathcal{N}(0, \sigma^2), \text{ as } n \to \infty
$$

in $\mathbb{P} \times \mathbb{P}$-distribution.

Moreover,

$$
\lim_{n \to \infty} \frac{\text{Var}(\hat{S}^H_n)}{n} = \lim_{n \to \infty} \frac{\text{Var}(\hat{S}^W_n)}{n} = \sigma^2
$$

where $\text{Var}$ denotes the variance.

**Remark 3.** Using the results of [10], we could extend the previous theorem to potentials with a modulus of continuity decreasing polynomially, i.e., like $1/n^\alpha$ for $\alpha > 0$ large enough.

4.3 Large deviations

Our goal is to analyze the deviations of order one of $\hat{S}^W_n / n$ around the mean entropy production $\text{MEP}$. To this end, we introduce the following “free-energy-like” function, which is nothing but the scaled-cumulant generating function for the process $(\hat{S}^W_n)$:

$$
W_U(p) := \lim_{n \to \infty} \frac{1}{n} \log \mathbb{E}_{\mathbb{P} \times \mathbb{P}} \left( e^{p\hat{S}^W_n} \right), \ p \in \mathbb{R}
$$

provided the limit exists. On another hand, define the scaled cumulant generating function for the process $(\hat{S}_n)$ as:

$$
\mathcal{E}_U(p) := \lim_{n \to \infty} \frac{1}{n} \log \mathbb{E}_\mathbb{P} \left( e^{p\hat{S}_n} \right), \ p \in \mathbb{R}.
$$
It is easy to deduce from (5) that

\[ E_U(p) = P(-pf_U^* + (1 + p)f_U^*) , \forall p \in \mathbb{R} . \]

From this formula one immediately sees that

\[ E_U(-1 - p) = E_{UR}(p) . \]

On another hand, it is obvious from the definition of \( \dot{S}_n \) that

\[ E_U(p) = E_{UR}(p) . \]

Hence

\[ E_U(-1 - p) = E_U(p) \]

which is a version of the Gallavotti-Cohen fluctuation theorem, see \[6\], \[12\], \[13\].

Notice that \( E_U \equiv 0 \) if \( U \) is physically equivalent to \( U^{R} \).

We now state a large deviation result for \( \dot{S}_n \). Let \( I_U \) be the Legendre transform of \( E_U \), i.e.,

\[ I_U(q) = \sup_{p \in \mathbb{R}} (pq - E_U(p)) . \]

Then we have

**Proposition 1.** Assume that (4) holds and that the process \((X_n)\) is not reversible (i.e., that \( U \) is not physically equivalent to \( U^{R} \)). Then the function \( p \mapsto E_U(p) \) is continuously differentiable and strictly convex. Moreover, there exists an open interval \((q, \bar{q})\) such that, for every interval \( J \) with \( J \cap (q, \bar{q}) \neq \emptyset \)

\[ \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left\{ \frac{\dot{S}_n(X_1, \ldots, X_n)}{n} \in J \right\} = - \inf_{q \in J \cap (q, \bar{q})} I_U(q) . \]

A similar result appears in, e.g., \[16\], but it is convenient to formulate the main result of this section:

**Theorem 3.** If assumption (4) holds then we have

\[ \mathcal{W}_U(p) = \begin{cases} E_U(p) & \text{if } -1 < p < 1 \\ +\infty & \text{otherwise.} \end{cases} \quad (10) \]

In particular, if the process \((X_n)\) is not reversible (i.e., \( U \) is not physically equivalent to \( U^{R} \)) then \( \dot{S}_n^w \) and \( \dot{S}_n \) have the same large deviations in the open interval \((c_-, c_+)\), with \( c_- := \lim_{p \to -1} E_U'(p) < 0 \) and \( c_+ := \lim_{p \to 1} E_U'(p) > 0 \). For every interval \( J \) with \( J \cap (c_-, c_+) \neq \emptyset \)

\[ \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left\{ \frac{\dot{S}_n}{n} \in J \right\} = - \inf_{q \in J \cap (c_-, c_+)} I_U(q) . \quad (11) \]

It is easy to check that MEP \( \in (c_-, c_+) \). Indeed \( E_U'(0) = \text{MEP} \) (one uses differentiability and convexity to prove that).

The next proposition highlights the symmetry properties of \( \mathcal{W} \). We write explicitly the dependence of \( \mathcal{W} \) on the potential \( U \).
Proposition 2. Under assumption (4) we have the following identities

1. For all $-1 < p \leq 0$, we have

2. For all $p \in (-1, 1)$, we have
   \[ W_U(p) = W_{U,R}(p). \]

Remark 4. One may ask why we did not study the large deviations of $\dot{S}_n^*$, the hitting-time estimator. Indeed, the analysis of the corresponding scaled cumulant generating function is made more complicated due to the effect of “too soon” recurrent cylinders. We shall not detail more on this. Following the approach of [4], we can obtain a partial counterpart of Theorem 3 for $\dot{S}_n^*$: its scaled cumulant generating function coincides with $E_U(p)$ but only in an implicit interval $[\tilde{c}_-, \tilde{c}_+]$, where $\tilde{c}_- < 0$ and $\tilde{c}_+ > 0$.

5 Proofs

5.1 Key lemmas

The following results are the main tools to derive our results.

Key-lemma 5.1. Assume that $\mathbb{P}$ is a translation invariant Gibbs measure such that (4) holds. Then there exist strictly positive constants $c, C, \rho_1, \rho_2$, with $\rho_1 \leq \rho_2$, such that for all $n \in \mathbb{N}$, all cylinders $[a^n]$ and all $t > 0$ there exists $\rho(a^n) \in [\rho_1, \rho_2]$ such that
\[
\left| \mathbb{P}\{T_{a^n} \mathbb{P}([a^n]) > t\} - e^{-\rho(a^n)t} \right| \leq Ce^{-cn}e^{-\rho(a^n)t}. \tag{12}
\]

Proof. In [1], the author proved this result under the assumption that the process is $\psi$-mixing. But in [20] it is proved that if $f^+_U$ has summable variations, then the process $(X_n)$ is $\psi$-mixing. (This can be read off the proof of Theorem 3.2 in [20].)

The next lemma will be crucial to control certain moments. This is a rewriting of Lemma 9 in [1].

Lemma 1. For all cylinder $[a^n]$, all $t$ such that $t\mathbb{P}([a^n]) \leq 1/2$, we have
\[
1 - e^{-\rho_1 t} \leq \mathbb{P}\{T_{a^n} \mathbb{P}([a^n]) \leq t\} \leq 1 - e^{-\rho_2 t}
\]
where $\rho_1, \rho_2$ are the constants of Key-Lemma 5.1.

We now state the analog to Key-Lemma 5.1 for return times. To do so, we need to define the set of $n$-cylinders with “internal periodicity” $k \leq n$:
\[ S_k(n) := \{a^n : \min\{j \in \{1, \ldots, n\} : [a^n] \cap \theta^{-j} [a^n] \neq \emptyset\} = k\}. \]
Notice that the set of $n$-cylinders can be written as $\bigcup_{1 \leq p \leq n} S_k(n)$. 


Key-Lemma 5.2. Assume that $\mathbb{P}$ is a translation invariant Gibbs measure such that (4) holds. Then there exist strictly positive constants $c,c',C$ such that for any $n \in \mathbb{N}$, any $k \in \{1,\ldots,n\}$, any cylinder $[a_n^1] \in \mathcal{S}_k(n)$, one has for all $t \geq k$

$$\left| \mathbb{P}\{\omega : T_{a_n^1}(\omega)\mathbb{P}([a_n^1]) > t \mid [a_n^1]\} - \zeta(a_n^1) \exp(-\zeta(a_n^1)t) \right| \leq C \, e^{-cn} \, e^{-c't} \quad (13)$$

where $\zeta(a_n^1)$ is such that $| \zeta(a_n^1) - \rho(a_n^1) | \leq De^{-cn}$, for some $D > 0$. The parameter $\rho(a_n^1)$ is defined in Key-Lemma 5.1. Moreover,

$$\mathbb{P}\{\omega : T_{a_n^1}(\omega) > t \mid [a_n^1]\} = 1 \quad \text{for all} \quad t < k .$$

Proof. This Key-Lemma is a rewriting of [2, Section 6]. As for the previous Key-Lemma, the assumption is that the process is $\psi$-mixing. \hfill \Box

5.2 Proof of Theorem 1

Let us start with the proof of the second statement of the theorem. We shall prove that eventually $\mathbb{P} \times \mathbb{P}$-almost surely

$$-C_1 \log n \leq \log(W_n^+([\omega^1_n])) \leq \log C_1 + \log \log n \quad (14)$$

for some $C_1 > 0$. It will be clear that by the same reasoning we will also have that eventually $\mathbb{P} \times \mathbb{P}$-almost surely

$$-C_2 \log n \leq \log(W_n^-([\omega^1_n])) \leq \log C_2 + \log \log n \quad (15)$$

for some $C_2 > 0$. Putting together these two results immediately gives the statement 2 of the theorem.

We first prove the upper bound in (14). We want to find a summable upper-bound to

$$\mathbb{P} \times \mathbb{P}\{\log(W_n^+([x^1_n])) > \log t\} = \sum_{x^1_n} \mathbb{P}([x^1_n]) \mathbb{P}\{\log(T_{x^1_n} \mathbb{P}([x^1_n])) > \log t\} \quad (16)$$

where $t$ will be a suitable function of $n$. We apply Key-lemma 5.1 to get for all $t > 0$

$$\mathbb{P} \times \mathbb{P}\{\log(W_n^+([x^1_n])) > \log t\} \leq C e^{-cn} + e^{-\rho_1 t} .$$

Take $t = t_n = \log n^{\alpha_1}$, $\alpha_1 > 0$, to get

$$\mathbb{P} \times \mathbb{P}\{\log(W_n^+([x^1_n])) > \log \log n^{\alpha_1}\} \leq C e^{-cn} + \frac{1}{n^{\rho_1 \alpha_1}} .$$

By the Borel-Cantelli Lemma we get

$$\log(W_n^+([a^1_n])) \leq \log \log n^{\alpha_1}$$

eventually $\mathbb{P} \times \mathbb{P}$-almost surely provided that $\alpha_1 \rho_1 > 1$. 
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To obtain the lower bound in (14), we have, by Key-lemma 5.1
\[ \mathbb{P} \times \mathbb{P}\{\log(W_n^+ \mathbb{P}([x_n^n])) \leq \log t\} \leq Ce^{-cn} + 1 - e^{-\rho_2 t} \leq Ce^{-cn} + \rho_2 t \]
for all \( t > 0 \). Choose \( t = t_n = n^{-\alpha_2} \), \( \alpha_2 > 1 \) and apply the Borel-Cantelli Lemma to get
\[ \log(W_n^+ \mathbb{P}([x_n^n])) > -\alpha_2 \log n \]
eventually \( \mathbb{P} \times \mathbb{P} \)-almost surely.

Let us now turn to the proof of the first statement of the theorem. The proof is very similar except we have to deal with “bad” cylinders and use Key-Lemma 5.2. We will only establish that eventually \( \mathbb{P} \)-almost surely the inequality
\[ -C_1 \log n \leq \log(T_1^+ \mathbb{P}([\omega_n^n])) \leq \log C_1 + \log \log n \] (17)
for some \( C_1 > 0 \). The analogous inequality for \( T_1^- \mathbb{P}([\omega_n^n]) \) is obtained as above (i.e., using Key-Lemma 5.1). We have the decomposition
\[ \mathbb{P}\{\omega : \log(T_1^+ \mathbb{P}([\omega_n^n])) > \log t\} = \sum_{k=1}^{n} \sum_{x_n^1 \in S_k(n)} \mathbb{P}\{x_n^1\} \mathbb{P}\{\omega : \log(T_{x_n^1} \mathbb{P}([x_n^n])) > \log t | [x_n^n]\} \]
where \( S_k(n) \) is defined just before we state Key-Lemma 5.2. For all \( t \geq k \mathbb{P}([x_n^n]) \) and \( n \) large enough, we get using Key-Lemma 5.2
\[ \mathbb{P}\{\log(T_{x_n^1} \mathbb{P}([x_n^n])) > \log t | [x_n^n]\} \leq (\rho_2 + D) e^{-\rho_1 t} + Ce^{-cn} \]
where we used the fact that if \( n \) is large enough, \( \rho_1 / 2 \leq \rho_1 - De^{-cn} \leq \zeta(a_n^n) \leq \rho_2 + D \). We now choose \( t = t_n = \log n^{\alpha_1}, \alpha_1 > 0 \). If \( n \) is large enough, then \( t_n \geq k \mathbb{P}([a_n^n]) \). This is because we have the uniform estimate \( \mathbb{P}([a_n^n]) \leq e^{-Gn} \), for some \( G > 0 \), since \( \mathbb{P} \) is a Gibbs measure. Hence we obtain
\[ \mathbb{P}\{\log(T_1^+ \mathbb{P}([\omega_n^n])) > \log \log n^{\alpha_1}\} \leq \frac{\rho_2 + D}{n^{\alpha_1 \rho_1 / 2}} + Ce^{-cn} \]
which is summable provided that \( \alpha_1 \rho_1 / 2 > 1 \). The Borel-Cantelli Lemma then gives the upper-bound in (17). The lower-bound is obtained as for the waiting-time estimator but using Key-Lemma 5.2.

The proof of the theorem is now finished.

5.3 Proof of Theorem 2

Let us prove the second statement of the theorem and that \( \lim_{n \to \infty} \frac{\text{Var}(\hat{S}_n^n)}{n} = \sigma^2 \). For this it is enough to prove that
\[ \lim_{n \to \infty} \frac{1}{n} \int \left( \hat{S}_n^n - \hat{S}_n \right)^2 d\mathbb{P} \times \mathbb{P} = 0. \] (18)

Indeed, proving (18) implies, on one hand, that
\[ \lim_{n \to \infty} \frac{\text{Var}(\hat{S}_n)}{n} = \lim_{n \to \infty} \frac{\text{Var}(\hat{S}_n^n)}{n}. \]
On the other hand, it also implies that \( \left( \frac{\hat{S}_n^W - n\text{MEP}}{\sqrt{n}} \right) \) converges in law to the normal \( N(0, \sigma^2) \) if, and only, \( \left( \frac{\hat{S}_n - n\text{MEP}}{\sqrt{n}} \right) \) converges in law to the same law.

Now it is obvious from (6) that

\[
\sum_{j=0}^{n-1} [(f_U^+ - f_{UR}^+) \circ \theta_j] \sqrt{n} \rightarrow 0 \quad \mathbb{P} - \text{almost-surely}.
\]

By applying a result of \([17]\), we obtain that

\[
\sum_{j=0}^{n-1} [(f_U^+ - f_{UR}^+) \circ \theta_j] - n\text{MEP} \sqrt{n} \rightarrow N(0, \sigma^2).
\]

Since we have the formula (see \([17]\))

\[
\sigma^2 = \lim_{n \to \infty} \frac{1}{n} \int \left( \sum_{j=0}^{n-1} [(f_U^+ - f_{UR}^+) \circ \theta_j] - n\text{MEP} \right)^2 d\mathbb{P}
\]

it is obvious by (6) that

\[
\lim_{n \to \infty} \frac{\text{Var}(\hat{S}_n)}{n} = \sigma^2.
\]

Therefore we have reduced the statements of the theorem about \( \hat{S}_n^W \) to proving (18). By definition we have

\[
\int \left( \hat{S}_n^W - \hat{S}_n \right)^2 d\mathbb{P} = \sum_{x_i^n} \mathbb{P}(x_i^n) \int \left[ \log(T_n^+ \mathbb{P}(x_i^n)) - \log(T_n^- \mathbb{P}(x_i^n)) \right]^2 d\mathbb{P}.
\]

We will show that the integral in the rhs is bounded above by a positive number independent of \( n \), implying immediately (18). To prove this assertion, it is sufficient to prove that

\[
\int \left[ \log(T_n^+ \mathbb{P}(x_i^n)) \right]^2 d\mathbb{P} \leq D_1, \quad \int \left[ \log(T_n^- \mathbb{P}(x_i^n)) \right]^2 d\mathbb{P} \leq D_2 \quad (19)
\]

where \( D_1, D_2 > 0 \) are independent of \( n \). We only prove the first inequality since the other one is proved in exactly the same way.

We have the following identities:

\[
\int \left[ \log(T_n^+ \mathbb{P}(x_i^n)) \right]^2 d\mathbb{P} = \int_{0}^{\infty} \mathbb{P} \left( \log(T_n^+ \mathbb{P}(x_i^n)) > t \right) dt = \int_{1}^{\infty} \mathbb{P} \left( T_{x_1}^+ \mathbb{P}(x_1^n) > t \right) \frac{\log t}{t} dt = 2 \int_{1}^{\infty} \mathbb{P} \left( T_{x_1}^+ \mathbb{P}(x_1^n) > t \right) \frac{\log t}{t} dt. \quad (20)
\]

Now we use Key-lemma \([5.1]\) and get

\[
\mathbb{P} \left( T_{x_1}^+ \mathbb{P}(x_1^n) > t \right) \leq (1 + C) e^{-\rho_1 t}, \forall n \geq 1.
\]

Therefore

\[ (20) \leq 2(1 + C) \int_{1}^{\infty} \frac{\log t}{t} e^{-\rho_1 t} dt =: D_1. \]

This finishes the proof for the waiting-time estimator. Concerning the hitting-time estimator, we leave the proof to the reader. It is very similar to the previous one except that one has to use Key-Lemma \([5.2]\).
5.4 Proof of Proposition 1

The proof is an application of Gärtner-Ellis theorem \[5\]. In particular we have to check that the function \( p \mapsto \mathcal{E}_U(p) \) is continuously differentiable and strictly convex under assumption (3). The strict convexity follows from the assumption that the process is not reversible. As already mentioned above, this amounts to requiring that \( U \) is not physically equivalent to \( U^R \), i.e., that \( f_{U}^+ - f_{U^R}^+ \) is not a co-boundary. The open interval \((q, \bar{q})\) is defined by \( q = \inf_{q \in \mathbb{R}} = \lim_{p \to -\infty} \mathcal{E}_U(p) \) and \( \bar{q} = \sup_{q \in \mathbb{R}} = \lim_{p \to +\infty} \mathcal{E}_U(p) \). These limits exist by convexity arguments. We refer to \[8\] from which one can deduce these classical facts on differentiability and convexity of the pressure function.

5.5 Proof of Theorem 3

We prove formula (10). We first deal with \( 0 < p < 1 \). The case \(-1 < p < 0\) is obtained by a similar reasoning, so we omit the proof. The case \( p = 0 \) is trivial. We observe that

\[
\mathbb{E}_{\mathbb{P}\times\mathbb{P}} \left( e^{p S_n^W} \right) = \sum_{x_1^n} \mathbb{P}(x_1^n)^p \mathbb{P}(x_1^n)^{-p} \mathbb{E}_{\mathbb{P}} \left( \left( \frac{Y_n}{Z_n} \right)^p \right)
\]

where \( Y_n := T_{x_1^n} \mathbb{P}(x_1^n), Z_n := T_{x_1^n} \mathbb{P}(x_1^n) \). We then have

\[
\mathbb{E}_{\mathbb{P}} \left( \left( \frac{Y_n}{Z_n} \right)^p \right) = \int_0^\infty dy \int_0^\infty dz \left( \frac{y}{z} \right)^p \mathbb{P}\{Y_n \in dy, Z_n \in dz\}
\]

\[
= \int_0^1 dy \int_0^1 dz \left( \frac{y}{z} \right)^p \mathbb{P}\{Y_n \in dy, Z_n \in dz\} + \int_1^\infty dy \int_1^\infty dz \left( \frac{y}{z} \right)^p \mathbb{P}\{Y_n \in dy, Z_n \in dz\}
\]

(21)

We obtain the obvious upper bound

\[
(21) \quad \leq \int_0^1 dy \int_0^1 dz \left( \frac{1}{z^p} \right) \mathbb{P}\{Y_n \in dy, Z_n \in dz\} + \int_1^\infty dy \int_1^\infty dz \left( \frac{y}{z} \right)^p \mathbb{P}\{Y_n \in dy, Z_n \in dz\}
\]

\[
\leq \mathbb{E}_{\mathbb{P}} \left( \frac{1}{Z_n} \right) + \mathbb{E}_{\mathbb{P}}(Y_n^p).
\]

(22)

We get easily the lower bound

\[
(21) \quad \geq \int_1^\infty dy \int_1^\infty dz \left( \frac{1}{z^p} \right) \mathbb{P}\{Y_n \in dy, Z_n \in dz\}
\]

\[
\geq \mathbb{E}_{\mathbb{P}} \left( \frac{1}{Z_n} I\{Z_n \geq 1\} \right)
\]

(23)

where \( I\{\cdot\} \) denotes the indicator function.

Proving Theorem 3 for \( 0 < p < 1 \) is thus reduced to proving that the rhs in (22) is bounded above by a positive number independent of \( n \), and that the rhs in (23) is bounded below by a positive number independent of \( n \).
Let us start with an upper bound for \( \mathbb{E}_P(Y_n^p) \). We have
\[
\mathbb{E}_P(Y_n^p) = p \int_0^\infty y^{p-1} \mathbb{P}\{T_{x_1^n} \mathbb{P}(|x_1^n|) > y\} \, dy.
\]
By using Key-Lemma 5.1 with \( a_n^1 = x_1^n \), we obviously have \( \mathbb{P}\{T_{x_1^n} \mathbb{P}(|x_1^n|) > y\} < Ae^{-By} \) for some \( A, B > 0 \).

Let us now upper-bound \( \mathbb{E}_P \left( \frac{1}{Z_n^p} \right) \). We have
\[
\mathbb{E}_P \left( \frac{1}{Z_n^p} \right) = |p| \left( \int_0^{\frac{1}{2}} + \int_\frac{1}{2}^\infty \right) z^{-|p|^{-1}} \mathbb{P}\{T_{x_1^n} \mathbb{P}(|x_1^n|) \leq z\} \, dz.
\]
The integral from \( \frac{1}{2} \) to \( \infty \) is bounded above by \( \int_\frac{1}{2}^\infty z^{-|p|^{-1}} \, dz < \infty \). To bound the other integral we use Lemma 1.
\[
\int_0^{\frac{1}{2}} z^{-|p|^{-1}} \mathbb{P}\{T_{x_1^n} \mathbb{P}(|x_1^n|) \leq z\} \, dz \leq \int_0^{\frac{1}{2}} \frac{1 - e^{-\rho_1z}}{z^{|p|^{-1}}} \, dz < \infty.
\]

We now estimate from below \( \mathbb{E}_P(Y_n^p I\{Y_n \geq 1\}) \). We have
\[
\mathbb{E}_P(Y_n^p I\{Y_n \geq 1\}) = |p| \int_1^\infty y^{-|p|^{-1}} \mathbb{P}\{T_{x_1^n} \mathbb{P}(|x_1^n|) \leq y\} \, dy.
\]
By Key-Lemma 5.1 with \( a_n^1 = x_1^n \) we have
\[
\mathbb{P}\{T_{x_1^n} \mathbb{P}(|x_1^n|) \leq y\} \geq 1 - (1 + Ce^{-cn})e^{-\rho_1y}.
\]
Observe that \( 1 - (1 + Ce^{-cn})e^{-\rho_1y} \geq 1 - (1 + Ce^{-cn})e^{-\rho_1} \) for all \( y \geq 1 \) and for all \( n \geq 1 \). Therefore
\[
\mathbb{E}_P(Y_n^p I\{Y_n \geq 1\}) \geq 1 - (1 + Ce^{-cn})e^{-\rho_1} > 0
\]
provided that \( n \) is large enough.

Recapitulating, we proved that for all \( 0 < p < 1 \) and all \( n \) large enough
\[
W^{-1} \leq \mathbb{E}_P \left( \left( \frac{Y_n}{Z_n} \right)^p \right) \leq W
\]
for some \( W > 0 \) independent of \( n \) and \( x_1^n \). Hence, for all \( 0 < p < 1 \), we get
\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{E}_{P \in \mathbb{P}} \left( e^{pQ^W_n} \right) = \lim_{n \to \infty} \frac{1}{n} \log \sum_{x_1^n} \mathbb{P}(|x_1^n|)^{p+1} \mathbb{P}(|x_1^n|)^{-p} = \mathcal{E}_U(p).
\]
The last equality follows obviously from (5) and (6).

We now turn to the case \( |p| \geq 1 \). We only deal with the case \( p \geq 1 \) since the case \( p \leq -1 \) is obtained by the same reasoning. We have
\[
\mathbb{E}_P \left( \left( \frac{Y_n}{Z_n} \right)^p \right) \geq p \int_0^1 \frac{1}{y^{p+1}} \mathbb{P}\{T_{x_1^n} \mathbb{P}(|x_1^n|) \leq y\} \, dy \quad (24)
\]
\[
\geq p \int_0^1 \frac{1}{y^{p+1}} (1 - (1 + Ce^{-cn})e^{-\rho_1y}) \, dy \quad (25)
\]
\[
= +\infty \quad (26)
\]
for $n$ large enough and where we used Key-Lemma 5.1 to get the second inequality.

To prove (11), we apply a variant of Gärtner-Ellis theorem found in [18]. To this end, we use formula (10) and the differentiability/convexity properties of the function $p \mapsto \mathcal{E}_U(p)$. We have to restrict to the interval $(c_-, c_+)$ where $\mathcal{W}_U$ is finite and coincides with $\mathcal{E}_U$.

The proof of the theorem is finished.

References


