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ABSTRACT

Using coupling and a sample path argument it is shown that the throughput of an open queueing network with general interarrival and service times is decreasing if the arrival and service times are stochastically increasing.

1. Introduction.

Recently the question of the behaviour of the throughput in queueing networks, particularly the monotonicity in the service rates and in the number of jobs in closed systems received a lot of attention. See e.g. Robertazzi and Lazar [1985], Suri [1985], Yao [1985], Van der Wal [1985] and Shanthikumar and Yao [1985].

Most results have been found for the case of exponential service times and product form networks. In Adan and Van der Wal [1987a] the monotonicity in the number of jobs was established for a closed network with Erlang service times, and Adan and Van der Wal [1987b] proved the monotonicity for the case of general service time distributions.

An argument for studying monotonicity can be found in the work of Van Dijk who tries to give upper and lower bounds for the throughput of nonproduct form networks, see e.g. Van Dijk and Lamond [1986].

In this paper we prove that the throughput in an open network is monotone in the interarrival and service times. Both interarrival and service times are general. The approach we use is coupling and comparison of sample paths.

The paper is organized as follows. In section 2 the model, some notations and the theorem are given. In section 3 the theorem is proved for the case that all stations are single servers. The case of multi servers is treated in section 4.


Consider a queueing network with stations 1, 2, ..., N and general, though independent interarrival and service times. The interarrival times are independent of the service times. In station i there are $L_i$ identical servers (possibly $L_i = \infty$). $i = 1, ..., N$ and in each station the service discipline is FCFS.

We will show that the throughput of this network decreases if the interarrival times and service times stochastically increase. From now on we consider two
networks. The original one, the faster one, is denoted by $F$ and the one with the larger interarrival and service times, the slower one, by $S$.

In order to establish the monotonicity we shall show that, for a specific initial state and a given realization of the sequences of interarrival and service times in the various queues of both systems and the transitions to be made, the throughput up to time $t$ in system $F$ is at least equal to the one in system $S$.

However this sample path approach only works if the interarrival and service times of both systems are related in a specific way. To achieve this we use coupling. Let $Z_{ij}^C$ be the random variable denoting the $j$-th interarrival time from outside at station $i$ in system $C$. $X_{ij}^C$ be the random variable denoting the service time required by the $j$-th arriving job in queue $i$ in system $C$ and $S_{ij}$ be the random variable characterizing the transitions of the $j$-th departing job from queue $i$.

$i = 1, 2, \ldots, N, j = 1, 2, \ldots, C = S, F$. If the $j$-th departing job from queue $i$ leaves the network $S_{ij}$ equals zero and else $S_{ij}$ denotes the station where the job will jump to. For the time being we may think of Markovian routing. Note that in the multi server case the $j$-th departing job need not be the $j$-th arriving job.

In both the $S$ and $F$ system we assume the system to be empty at $t = 0$. This assumption is convenient but not very relevant.

Since we assumed that all variables $Z_{ij}^C$ and $X_{ij}^C$ are independent with

\[ Z_{ij}^S \geq Z_{ij}^F \text{ and } X_{ij}^S \geq X_{ij}^F \text{ for all } i \text{ and } j. \]

it follows from the coupling method that we can generate random variables $\tilde{Z}_{ij}^C$ and $\tilde{X}_{ij}^C$ such that $Z_{ij}^C$ and $Z_{ij}^C$, and $X_{ij}^C$ and $X_{ij}^C$ are pairwise identically distributed. $Z_{ij}^S$ and $X_{ij}^S$ are independent, and

\( P(\tilde{Z}_{ij}^S \geq \tilde{Z}_{ij}^F) = 1 \text{ and } P(\tilde{X}_{ij}^S \geq \tilde{X}_{ij}^F) = 1 \text{ for all } i \text{ and } j. \)

Let $Z_{ij}^C$, $X_{ij}^C$ and $S_{ij}$, $i = 1, \ldots, N, j = 1, 2, \ldots, C = S, F$, be any given realization of interarrival and service times and transitions of the coupled processes. Then it follows from (1) that

\( Z_{ij}^S \geq Z_{ij}^F \text{ and } X_{ij}^S \geq X_{ij}^F \text{ for all } i \text{ and } j. \)

It will be clear that in order to show that the throughput of the faster system is at least equal to the one of the slower system, where the throughput can be defined as the expected number of service completions before time $t$ or per unit of time. it is sufficient to consider the coupled realizations of the two systems.

From here on we follow the approach of Adan and Van der Wal [1987b]. We need some further notations.

- $A_{ij}$ the time of the $j$-th arrival in queue $i$.
- $D_{ij}$ the departure time of the job that arrived as $j$-th job in queue $i$. In the multi server case this need not be the time of the $j$-th departure.
$A_i(t)$ total number of arrivals from in- and outside up to and including time $t$ in queue $i$.

$D_i(t)$ total number of departures up to and including time $t$ in queue $i$.

$Z_i(t)$ total number of arrivals from outside only up to and including time $t$ in queue $i$.

In the sequel these variables will have a superscript $S$ or $F$ to indicate whether they correspond to the $S$ or the $F$ network.

We will show that for any realization of $Z_{ij}^C$, $X_{ij}^C$'s and $S_{ij}$'s of the coupled processes we have for all $i$ and $t$

$$D_i^F(t) \geq D_i^S(t).$$

I.e. for any coupled realization system $F$ is more rewarding than system $S$.

Finally let $e_1^C < e_2^C < \ldots$ be the time instants in system $C$ upon which one or more services are completed or one or more jobs arrive from outside. Then define the sequence $t_0, t_1, \ldots$ by

$$t_{n} := \min \{ \min \{ e_i^S | e_i^S > t_{n-1} \}, \min \{ e_i^F | e_i^F > t_{n-1} \} \}, \quad n \geq 1.$$

So $\{ t_n \}$ is the sequence of time instants upon which an event occurs in at least one of the two systems.

We make the following assumption

**Assumption**

(i) $\sum_{j=1}^{n} Z_{ij}^C \to \infty \quad (n \to \infty)$ for all $i$ and $C$

(ii) $\sum_{j=1}^{n} X_{ij}^C \to \infty \quad (n \to \infty)$ for all $i$ and $C$

(iii) $X_{ij}^C > 0$ for all $i$, $j$ and $C$

The condition $X_{ij}^C > 0$ guarantees that a job can complete only one service at a time and hence make at most one transition at a time. The first condition guarantees that in every interval $[0, t]$ only a finite number of jobs arrive from outside at station $i$, $i = 1, \ldots, N$. The first and second condition guarantee $t_n \to \infty$ for $n \to \infty$ (see Appendix).

Now we can state our main result that for all $t$ and for each station the throughput in the $F$ system is at least equal to the one in the $S$ system. Recall that both systems are empty at $t = 0$ and that $X_{ij}^C > 0$, so $D_i^C(0) = 0$ for all $i$ and $C = S, F$. 

Theorem.
For all \( t \geq 0 \) and all \( i = 1, 2, \ldots, N \)
\[
(3) \quad D_i^F(t) \geq D_i^S(t)
\]
Since the functions \( D_i^C \) are constant on the intervals \( [t_n, t_{n+1}) \) and \( t_n \to \infty \) \( (n \to \infty) \) it suffices to prove the theorem for the instants \( t_0, t_1, \ldots \).

3. The single server case.
The proof will be based on the following rather trivial but vital lemma stating that if arrivals come earlier then so do departures.

Lemma 1. (Single server)
If station \( i \) is a single server and
\[
A_{ij}^F \leq A_{ij}^S \text{ for } j = 1, 2, \ldots, n
\]
then
\[
D_{ij}^F \leq D_{ij}^S \text{ for } j = 1, 2, \ldots, n
\]
Proof.
By induction.
\( n = 1 \).
\[
D_{i1}^F = A_{i1}^F + X_{i1}^F \leq A_{i1}^S + X_{i1}^S = D_{i1}^S
\]
Assume that the lemma holds for \( n = m \). Then
\[
(4) \quad D_{im+1}^F = \max \{ D_{im}^F, A_{im+1}^F \} + X_{im+1}^F \\
\leq \max \{ D_{im}^S, A_{im+1}^S \} + X_{im+1}^S = D_{im+1}^S
\]
which proves the lemma for \( n = m+1 \).

Before proving the theorem we also need the following result which immediately follows from (2).

Lemma 2.
\[
Z_i^F(t) \geq Z_i^S(t) \text{ for all } i \text{ and } t
\]
As argued before it suffices to prove (3) for the sequence \( t_0, t_1, \ldots \). This will be done by induction.
For \( t_0 \) inequality (3) holds by definition (all \( D_i^C(0) = 0 \)).
Assume (3) holds for \( t_0, t_1, \ldots, t_m \). Then, with \( \delta(i, j) = 1 \) if \( i = j \) and 0 otherwise, for \( k = 0, 1, \ldots, m \)
\[
A_i^F(t_k) = \sum_{i=1}^{N} \sum_{j=1}^{D_i^F(t_k)} \delta(S_{ij}, i) + Z_i^F(t_k) \\
\geq \sum_{i=1}^{N} \sum_{j=1}^{D_i^S(t_k)} \delta(S_{ij}, i) + Z_i^S(t_k) = A_i^S(t_k).
\]
Since $A^C_i(t)$ is constant on $[t_{k-1}, t_k)\\n$ for $t \leq t_m$, thus
\[ A_i^F(t) \geq A_i^S(t) \text{ for } t \leq t_m, \]
and by lemma 1
\[ D_{ij}^F \leq D_{ij}^S \text{ for } j = 1, \ldots, A_i^S(t_m). \]
Further, for all $j$ for which
\[ D_{ij}^S \leq t_{m+1} \]
it follows from $X_{ij}^S > 0$ that
\[ A_{ij}^S \leq t_m, \]
thus $j \leq A_i^S(t_m)$ and
\[ D_{ij}^F \leq D_{ij}^S. \]
Hence
\[ D_{ij}^F(t_{m+1}) \geq D_{ij}^S(t_{m+1}). \]
and (3) holds for $t_{m+1}$.
This completes the proof of the theorem for the single server case. \(\square\)

4. The multi server case.
The proof for the multi server case follows exactly the same lines as the single server one. Once the multi server equivalent of lemma 1 is established the rest of the argument for the proof of the theorem is identical.
The problem is to prove lemma 1 for multi servers. For that we need more notation. Define for $C = S \cup F$

\[ Y_{ij}^C = \begin{cases} 1 & \text{if the } j-\text{th arriving job in station } i \\
& \text{is served by server } l \\
0 & \text{otherwise} \end{cases} \]

$T_{ij}^C$ the time server $l$ in station $i$ becomes available for the $j$-th arriving job, so
\[ T_{ij}^C = \max \{ D_{ik}^C Y_{ik}^C \cdot k = 1, 2, \ldots, j-1 \} \]
and
\[ T_{ij}^C \text{ the vector of } T_{ij}^C \text{'s :} \]
\[ T_{ij}^C = (T_{ij1}^C, T_{ij2}^C, \ldots) \]

Now we have
This relation is clearly more complicated than the one for \( D_{ij}^\text{C} \) in (4). Therefore we have to study the vectors \( T_{ij}^\text{C} \)'s.
Note that the case \( L_i = \infty \) is simple since then (5) reduces to

\[
D_{ij}^\text{C} = A_{ij}^\text{C} + X_{ij}^\text{C}.
\]

so \( A_{ij}^\text{F} \leq A_{ij}^\text{S} \) and \( X_{ij}^\text{F} \leq X_{ij}^\text{S} \) imply that \( D_{ij}^\text{F} \leq D_{ij}^\text{S} \).

Now let us assume \( L_i < \infty \).

\[
T_{ij+1}^\text{C} = \begin{cases}
\max \{ T_{ij+1}^\text{C}, A_{ij}^\text{C} \} + X_{ij}^\text{C} & \text{if } T_{ij+1}^\text{C} = \min \limits_k T_{ik}^\text{C} \\
T_{ij+1}^\text{C} & \text{otherwise}
\end{cases}
\]

So \( T_{ij+1}^\text{C} \) is obtained from \( T_{ij}^\text{C} \) by replacing the minimal component with the smallest index. To get hold of the effect of this we need the following.

Let \( a = (a_1, \ldots, a_n) \) be a vector.

Then \( u_a \) denotes the nondecreasing reordering of \( a \):

\[
u_a = (a_{i_1}, a_{i_2}, \ldots, a_{i_n})
\]

with \( a_{i_1} \leq a_{i_2} \leq \cdots \leq a_{i_n} \), and \( (i_1, i_2, \ldots, i_n) \) a permutation of \( (1, 2, \ldots, n) \).

For two vectors \( a = (a_1, a_2, \ldots, a_n) \) and \( b = (b_1, b_2, \ldots, b_n) \) we write

\[
a \preceq b \quad \text{if} \quad (u_a)_i \leq (u_b)_i, \quad i = 1, \ldots, n.
\]

One may easily verify the following result.

**Lemma 3.**

Let

\[
(a_1, a_2, \ldots, a_n) \preceq (b_1, b_2, \ldots, b_n), \quad \alpha \leq \beta, \quad a_i = \min \limits_l a_i, \quad b_j = \min \limits_l b_j.
\]

then

\[
(a_1, \ldots, a_{i-1}, \alpha, a_{i+1}, \ldots, a_n) \preceq (b_1, \ldots, b_{j-1}, \beta, b_{j+1}, \ldots, b_n).
\]

So replacing a minimal component in \( a \) by \( \alpha \) and in \( b \) by \( \beta \) with \( \alpha \leq \beta \) does not affect the ordering \( a \preceq b \).

This gives us
Corollary.
If
\[ T_{ij}^F \leq T_{ij}^S \text{ and } A_{ij}^F \leq A_{ij}^S \]
then
\[ T_{ij+1}^F \leq T_{ij+1}^S. \]

Proof.
Immediate from (2) and (7) and lemma 3.

Now we can state and prove the multi server version of lemma 1.

Lemma 4. (Multi server)
If station \( j \) is a multi server and \( \tau_i \sim \tau_i^j \) for \( j = 1, 2, \ldots, n \) then
\[ D_{ij}^F \leq D_{ij}^S \text{ for } j = 1, 2, \ldots, n. \]

Proof.
As observed before we only need to consider the case \( L_i < \infty \) as the lemma is trivially obtained from (6) for \( L_i = \infty \).

Since \( T_{ij}^F = (0, \ldots, 0) \), so \( T_{ij}^F = T_{ij}^S \) (guaranteeing the initial condition of the corollary) the corollary yields us
\[ T_{ij}^F \leq T_{ij}^S. \]

and thus
\[ \min_i T_{ij}^F \leq \min_i T_{ij}^S \text{ for } j = 1, 2, \ldots, n. \]

By (5) this implies
\[ D_{ij}^F \leq D_{ij}^S \text{ for } j = 1, 2, \ldots, n, \]
which completes the proof of the lemma.

As said before, this gives the proof of the theorem for multi servers.

5. Conclusions and remarks.
In the preceding we studied the open queueing network with in each station independent interarrival times and nonzero, independent and identically distributed service times and Markovian routing. It has been shown that the throughput up to time \( t \), defined as the expected number of service completions in a station up to and including time \( t \) is decreasing if the interarrival and service times are stochastically increasing for all \( t \). So also the average number of service completions per unit time is decreasing.
In the remainder of this section we discuss and relax most of the above conditions, such as independent interarrival times and i.i.d. service times.

**Independent interarrival times.**
- In fact the only assumption we have to make about the arrival process is that the arrival times are independent of service times and that the arrival processes in system F and S can be coupled such that all arrivals in system F are not later than the ones in system S with probability 1. If jobs arrive according to the same arrival process in both systems, the latter condition is trivially fulfilled, so in this case the monotonicity holds for any arbitrary arrival process as long as it independent of the service times.
- As a consequence of the previous remark the arrival process may also be a batch arrival process. For instance the monotonicity holds if we assume that the batch sizes are independent and also independent of the interarrival and service times and stochastically smaller in system S than in F.

**I.i.d. service times.**
- The service times in a station may be dependent as long as the service times in system S and F can be coupled such that \( P(X_i^S \geq X_i^F) = 1 \) for all i and j. For example, consider a network consisting of one single server station, a machine say, where jobs arrive according to an arbitrary arrival process, independent of the service times. In fact there are three different types of jobs. The probability that an arriving job is of type i is \( p_i \), \( i = 1, 2, 3 \). The service time distribution for type i jobs is \( G_{i}^{C} \). Servicing is in order of arrival. If after the completion of a type i job the machine will next service a type j job, then there is a setup time distributed according to \( G_{j}^{C} \). So every job receives an generalized service time consisting of the setup time and the real service time. All service times, arrival times and setup times are independent. In this case the generalized service times may be dependent. The coupling still works and as a result the throughput is decreasing if the service times, arrival times and setup times are stochastically increasing.

The restrictions to identical service times and Markovian routing can also be relaxed. For a discussion, see Adan and Van der Wal [1987b].

The sample path approach can be used for many other network problems. For example the throughput is monotone in the number of servers. One can show that the throughput decreases if there are less servers available, say server l in station i is not available. In terms of \( T_{ij} \) this means that the component \( T_{ij} \) is set to infinity for all j. For the proof of the monotonicity one can use the same arguments as in the multi server case.

Another example is a network with a finite capacity. If the system is full, an arriving job leaves without receiving service, and else the station where the arriving job will enter the system, is drawn from a discrete distribution. Then the throughput is monotone in the capacity of the network.

The problem monotonicity of the throughput of a queueing network with breakdowns can be solved by the sample path technique. Etc.
Appendix.

If

(i) \[ \sum_{j=1}^{n} Z_{ij}^C \to \infty \text{ for } n \to \infty \]

and

(ii) \[ \sum_{j=1}^{n} X_{ij}^C \to \infty \text{ for } n \to \infty \]

for \( C = S, F \), then

\( t_n \to \infty \)

Suppose to the contrary \( t_n \to t < \infty \) for \( n \to \infty \). then \( e_{n,0}^C \to t (n \to \infty) \) for \( C = S \) or \( F \), say \( C = S \). Then we have in at least one station, i say, \( A_1^S(x) \to \infty (x \to t) \).

From (i) it follows that only a finite number of jobs arrived from outside the network in \([0, t]\), say \( K \) jobs. Let us mark the \( K \) jobs in the system \( 1, 2, \ldots, K \), and let \( J_1 \) be the subset of \( \{1, 2, \ldots, K\} \) of jobs which arrive infinitely often in station \( i \) in \([0, t]\). So \( J_1 \) must be nonempty. Let \( J_2 \) be the complement:

\( J_2 = \{1, \ldots, K\} \setminus J_1 \).

Define for each job \( k \in J_2 \)

\( t_k^A \) the last arrival in station \( i \) before \( t \)

\( t_k^D \) the last departure station \( i \) before \( t \)

and define

\( t_0 = \max_{k \in J_2} \max(t_k^A, t_k^D) \)

Then each job \( k \in J_2 \) is either trying to complete one task \( X_{ij}^S \) during the whole interval \((t_0, t]\), if \( t_k^A > t_k^D \), or it is not in station \( i \) for all \( x \) in \((t_0, t] \), if \( t_k^D > t_k^A \).

So there is a finite, possibly empty set \( I \) of indices of tasks performed by the \( J_2 \) jobs between \( t_0 \) and \( t \). Further, since each job in \( J_1 \) performs infinitely many tasks in \([0, t]\), all tasks given to a \( J_1 \) job are completed before \( t \), so all \( X_{ij}^S \), \( i \in I \), are completed before \( t \). Since \( I \) is finite it follows with (ii) that the total service time received by the \( K \) jobs up to time \( t \) is at least equal to

\[ \sum_{j=1}^{\infty} X_{ij}^S = \infty \]

On the other hand each job can get at most \( t \) time units of service between 0 and \( t \), so the \( K \) jobs can receive together at most \( Kt \) time units of service.

Contradiction, hence \( t_n \to \infty \) for \( n \to \infty \).
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