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ABSTRACT

Assume \( k \) (integer \( k \geq 2 \)) independent populations \( \pi_1, \pi_2, \ldots, \pi_k \) are given. The associated independent random variables \( X_1, X_2, \ldots, X_k \) are Logistically distributed with unknown means \( \mu_1, \mu_2, \ldots, \mu_k \), respectively, and common known variance. The goal is to select the best population, this is the population with the largest mean. Some distributional results are derived for subset selection as well as for the indifference zone approach. The probability of correct selection is determined. Exact and numerical results concerning the expected subset size are presented for the subset selection approach.

Finally, some remarks are made for a generalized selection goal using subset selection. This goal is to select a non-empty subset of populations that contains at least one \( \varepsilon \)-best (almost best) treatment with confidence level \( P^* \). For a set of populations an \( \varepsilon \)-best treatment is defined as a treatment with location parameter on a distance less than or equal to \( \varepsilon (\varepsilon \geq 0) \) from the best population.
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1. Introduction

This paper is mainly dealing with statistical selection from Logistic populations. The research can be characterized by three quotations. The first quotation is from Bertrand Russell. The last two are from John W. Tukey. The quotations are:

Although this may seem a paradox all exact science is dominated by the idea of approximation.

An approximate answer to the right problem is worth a good deal more than an exact answer to an approximate problem.

A good asymptotic theory is one that works well for $n = 1$. 
2. The Logistic distribution

Assume a collection $V$ of $k$ (integer $k \geq 2$) populations is given. The populations are indicated by $\pi_i (i = 1, 2, \ldots, k)$. So

$$V = (\pi_1, \pi_2, \ldots, \pi_k).$$

Suppose that with population $\pi_i$ there is associated a random variable $X_i (i = 1, 2, \ldots, k)$ which has a Logistic distribution with cumulative distribution function $G(\mu_i, \sigma^2)$, where the expectation

$$\mu_i$$

is unknown ($i = 1, 2, \ldots, k$) and

the variance is assumed to be known. The ranked random variables (statistics) are denoted by $X_{[1]} \leq X_{[2]} \leq \cdots \leq X_{[k]}$. Ties occur only with probability zero.

The standard Logistic distribution has density

$$g(z) = \frac{1}{\sqrt{3\pi}} e^{-\frac{z^2}{3}} \left[1 + e^{-\frac{z^2}{3}}\right]^{-2}. $$

In the next chapter we shall consider statistical selection for the best population from a collection $V$ of $k$ Logistic populations. For the Logistic distribution it is possible to solve analytically certain distributional problems which are characteristic for statistical selection following the Indifference Zone approach as well as the Subset Selection approach. This makes it of interest to investigate the selection problem for Logistic populations. Moreover, there are some other arguments to consider the Logistic distribution, namely:

- Logistic population are interesting in their own right.
- The Logistic distribution has heavier tails than the Normal distribution. So it is possible to use the Logistic distribution in cases where probably the Normal distribution is appropriate but where we expect somewhat heavier tails due to outliers.
- An interesting point is the striking resemblance between the Logistic and the Normal curve (for a suitable choice of location and scale parameters). Therefore it is perhaps possible to use Logistic results as approximations for the Normal model.

For the last point we consider as an illustration the following problem. The Subset selection rule of Gupta is defined as follows:

$$\pi_i \in \text{Subset} \text{ if and only if } x_i \geq \max_{1 \leq j \leq k} x_j - d,$$

where the selection constant $d$ has to be determined under Normality assumption such that the probability requirement $P(CS) \geq P^*$ is satisfied. $CS$ mean Correct selection and is defined as a selection for which the best population (that is the population with largest expectation $\mu^*$) is selected into the subset. The probability $P^*$ is a known value, for instance.

$^1$If there is more than one best population due to ties, then one of them is appropriately tagged as the best.
0.90. Now, one can determine the actual lower bound of $P(CS)$ if in fact the distribution sampled from is Logistic (also with variance 1). The following results (a subset of the results obtained) illustrate in a certain sense the difference between Normal and Logistic population concerning subset selection:

<table>
<thead>
<tr>
<th>$k$</th>
<th>$P^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>.906</td>
</tr>
<tr>
<td>5</td>
<td>.900</td>
</tr>
<tr>
<td>10</td>
<td>.890</td>
</tr>
</tbody>
</table>

Table 1. Minimal probabilities of $CS$ for the Normal subset selection procedure where in reality the random variables are Logistically distributed.

These minimal probabilities of $CS$ are computed exactly for Logistically distributed observations.

If $X_i(i = 1, 2, \ldots, k)$ are sample means based on $n \geq 2$ individual and Logistically distributed observations, then with the Central Limit Theorem in mind one should expect smaller deviations. Simulation show this phenomenon.
3. Selection from Logistic populations

In this chapter we shall consider the selection problem in more detail. The expectations \( \mu_1, \mu_2, \ldots, \mu_k \) associated with the \( k \) Logistic populations are ranked in increasing order of magnitude. The ordered parameters are denoted by

\[
\mu[1] \leq \mu[2] \leq \cdots \leq \mu[k]
\]

and are associated with

\[
\pi(1), \pi(2), \ldots, \pi(k) .
\]

We suppose that the relation between ranked expectations and the populations is not known. The goal of the selection problem is to select \( \pi(k) \), the so-called best population, i.e. the population with the largest expectation. If there are more than one candidates for the best, then one of them is supposed to be appropriately tagged as the best. There are two main approaches in the literature in order to select the best population. The first one is the Indifference Zone approach. The second one is the Subset Selection approach. The Indifference Zone approach is especially of practical importance in designing an experiment, whereas the Subset selection approach has been developed for application after the experiment has already been executed. In this last case the numbers of observations are already fixed. Also in this last case the Indifference Zone approach can be applied, but a certain adaptation of the selection parameters is necessary.

Indifference Zone approach

The Indifference Zone approach of Bechhofer (1954) runs as follows. Select the population with \( X[k] \), thus the population for which the associated random variable has the largest outcome.

The probability requirement is as follows:

\[
P(CS) \geq P^*
\]

for \( \mu \in \Omega(\delta^*) = \{ \mu = (\mu_1, \mu_2, \ldots, \mu_k) : \mu[k] - \mu[k-1] \geq \delta^* \} \), where

\[
CS = \text{ correct selection, i.e. selection of the best population,}
\]

\[
\delta^* \geq 0 ,
\]

and

\[
\Omega(\delta^*) \text{ is a subspace of the parameterspace } \Omega = \{ \mu = (\mu_1, \mu_2, \ldots, \mu_k) \} .
\]

For Logistic populations one can prove that \( P(CS) \) is minimal for the so-called Least Favourable Configuration LFC: \( \mu[1] = \mu[k-1] = \mu[k] - \delta^* \). Then the following holds:
\[
P_{LFC(CS)} = \int_{-\infty}^{\infty} G^{k-1}(x + \delta^*) g(x) dx
\]

\[
= a^{k-1} \int_{0}^{\infty} \frac{ds}{(s + 1)^2 (s + a)^{k-1}}
\]

with

\[
a = e^{\sqrt{2} \delta^*}
\]

From results proved in Van der Laan (1989) the next theorem can easily be proved.

**Theorem 1.** The probability requirement can be written as follows

\[
P^* = 1 - \frac{k - 1}{a} C_{k-1}(a)
\]

where \(C_m(a)\) for all integer \(m\) is defined as follows

\[
C_m(a) = \left(\frac{a}{a - 1}\right)^{m+1} \left[ \ln a - \sum_{i=1}^{m} \frac{1}{a} \left(1 - \frac{1}{a}\right)^i \right]
\]

with

\[
\sum_{i=1}^{m} \frac{1}{a} (1 - \frac{1}{a})^i = 0 \quad \text{for} \quad m \geq 0
\]

Using Theorem 1 some results for \(\delta^*\) are given in Table 2.

(Between brackets Normal results, \(\sigma^2 = 1\)).

<table>
<thead>
<tr>
<th>(k)</th>
<th>0.90</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.76</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>(1.81)</td>
<td>(2.33)</td>
</tr>
<tr>
<td>5</td>
<td>2.60</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>(2.60)</td>
<td>(3.06)</td>
</tr>
<tr>
<td>10</td>
<td>3.06</td>
<td>3.59</td>
</tr>
<tr>
<td></td>
<td>(2.98)</td>
<td>(3.42)</td>
</tr>
</tbody>
</table>

**Table 2.** The value of \(\delta^*\) for some values of \(k\) and \(P^*\). Between brackets the value of \(\delta^*\) is given for Normal populations.
Subset selection

The subset selection procedure of Gupta (1965) runs as follows. Select $\pi_i$ in the subset if and only if $X_i \geq X_{[k]} - d$.

The selection constant $d$ must be determined in such a way that the probability requirement

$$\inf_{\mu} P(CS) = P^*$$

is met. Using the approach of Gupta, $CS$ is defined as the best population is selected in the subset. The Least Favourable Configuration LFC for Gupta's procedure is attained for all $\mu$'s equal to each other, thus

$$\mu_{[1]} = \mu_{[k]}.$$  

Thus the probability requirement can be written as follows:

$$P^* = P_{LFC}(CS) = P(CS|\mu_{[1]} = \mu_{[k]}).$$

Using Theorem 1 one finds for all $k \geq 2$

$$P^* = 1 - \frac{k-1}{a}C_{k-1}(a)$$

with $a = e^{\lambda d}$ and $\lambda$ the scale parameter of the Logistic distribution.

Expected size of the subset

It can easily be proved (cf. Gupta (1965)) that

$$\max_{\mu \in \Omega} E(S) = kP^*,$$

where $S$ is the size of the subset, i.e. the number of selected populations in the subset. It is of interest to investigate the maximum value of $E(S)$ in the subspace $\Omega(\delta)$ of $\Omega$. Using results from Van der Laan (1990; 1991) Theorem 2 can be verified.

**Theorem 2.** With

$$M = \max_{\Omega(\delta)} E(S)$$

the following holds for all $k \geq 2$, $d \neq \delta$ and $b = e^{\lambda \delta}$:

$$M = 1 - \frac{k-1}{ab}C_{k-1}(ab) + (k-1)\frac{a}{a-b}[1 - \frac{k-2}{a}C_{k-2}(a) - \frac{b}{a-b}\{C_{k-3}(a) - C_{k-3}(b)\}].$$
For $d = \delta$ a somewhat more simple formula can be derived (see Van der Laan (1990)). Some results for $\max_{\mu \in \Omega(\delta)} E(S)$ are given in Table 3.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$d$</th>
<th>1</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.4</td>
<td>1.8</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>1.0</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.3</td>
<td>3.7</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>1.1</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.2</td>
<td>6.4</td>
<td>9.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>1.2</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>5.5</td>
<td>23.0</td>
<td>83.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>2.5</td>
<td>22.4</td>
<td></td>
</tr>
</tbody>
</table>

$\delta = 1$ $\delta = 5$

Table 3. Some values of $\max_{\mu \in \Omega(\delta)} E(S)$ for some values of $k$, the selection constant $d$, and for Logistic populations. The first number is for $\delta = 1$. Under this value one finds the result for $\delta = 5$. 
4. Subset selection of an almost \((\varepsilon\text{-best})\) population

In practice one can expect that in a number of cases where one is interested in indicating the best population, selecting a population which is very near to the best one, is also acceptable. Such a population is called an almost best population or an \(\varepsilon\)-best population, where an \(\varepsilon\)-best population is defined as follows.

**Definition 1.** A population \(\pi_i\) is called an \(\varepsilon\)-best population or an almost best population if and only if

\[
\mu_i \geq \mu_{[k]} - \varepsilon \quad (\varepsilon \geq 0; \; i = 1, 2, \ldots, k).
\]

Subset selection of an \(\varepsilon\)-best population is defined as follows.

It means selection of a subset in which at least one \(\varepsilon\)-best population is selected with minimal probability \(P^*\). A \(CS\) is now defined as selecting a subset in which an \(\varepsilon\)-best population has been selected.

It is of practical and theoretical interest to compare subset selection of the best population with subset selection of an \(\varepsilon\)-best population. This has been done using two different criteria. The first criterion is based on the minimal probability of correct selection. The second criterion is based on the expected subset size.

The selection rule is as follows:

\[
\pi_i \text{ in subset if and only if } X_i \geq X_{[k]} - c
\]

where \(X_{[k]} = \max_{1 \leq i \leq k} X_i\) and with \(c \geq 0\) such that

\[
P(CS) \geq P^*.
\]

The selection constant \(c\) has been determined for some values of \(P^*\) and \(\varepsilon\). Using this selection constant \(c\) the minimal probability of selecting the best population in the subset has been determined. One may expect that this probability is smaller. An interesting point is the difference between \(P^*\) and this smaller value. In Table 4 some results are given for Normal populations with \(\sigma^2 = 1\).

<table>
<thead>
<tr>
<th>(\varepsilon)</th>
<th>.5</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>.83</td>
<td>.71</td>
</tr>
<tr>
<td>4</td>
<td>.82</td>
<td>.69</td>
</tr>
<tr>
<td>10</td>
<td>.81</td>
<td>.67</td>
</tr>
<tr>
<td>50</td>
<td>.80</td>
<td>.65</td>
</tr>
</tbody>
</table>

**Table 4.** The minimal probability of correct selection of the best Normal population \((\sigma^2 = 1)\) using the selection rule for an \(\varepsilon\)-best with \(P^* = 0.90\).

In the second case we can define a relative efficiency \(r.e.\) as follows:

\[
r.e. = \frac{\sup\Omega E(S_B)}{\sup\Omega(\varepsilon) E(S_F)},
\]
where

\[ S_B = \text{size subset for the best population} \]

and

\[ S_E = \text{size subset for an } \varepsilon \text{-best population.} \]

In Table 5 some results are given for Normal and Logistic populations, both with variance 1.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \varepsilon )</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.06</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.07</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.05</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.04</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.03</td>
<td>1.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.03</td>
<td>1.17</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. The relative efficiency r.e. for some values of \( k \) and \( \varepsilon \). The first value of each pair is for Normal populations, the second value at the bottom of the pair is for Logistic populations (both with variance 1).
5. Concluding remarks

Firstly, from the computed values it can be concluded that there is a good agreement between Normal and Logistic results. So it seems reasonable to consider the possibility of using Logistic results as approximations for Normal problems. Further research is needed. Secondly, it seems worthwhile to consider the generalized selection goal to select an almost ($\varepsilon$-best) population instead of the best one. For sufficiently small $\varepsilon$, selection of an $\varepsilon$-best population will in practice be more or less of equal value. The gain in probability of correct selection and the decrease in expected subset size may be in a number of cases practically important.
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