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Abstract

Many algorithms inspired by the simulated annealing paradigm for approximately solving combinatorial optimization problems have been presented and tested in the last years. The aim of this paper is to present a double-annealing algorithm, a new idea for the application of annealing-based algorithms to discrete location/allocation problems, with two mutually dependent sets of binary variables. The double annealing algorithm consists of two annealing processes synchronized with each other; each process is executed on a different subset of variables and with a different annealing parameter ("temperature") and the synchronization depends on the saturation of the two variable subsets. In order to improve such synchronization, deannealing steps are also performed. The double annealing algorithm is quite robust and easy to tune (it is rather insensitive to the initial values of the annealing parameters and to the initialization) and it is able to achieve good approximate solutions. The experiments were done on the $P$-median problem.

Keywords: simulated annealing, location/allocation problems

*Partly supported by research contracts MURST 40% and 60% of the Italian Ministry of University and Scientific Research. This paper was completed while the author was working at Eindhoven University of Technology with the support of the Human Capital and Mobility program of the European Community.
1 Introduction

This paper addresses vertex-constrained multi-facility location problems on graphs, which belong to the class of discrete location/allocation problems. We concentrate on problems with a min-sum objective function, such as the $P$-median problem. Through a boolean formulation we put in evidence that the binary variables are partitioned into two subsets, that correspond to an allocation subproblem and to (a number of instances of) a location subproblem. Since both subproblems are easily solvable to optimality in polynomial time, a natural way to cope with location/allocation problems is an iterative cluster-and-locate algorithm, that alternates between an allocation step and a location step [14]. Unfortunately, such an algorithm may get trapped in poor local optima. In the attempt to avoid this pitfall, it is possible to take recourse to annealing techniques; in fact, since simulated annealing (SA) was first proposed by Kirkpatrick, Gelatt, Vecchi [11], many applications were developed, pointing out that it can give very good solutions, in comparison with other approximation algorithms, although it is often more time-consuming. A development of SA recently applied to Combinatorial Optimization (CO) is mean-field annealing (MFA) [9] [17], a similar technique inspired by the analogy with the physical annealing process in systems of magnetic spins in interaction; MFA is a deterministic version of SA. Our contribution consists of the application of the MFA technique in a new way, that seems particularly suitable for discrete location/allocation problems. We split the annealing process into two parallel processes, synchronized with each other; we define a value of saturation for each subset of variables and we use it in order to synchronize the two annealing processes. Therefore the annealing schedule is automatically tuned by the algorithm itself. Experimental tests show that the behaviour of such a double annealing algorithm is substantially improved when deannealing steps are also performed; in these, the value of the annealing parameters (“temperatures”) is increased instead of decreased. The criterion we choose to compare our double annealing algorithm with the cluster-and-locate one is based both on quality and robustness. By quality of an algorithm we mean the value of the best solution found by it; by robustness of an algorithm we mean the value of the solutions found by it in the worst and in the average case; the average is computed over different instances of the same problem as well as over different runs on the same instance with random initialization and with different choices of parameters values. The double annealing algorithm is quite robust and it often achieves solutions better than those found by the cluster-and-locate algorithm in an equal amount of running time (in particular on large instances).

The paper is organized as follows. Some basic concepts on the MFA technique are outlined at the end of this section. In section 2 we define the problems we consider, we prove their equivalence with the $P$-median problem, we discuss their computational complexity and we illustrate their decomposition into two polynomially solvable subproblems. In section 3, after a brief review on the state of the art, we present a sequence of algorithms: the former is the classical cluster-and-locate algorithm of
Maranzana [14]; the subsequent ones are based on the MFA technique. In section 4 we report the outcome of our experiments. Finally, in section 5 we outline some conclusions and perspectives for future research.

Simulated annealing and mean-field annealing SA is a probabilistic method: it requires the computation of probabilities. Probabilities can be used to assign binary values to variables of a CO problem as well as to accept or refuse a change in the value of a variable; the former happens in constructive algorithms, the latter in local search based algorithms. The values of the probabilities are computed at each iteration as functions of an annealing parameter $T$, which plays a role similar to the one of temperature in physical annealing processes: as the value of $T$ decreases, the values of probabilities tend to 0 or 1 and therefore the value assignment to variables tends to become stable. On the contrary, in MFA algorithms real values are assigned directly to the variables. Their calculation is made by the following recurrent formula:

$$u_i(t) = \frac{\partial E(x)}{\partial x_i}(t)$$

$$x_i(t + 1) = s\left(\frac{-u_i(t)}{T(t+1)}\right)$$

where $E(x)$ is the objective function to be minimized, $s$ is a sigmoidal function, usually a hyperbolic tangent $s(z) = \frac{1}{2}(1 + \tanh(z))$, and $T(t)$ is the value of the annealing parameter at iteration $t$. As $T$ decreases the values of the variables become close to 0 or 1. No probabilities are used; therefore MFA is just a deterministic version of annealing. In general, the constraints of the CO problem may be difficult to handle in MFA algorithms; nevertheless some constraints are easily managed by an iterated normalization: they are the allocation (or set-partitioning) constraints. Imagine that the variables of the problem are organized in a matrix $X_{R \times C}$ and that they are subject to the constraints $\sum_{c=1}^{C} x_{rc} = 1, \forall r = 1, \ldots, R$. Set-partitioning constraints belong to the formulation of many CO problems, such as assignment, transportation, travelling salesman, graph partitioning and coloring, plant and facility location. By substitution in the MFA recurrent formula, taking $s$ as the hyperbolic tangent and introducing normalization, one obtains for every variable $x_{rc}$:

$$x_{rc}(t + 1) = \frac{e^{-\frac{1}{T(t+1)} \frac{\partial E(x)}{\partial x_{rc}}(t)}}{\sum_{c=1}^{C} e^{-\frac{1}{T(t+1)} \frac{\partial E(x)}{\partial x_{rc}}(t)}}$$

which ensures the satisfaction of the allocation constraints at each iteration. Together with a suitable annealing schedule, which defines the initial value of $T$ and the way of decreasing it at each iteration, the formula above is the kernel of any MFA algorithm. Annealing-based algorithms can be applied to a large variety of CO problems: in particular, for applying the MFA technique the only information one needs is the expression of the partial derivative $\frac{\partial E(x)}{\partial z}(t)$. Annealing-based algorithms are therefore general purpose algorithms; the advantage of not needing any special procedure depending on the particular problem at hand has its counterpart in the difficulty of properly tuning the parameters and in the relative slowness, in comparison with specialized algorithms.
2 Min-sum discrete location/allocation problems

Let us introduce a class of discrete location/allocation problems: vertex-constrained multi-facility location problems on graphs. Let us consider an undirected graph \( G(U, A) \) with \( |U| = V \), with positive integer weights on the arcs. \( N \) users and a number \( P \) of facilities are given, with \( 1 < P < N \). Users locations are also given, whereas facilities must be located in an optimal way. Users and facilities are constrained to be on the vertices of \( G \). Without loss of generality, suppose that \( N \) vertices of the graph coincide with the users, numbered from 1 to \( N \); let us indicate with \( \text{loc}(j) \) the vertex on which facility \( j \) is to be located \((j = 1, \ldots, P)\). The distance between each user \( i \) and each facility \( j = 1, \ldots, P \) may be defined in different ways, as a function of the location of \( i \) (vertex \( i \)), the location of \( j \) (vertex \( \text{loc}(j) \)) and the weights of the arcs. We indicate such a function with \( d(i, \text{loc}(j)) \). A cluster \( C_j \) is the set of users that are associated to (served by) the same facility \( j \), according to the minimum distance criterion: \( C_j = \{i \mid d(i, \text{loc}(j)) = \min_{k=1,\ldots,P} \{d(i, \text{loc}(k))\}\} \). In the literature on location problems both min-sum and min-max objective functions have been studied. Hereafter we consider only min-sum objective functions since their partial derivative is required. Multi-facility location problems, like all location/allocation problems, consist of the combination of two subproblems: an allocation subproblem, whose output is the set of clusters \( C_j \), and \( P \) instances (one for each cluster) of a single-facility location subproblem, whose output consists of the positions \( \text{loc}(j) \) of facilities. The following boolean formulation puts this structure in evidence:

\[
\begin{align*}
\min f &= \sum_{j=1}^{P} \sum_{i=1}^{N} \sum_{v=1}^{V} w_{ij} \ x_{jv} \ d(i, v) \\
\sum_{j=1}^{P} w_{ij} &= 1 \quad \forall i = 1, \ldots, N \\
\sum_{v=1}^{V} x_{jv} &= 1 \quad \forall j = 1, \ldots, P \\
w_{ij} &\in \{0,1\} \quad \forall i = 1, \ldots, N \quad \forall j = 1, \ldots, P \\
x_{jv} &\in \{0,1\} \quad \forall j = 1, \ldots, P \quad \forall v = 1, \ldots, V
\end{align*}
\]

The problem variables are partitioned into two subsets: allocation variables \( w \) and location variables \( x \); variables \( w \) define the allocation of users to facilities \((w_{ij} = 1 \iff i \in C_j)\), whereas variables \( x \), define the locations of facilities \((x_{jv} = 1 \iff \text{loc}(j) = v)\). Both subsets of variables are subject to set-partitioning constraints and all variables are subject to an integrality constraint. Let us define two matrices \( W_{NXP} \) and \( X_{PXY} \), whose entries are \( w_{ij} \) and \( x_{jv} \). In the formulation above, the costs \( d(i, v) \) depend on input data only and are thus computable a priori in a preprocessing phase, in time polynomial in \( N \) and \( V \) and independent of \( P \); in the remainder they are indicated by \( d_{iv} \). Any multi-facility vertex-constrained location problem on a graph with a min-sum objective function is then equivalent to a \( P \)-median problem on a graph with weights
\(d_{iv} = d(i, v)\) on the arcs. The computational complexity of all multi-facility vertex-constrained location problems on graph is therefore the same as for the \(P\)-median problem; because of this equivalence all experiments outlined in section 4 were made on \(P\)-median problem instances.

**Complexity** The \(P\)-median problem for general \(P\) is \(NP\)-hard [12], even when the graph is euclidean [16]. However both the allocation and the single-facility location subproblems are solvable to optimality in polynomial time.

**Allocation subproblem:** procedure P1. Suppose locations of facilities are given; apply the definition of cluster: assign every user to the facility nearest to it. Procedure P1 takes \(O(N \times P)\) time and gives an optimal clustering of the users.

**Single-facility location subproblem:** procedure P2. Suppose now that all clusters are given. For every \(j = 1, \ldots, P\) do the following enumeration: consider \(V\) solutions, obtained locating facility \(j\) on each vertex of the graph and choose the best one among them. The enumeration takes \(O(V \times N)\) for every facility and therefore \(O(P \times V \times N)\) globally.

Both subproblems are still polynomial in their weighted version, when a real weight is associated to every facility or to every user.
3 Algorithms

State of the art There exist both optimization and approximation algorithms for the P-median problem. In [4], [15] and [8] optimization algorithms, which take exponential time, are presented; approximation algorithms are divided into different categories: nodes partitioning [14] [2], nodes insertion [2] [3], nodes substitution [22] [3], greedy [3], truncated branch-and-bound [8]. For a review see, for instance, [6].

For the sake of a clear presentation of our contribution, we sketch the structure of five algorithms: namely, the cluster-and-locate algorithm [14], a partial annealing algorithm [13] [20], in which only allocation variables are subject to annealing, a complete annealing algorithm, in which all variables are subject to annealing, the double annealing algorithm [21], in which variables are subject to different annealing processes and the annealing-deannealing algorithm, in which deannealing steps are also performed. Each algorithm stems from the discussion of the limits put in evidence by the previous one.

3.1 Cluster-and-locate algorithm

The cluster-and-locate algorithm for the P-median problem [14] follows a well known paradigm for all location/allocation problems: the same idea is present, for instance, in the algorithm of Cooper [2] for continuous location problems as well as in some clustering-and-routing algorithms for the Vehicle Routing Problem [1]. The algorithm repeats iteratively two steps in which each subproblem is solved at optimality.

**Algorithm 1**

Initialization-of-locations;
Cycle \( |P1| \) ;
\[ \forall j = 1, \ldots, P \text{ do} \]
\[ P2; \]
End-test-of-algorithm;

Initialization-of-locations is any procedure that generates initial locations for the facilities (for instance a generator of random numbers in \([1..V]\)), \( P1 \) and \( P2 \) are the polynomial optimization procedures sketched in section 2 and End-test-of-algorithm is a test for the stability of the solution between two consecutive iterations.

Algorithm 1 is very fast. Although there is no bound to the number of iterations required to converge, this number is often small on random generated graphs even of a big size. On the other hand the quality of the solutions is poor. In our experiments the average value of the solutions was far from optimal (between 12% and 15%).
3.2 Partial annealing algorithm

In the partial annealing algorithm [13] [20] the computation of the allocation variables is done by the MFA formula.

**ALGORITHM 2**
1. **Initialization-of-locations;**
2. **Cycle**
   1. **[MFA-Allocation;**
      1. **Annealing-of-\(T_w\);**
      2. **\(\forall j = 1, \ldots, P\) do**
         1. **Weighted-P2;**
         2. **End-test-of-algorithm];**

- Initialization-of-locations is as before.
- MFA-allocation is the procedure that computes the values of allocation variables as:

\[
w_{ij}(t + 1) = \frac{e^{- \frac{1}{T_w(t)} \frac{\partial f}{\partial w_{ij}}(t)}}{\sum_{j=1}^{P} e^{- \frac{1}{T_w(t)} \frac{\partial f}{\partial w_{ij}}(t)}} \quad \forall i = 1, \ldots, N \quad \forall j = 1, \ldots, P
\]

where \(\frac{\partial f}{\partial w_{ij}}(t) = d(i, loc(j)(t)).\)

- Annealing-of-\(T_w\) is the annealing step. In general, an annealing step decreases the value of the annealing parameter: here the parameter is called \(T_w\) because only allocation variables \(w\) directly depend on it. Its value is decreased by multiplying it by a scale factor \(Sf < 1\) (typical values of \(Sf\) range from 0.90 to 0.99). The plot of \(T_w\) as a function of the number of annealing steps is therefore a decreasing exponential curve. An annealing step takes place if and only if the values of the variables (allocation variables, in this algorithm) are sufficiently stable: that is, if and only if \(\frac{1}{NKP} \sum_{i,j} | w_{ij}(t + 1) - w_{ij}(t) | \leq \delta\), where \(\delta\) is a small parameter (in our experiments we set \(\delta = 0.001\)).

- Weighted-P2 is the optimal polynomial procedure that computes the new values of location variables \(loc(j)(t)\) at each iteration: when \(loc(j)(t)\) is computed, the weights of the users are given by the vector \(w_{gang}(t)\) for all users \(i = 1, \ldots, N\).

- End-test-of-algorithm is based on the concept of saturation, that is explained hereafter.
Saturation The saturation of a set of variables is a quantity that gives information regarding the satisfaction of the integrality constraints. We define the saturation \( sat(W) \) so that its value is close to 1 if and only if all entries of \( W \) have "almost binary" values. It is possible to define saturation in different ways. The definition used in our experiments is graphically illustrated in figure 1 for a single entry of \( W \). We indicate the saturation of an entry with \( sat(w_{ij}) \), the saturation of a row with \( sat(w_i) = \frac{1}{P} \sum_{j=1}^{P} sat(w_{ij}) \) and the saturation of the whole matrix with \( sat(W) = \frac{1}{N} \sum_{i=1}^{N} sat(w_i) \). When other definitions of saturation were used (such as the average of the greatest entry values in every row, or the average of the difference between the greatest and the second greatest entries in every row), they did not affect the behaviour of the algorithm. As the annealing process evolves and the value of \( T_w \) decreases, \( sat(W) \) gradually approaches 1. The stopping criterion End-test-of-algorithm is \( sat(W) \geq \sigma \), where \( \sigma \) is a threshold parameter (set to 0.99 in all our experiments).

Algorithm 2 was developed and successfully applied to continuous multi-facility location (that is continuous location/allocation) problems: namely in [13] for locations in the euclidean plane and in [20] for absolute locations on graphs. In spite of its relative slowness in comparison with the cluster-and-locate algorithm, Algorithm 2 is much more robust and often outperformed cluster-and-locate algorithm, finding better solutions in the same amount of time. Though Algorithm 2 can be applied to vertex-constrained location (that is discrete location/allocation) problems as well, the results are unsatisfactory, mainly because of ties; ties arise when two or more facilities coincide in the same vertex, which is likely to occur already in the initial iterations, when \( T_w \) is high. When \( W \) has some equal columns and \( X \) some equal rows, the algorithm is not able to take any decision to resolve the tie and it gets trapped in an infeasible (fractional) local optimum. The addition of a small random noise to allocation variables is useless when \( T_w \) is high, whereas it is equivalent to a coin toss between the conflicting alternatives when \( T_w \) is low. The coin toss effect on ties at low values of \( T_w \) is evident in figure 2. In our experiments such behaviour lead to poor results.

Figure 1: Saturation of an entry \( w_{ij} \) of matrix \( W \)
Figure 2: Values of $f$, $T_w$ and $sat(W)$ during the evolution of the partial annealing algorithm (Algorithm 2) on a $(10, 70, 10)$ $P$-median problem instance.
3.3 Complete annealing algorithm

One idea arising from the observations above is to allow fractional values for the location variables, too. In the following algorithm the MFA technique is applied to all variables.

**ALGORITHM 3**

Initialization;
Cycle [MFA-Allocation;
    MFA-Location;
    Annealing-of-\( T \);
    End-test-of-algorithm];

- In Initialization all allocation variables are given a value close to \( 1/P \) and all allocation variables are given values close to \( 1/V \). A small random noise is also added to all variables in order to break the initial symmetry.

- Both MFA-Allocation and MFA-Location consist of the application of the MFA formula:
  
  \[
  w_{ij}(t+1) = \frac{e^{-\frac{1}{T(t+1)} \frac{\partial f}{\partial w_{ij}}(t)}}{\sum_{j'=1}^{P} e^{-\frac{1}{T(t+1)} \frac{\partial f}{\partial w_{ij'}}(t)}} \quad \forall i = 1, \ldots, N \quad \forall j = 1, \ldots, P
  \]

  \[
  x_{ju}(t+1) = \frac{e^{-\frac{1}{T(t+1)} \frac{\partial f}{\partial x_{ju}}(t)}}{\sum_{v'=1}^{V} e^{-\frac{1}{T(t+1)} \frac{\partial f}{\partial x_{ju'}}(t)}} \quad \forall j = 1, \ldots, P \quad \forall v = 1, \ldots, V
  \]

  where the partial derivatives are \( \frac{\partial f}{\partial w_{ij}}(t) = \sum_{v=1}^{V} x_{ju}(t) d_{iv} \) and \( \frac{\partial f}{\partial x_{ju}}(t) = \sum_{i=1}^{N} w_{ij}(t) d_{iv} \).

- End-test-of-algorithm is \( \text{sat} \geq \sigma \), where \( \text{sat} \) is computed disregarding the subdivision of variables into two sets, that is \( \text{sat} = \frac{1}{(N \times P) + (P \times V)} (\sum_{i,j} \text{sat}(w_{ij}) + \sum_{j,u} \text{sat}(x_{ju})) \).

The behaviour of Algorithm 3 (see figure 3) is still unsatisfactory. Because of the different length of the rows in \( W \) and in \( X \), saturation is not simultaneous in the two matrices. As \( T \) is lowered, the entries of \( X \) (the largest of the two matrices) are forced to "almost binary" values before the entries of \( W \). In figure 3 a critical value of \( T \) is evident, for which the saturation suddenly grows. In correspondence to the critical value \( \text{sat}(W) \) is still close to 0 while \( \text{sat}(X) \) is already close to 1. So the almost binary values of location variables influence the values assignment to the allocation variables.
but not vice versa: once $X$ is saturated the algorithm is trapped in a (usually bad) local optimum from which it cannot escape. Moreover for low values of $T$ ties occur again for the same reasons as before. The next improvement therefore consists of the use of two different annealing parameters and to split the annealing process into two processes.
Figure 3: Values of $f$, $T$ and $sat$ during the evolution of the complete annealing algorithm (Algorithm 3) on a $(10, 70, 10)$ $P$-median problem instance
3.4 Double annealing algorithm

According to the iterative scheme of the cluster-and-locate algorithm, the double annealing algorithm [21] executes alternately the two steps of allocation and location: keeping the values of variables \( w \) fixed, new values are computed for variables \( x \) and vice versa. Each annealing process is characterized by a different annealing parameter and the task of synchronization is accomplished through \( sat(W) \) and \( sat(X) \).

**ALGORITHM 4**

Initialization;

Cycle [Cycle [MFA-Allocation;
Annealing-of-\( T_w \);
End-test-of-allocation];
Cycle [MFA-Location;
Annealing-of-\( T_x \);
End-test-of-location];
End-test-of-algorithm];

- Initialization is as in Algorithm 3.

- MFA-Allocation and MFA-Location consist of the application of the MFA formula as in Algorithm 3, with the difference that \( T(t + 1) \) is replaced by \( T_w(t + 1) \) in the expression of \( w_{ij}(t + 1) \) and by \( T_x(t + 1) \) in the expression of \( x_{jw}(t + 1) \).

- Annealing-of-\( T_w \) and Annealing-of-\( T_x \) are the annealing steps: since \( T_w \) and \( T_x \) are decreased independently, their plots may be quite different even if the same parameters \( S_f \) and \( \delta \) are used in both annealing schedules.

- End-test-of-algorithm is \(( sat(W) \geq \sigma ) \land ( sat(X) \geq \sigma ) \).

- The synchronization between the two annealing processes is obtained through End-test-of-allocation and End-test-of-location in the following way. Let us call \( Z^{(ann)} \) the set of the variables whose values are computed through the MFA formula and \( Z^{(fix)} \) the set of the variables that are fixed. The annealing on \( Z^{(ann)} \) stops when \( sat(Z^{(ann)}) > sat(Z^{(fix)}) \). In previous papers (for instance, [17]) the concept of saturation had already been introduced but its use was limited to the definition of a stopping criterion, like End-test-of-algorithm. On the contrary in Algorithm 4 the value of saturation directly influences the annealing schedule.

An example of the behaviour of the algorithm is plotted in figure 4. In some tests with the double annealing algorithm, we observed the following two facts.
Figure 4: Values of $f$, $T_w$, $T_x$, $sat(W)$ and $sat(X)$ during the evolution of the double annealing algorithm without deannealing (Algorithm 4) on a $(10, 70, 10)$ P-median problem instance.
In an early phase, characterized by high values of $T_w$ and $T_x$, the saturation of each matrix tends to inhibit the saturation of the other (mutual inhibition); in a second phase the saturation of each matrix tends to augment the saturation of the other (mutual excitation); in a final phase the same happens as in the earliest one (mutual inhibition, again). Mutual inhibition and excitation may be explained in the following way. Suppose the allocation step has been performed until $sat(W) > sat(X)$; variables $w$ are then kept fixed and the MFA-location procedure starts; let us call $sat_1$ the value of $sat(W)$ and $T_1$ the value of $T_w$ at his point. After the execution of the location step, $sat(X) = sat_2 > sat_1$; the allocation step restarts with $T_w = T_1$. The first time $sat(W)$ is computed again it has value, say, $sat_3$: if $sat_3 < sat_1$ (resp. $sat_3 > sat_1$), the MFA-location procedure has inhibited (resp. excited) the saturation of the allocation matrix. It is also possible that more phases characterized by mutual inhibition and mutual excitation take place, as in figure 4: mutual inhibition corresponds to quasi-horizontal parts of the plots of $f$, $sat(W)$ and $sat(X)$, whereas mutual excitation corresponds to quasi-vertical parts of the plots.

The saturation of the largest of the two matrices grows faster than the saturation of the other; that is, one of the two MFA-procedures (MFA-allocation) is executed many times every time the other (MFA-location) is executed once. This imbalance occurs both during mutual inhibition and during mutual excitation, although it is more evident during mutual excitation.
3.5 Annealing-deannealing algorithm

A suitable way to improve the performance of the double annealing algorithm is to synchronize the allocation and the location steps, in order to force the two annealing processes to evolve simultaneously: by simultaneously we mean that \( sat(W) \) and \( sat(X) \) must have similar values all along the execution of the algorithm. To this aim we use deannealing steps, in which the value of annealing parameters is increased instead of decreased (divided by \( S_f \) instead of multiplied). A deannealing step is done every time an annealing-based procedure stops and the other begins.

**ALGORITHM 5**

 Initialization;
 Cycle [Cycle [MFA-Allocation;
          Deannealing-of-\( T_w \);
          End-test-of-deannealing;]]
 Cycle [MFA-Allocation;
          Annealing-of-\( T_w \);
          End-test-of-annaeling];
 Cycle [MFA-Location;
          Deannealing-of-\( T_z \);
          End-test-of-deannealing;]
 Cycle [MFA-Location;
          Annealing-of-\( T_z \);
          End-test-of-annaeling;]
 End-test-of-algorithm];

The End-test-of-annaeling is \( sat(Z^{(ann)}) > sat(Z^{(fix)}) \) as before, whereas the End-test-of-deannealing is its logical negation: \( sat(Z^{(ann)}) \leq sat(Z^{(fix)}) \). Mutual excitation is thus contrasted by deannealing at each iteration. This phenomenon is clear in the left part of the plot of \( sat(W) \) and \( sat(X) \) in figure 5. As a consequence of deannealing steps, \( T_w \) and \( T_z \) are not monotonically decreasing any longer. The evolution of the double annealing algorithm is still driven by \( sat(W) \) and \( sat(X) \) more than by \( T_w \) and \( T_z \) and therefore the algorithm is insensitive to the choice of the initial values of \( T_w \) and \( T_z \). The algorithm does not even require any special initialization of the variables and it is easy to tune, since \( S_f \) is the only parameter that needs to be tuned. Moreover, the quality of the solutions obtained is quite better: although it is much slower than Algorithm 1, the annealing-deannealing algorithm is so robust that it is quite competitive with it, as shown in the following section.
Figure 5: Values of $f$, $T_w$, $T_e$, $sat(W)$ and $sat(X)$ during the evolution of the double annealing algorithm with deannealing (Algorithm 5) on a (10, 70, 10) $P$-median problem instance
4 Experimental results

We choose the $P$-median problem as a benchmark for the test of the algorithms, since it represents the whole class of vertex-constrained multi-facility location problems on graph with min-sum objective function. The size of the problem instances is indicated by the triple $(V, N, P)$. Every problem instance was randomly generated: arc weights were drawn from a uniform distribution in $[10,50]$. Running time does not include the preprocessing needed to compute the all-pairs shortest paths matrix, from which the costs $\delta_{iv}$ were derived; such preprocessing time was however negligible in comparison with the amount of time required by the annealing algorithms. Time is indicated by minutes: seconds.hundredths. All experiments were performed on a 66MHz PC. All algorithms were coded in Borland Turbo-Pascal.

Parameter tuning of double annealing algorithm The following table shows how the running time and the quality of the solutions depend on $S_f$ in Algorithm 5. Data were obtained with 5 runs on a $(50,30,5)$ problem instance.

<table>
<thead>
<tr>
<th>$S_f = 0.99$</th>
<th>$S_f = 0.95$</th>
<th>$S_f = 0.90$</th>
<th>$S_f = 0.85$</th>
<th>$S_f = 0.80$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>$t$</td>
<td>$f$</td>
<td>$t$</td>
<td>$f$</td>
</tr>
<tr>
<td>344</td>
<td>10:33.23</td>
<td>328</td>
<td>2:04.90</td>
<td>328</td>
</tr>
<tr>
<td>340</td>
<td>11:03.72</td>
<td>328</td>
<td>2:02.70</td>
<td>328</td>
</tr>
<tr>
<td>340</td>
<td>11:03.56</td>
<td>328</td>
<td>2:08.85</td>
<td>328</td>
</tr>
<tr>
<td>340</td>
<td>11:22.29</td>
<td>328</td>
<td>2:01.60</td>
<td>328</td>
</tr>
<tr>
<td>340</td>
<td>11:18.54</td>
<td>328</td>
<td>2:03.52</td>
<td>328</td>
</tr>
</tbody>
</table>

When $S_f$ is properly tuned, the algorithm is rather insensitive to the random noise used in the initialization. The value of $\sigma$ was set the first time to 0.99, since it seemed to be a reasonable choice, and it was never necessary to change it. The initial values of annealing parameters were $T_w = 10$ and $T_z = 500$.

Comparison with other algorithms The set of experimental results shown below concerns the comparison between the five algorithms outlined in section 3. The comparison was made on $P$-median problem instances of different sizes: $(50,30,5)$ and $(100,70,10)$. Annealing-based algorithms were run with different parameters values. The same amount of running time was used for each of the algorithms and for every set of parameters values; the number of runs of each algorithm, allowed in such a fixed time limit, is indicated in the rightmost column of the tables below. The number of times the best solution was obtained is reported between parentheses.
### Size $V = 50$, $N = 30$, $P = 5$. Time=2 min.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$S_f$</th>
<th>best solution</th>
<th>worst solution</th>
<th>average value of solutions</th>
<th>number of runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alg.1</td>
<td></td>
<td>330 (4)</td>
<td>487</td>
<td>371.704</td>
<td>5000</td>
</tr>
<tr>
<td>Alg.2</td>
<td>0.99</td>
<td>349 (1)</td>
<td>374</td>
<td>361.500</td>
<td>4</td>
</tr>
<tr>
<td>Alg.2</td>
<td>0.95</td>
<td>342 (1)</td>
<td>395</td>
<td>360.700</td>
<td>20</td>
</tr>
<tr>
<td>Alg.2</td>
<td>0.90</td>
<td>350 (2)</td>
<td>396</td>
<td>369.275</td>
<td>40</td>
</tr>
<tr>
<td>Alg.3</td>
<td>0.99</td>
<td>338 (1)</td>
<td>353</td>
<td>345.500</td>
<td>2</td>
</tr>
<tr>
<td>Alg.3</td>
<td>0.95</td>
<td>355 (1)</td>
<td>371</td>
<td>361.667</td>
<td>5</td>
</tr>
<tr>
<td>Alg.3</td>
<td>0.90</td>
<td>349 (1)</td>
<td>395</td>
<td>369.875</td>
<td>8</td>
</tr>
<tr>
<td>Alg.4</td>
<td>0.99</td>
<td>352 (1)</td>
<td>352</td>
<td>352.000</td>
<td>1</td>
</tr>
<tr>
<td>Alg.4</td>
<td>0.95</td>
<td>349 (2)</td>
<td>377</td>
<td>356.167</td>
<td>6</td>
</tr>
<tr>
<td>Alg.5</td>
<td>0.95</td>
<td>328 (1)</td>
<td>328</td>
<td>328.000</td>
<td>1</td>
</tr>
<tr>
<td>Alg.5</td>
<td>0.90</td>
<td>328 (2)</td>
<td>328</td>
<td>328.000</td>
<td>2</td>
</tr>
</tbody>
</table>

### Size $V = 100$, $N = 70$, $P = 10$. Time=40 min.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$S_f$</th>
<th>best solution</th>
<th>worst solution</th>
<th>average value of solutions</th>
<th>number of runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alg.1</td>
<td></td>
<td>709 (1)</td>
<td>948</td>
<td>820.485</td>
<td>12000</td>
</tr>
<tr>
<td>Alg.2</td>
<td>0.99</td>
<td>742 (1)</td>
<td>802</td>
<td>773.182</td>
<td>11</td>
</tr>
<tr>
<td>Alg.2</td>
<td>0.95</td>
<td>738 (1)</td>
<td>839</td>
<td>779.100</td>
<td>60</td>
</tr>
<tr>
<td>Alg.2</td>
<td>0.90</td>
<td>727 (1)</td>
<td>865</td>
<td>787.842</td>
<td>120</td>
</tr>
<tr>
<td>Alg.3</td>
<td>0.99</td>
<td>746 (1)</td>
<td>794</td>
<td>770.000</td>
<td>2</td>
</tr>
<tr>
<td>Alg.3</td>
<td>0.95</td>
<td>727 (1)</td>
<td>827</td>
<td>761.222</td>
<td>9</td>
</tr>
<tr>
<td>Alg.3</td>
<td>0.90</td>
<td>720 (1)</td>
<td>827</td>
<td>777.471</td>
<td>17</td>
</tr>
<tr>
<td>Alg.4</td>
<td>0.99</td>
<td>741 (1)</td>
<td>748</td>
<td>744.500</td>
<td>2</td>
</tr>
<tr>
<td>Alg.4</td>
<td>0.95</td>
<td>710 (1)</td>
<td>807</td>
<td>750.000</td>
<td>10</td>
</tr>
<tr>
<td>Alg.5</td>
<td>0.95</td>
<td>741 (1)</td>
<td>742</td>
<td>741.500</td>
<td>2</td>
</tr>
<tr>
<td>Alg.5</td>
<td>0.90</td>
<td>703 (1)</td>
<td>724</td>
<td>714.250</td>
<td>4</td>
</tr>
</tbody>
</table>

As the size of the problem increases, the average quality of the local minima in which Algorithm 1 gets trapped becomes worse and worse (see column "average value of solutions" in the tables above). Algorithm 5 is much more robust, since the average and the worst quality of the solutions found by it are quite better than those of Algorithm 1. Furthermore, when Algorithm 5 is properly tuned ($S_f = 0.90$ in this example), its quality is also competitive.

**Comparison between speed and robustness** The usual way to compare speed to robustness is the multistart approach: a fast algorithm is run several times, while a slower and more robust algorithm is run once or a small number of times, such that the
total time used by the two algorithms is the same; then the solutions found by both are compared. We followed this approach to compare Algorithm 1 (fast) with Algorithm 5 (robust). Algorithm 1 was run on a (50,30,5) problem, until it was able to find the same best solution (whose value is 328) found by Algorithm 5. It took 10 minutes and 25000 trials to obtain it once. Algorithm 5 was run for 5 times, it took 10 minutes globally, and it always achieved that best solution. Further experiments were done on problem instances of different size; the outcome is summarized in the following tables.

### Size (50, 30, 5) Time=4 min.

<table>
<thead>
<tr>
<th>Instance</th>
<th>best</th>
<th>worst</th>
<th>average</th>
<th>$S_f = 0.90$</th>
<th>best</th>
<th>worst</th>
<th>average</th>
<th>$S_f = 0.95$</th>
<th>best</th>
<th>worst</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>328 (6)</td>
<td>478</td>
<td>373.1</td>
<td>331 (2)</td>
<td>389</td>
<td>356.8</td>
<td>338 (1)</td>
<td>338</td>
<td>338.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>326 (29)</td>
<td>486</td>
<td>381.8</td>
<td>331 (4)</td>
<td>331</td>
<td>331.0</td>
<td>331 (2)</td>
<td>331</td>
<td>331.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>327 (8)</td>
<td>470</td>
<td>373.8</td>
<td>327 (2)</td>
<td>377</td>
<td>350.5</td>
<td>331 (2)</td>
<td>331</td>
<td>331.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>297 (10)</td>
<td>454</td>
<td>344.0</td>
<td>303 (4)</td>
<td>303</td>
<td>303.0</td>
<td>303 (2)</td>
<td>303</td>
<td>303.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>319 (24)</td>
<td>476</td>
<td>374.9</td>
<td>324 (4)</td>
<td>324</td>
<td>324.0</td>
<td>324 (2)</td>
<td>324</td>
<td>324.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>331 (15)</td>
<td>486</td>
<td>380.1</td>
<td>335 (2)</td>
<td>339</td>
<td>337.0</td>
<td>335 (1)</td>
<td>339</td>
<td>337.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>312 (4)</td>
<td>463</td>
<td>357.0</td>
<td>340 (1)</td>
<td>360</td>
<td>351.5</td>
<td>342 (1)</td>
<td>367</td>
<td>354.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>312 (4)</td>
<td>463</td>
<td>357.0</td>
<td>316 (1)</td>
<td>363</td>
<td>333.8</td>
<td>316 (1)</td>
<td>318</td>
<td>317.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>310 (24)</td>
<td>456</td>
<td>366.1</td>
<td>314 (1)</td>
<td>363</td>
<td>331.3</td>
<td>314 (2)</td>
<td>314</td>
<td>314.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>348 (9)</td>
<td>488</td>
<td>398.0</td>
<td>362 (2)</td>
<td>378</td>
<td>366.5</td>
<td>353 (2)</td>
<td>353</td>
<td>353.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Size (100, 70, 10) Time=40 min.

<table>
<thead>
<tr>
<th>Instance</th>
<th>best</th>
<th>worst</th>
<th>average</th>
<th>$S_f = 0.90$</th>
<th>best</th>
<th>worst</th>
<th>average</th>
<th>$S_f = 0.95$</th>
<th>best</th>
<th>worst</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>709 (1)</td>
<td>948</td>
<td>820.5</td>
<td>703 (1)</td>
<td>724</td>
<td>714.3</td>
<td>741 (1)</td>
<td>742</td>
<td>741.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>707 (1)</td>
<td>950</td>
<td>801.9</td>
<td>732 (1)</td>
<td>767</td>
<td>749.8</td>
<td>708 (1)</td>
<td>742</td>
<td>725.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>723 (1)</td>
<td>944</td>
<td>817.1</td>
<td>733 (1)</td>
<td>788</td>
<td>759.5</td>
<td>741 (1)</td>
<td>791</td>
<td>766.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>700 (1)</td>
<td>941</td>
<td>798.3</td>
<td>699 (1)</td>
<td>766</td>
<td>729.8</td>
<td>721 (1)</td>
<td>769</td>
<td>745.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>710 (1)</td>
<td>970</td>
<td>818.6</td>
<td>722 (1)</td>
<td>764</td>
<td>744.3</td>
<td>708 (1)</td>
<td>718</td>
<td>713.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>718 (1)</td>
<td>973</td>
<td>817.9</td>
<td>727 (1)</td>
<td>829</td>
<td>772.8</td>
<td>706 (1)</td>
<td>787</td>
<td>746.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>691 (1)</td>
<td>976</td>
<td>791.3</td>
<td>681 (1)</td>
<td>757</td>
<td>723.8</td>
<td>673 (1)</td>
<td>739</td>
<td>706.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>695 (1)</td>
<td>947</td>
<td>802.9</td>
<td>696 (1)</td>
<td>779</td>
<td>743.3</td>
<td>693 (1)</td>
<td>723</td>
<td>708.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>712 (1)</td>
<td>997</td>
<td>806.9</td>
<td>705 (1)</td>
<td>744</td>
<td>727.5</td>
<td>741 (1)</td>
<td>762</td>
<td>751.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>704 (1)</td>
<td>945</td>
<td>800.2</td>
<td>702 (1)</td>
<td>787</td>
<td>738.3</td>
<td>708 (1)</td>
<td>773</td>
<td>740.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the viewpoint of robustness algorithm 5 always dominates algorithm 1; from the viewpoint of quality the superiority of algorithm 5 is clear on big size instances, whereas
algorithm 1 multistarted is preferable on small instances.

One drawback of Algorithm 5 is that it requires more computing time than all the others do. Nevertheless, if a good feasible solution must be obtained quickly, the running time of Algorithm 5 (as well as for any annealing-based algorithm) can be reduced by tuning $S_f$ to a lower value, even if this implies a degradation in the quality of the solutions: the characteristics of annealing algorithms are better exploited when a large amount of running time is available, but it is not impossible to run them as fast heuristics.
5 Conclusions

The aim of this paper is to describe a new annealing-based approach to discrete location/allocation problems, such as vertex-constrained multi-facility location problems on graphs; these problems are characterized by two sets $W$ and $X$ of mutually dependent variables. Only location problems that involve non-interacting facilities have been considered here; nevertheless, the method is applicable to interacting facilities as well; the only modification consists of the expression of the partial derivative $\frac{\partial f}{\partial x_i}$. The relaxation of integrality constraints on both subsets of variables and the application of the MFA technique to compute the real values of the variables at each iteration, gives origin to a double annealing algorithm, in which the usual annealing parameter $T$ ("temperature") is replaced by two independent parameters $T_w$ and $T_x$. The behaviour of the algorithm strongly depends on the synchronization of two resulting annealing processes; for such purpose the saturation of the matrices of the allocation and location variables is used. Suitable deannealing steps are done, for forcing the two sets of variables to anneal simultaneously.

The originality of our contributions consists of the following ideas: (1) the annealing process is performed twice in parallel on two different subsets of variables, (2) the values of the annealing parameters are adapted by the algorithm itself and (3) they are not necessarily monotonically decreasing. The algorithm is also easy to program and to tune.

Future research Even if Algorithm 5 is a definite improvement over a previous more rudimentary version of the double annealing algorithm [21], further improvements are possible. Probably the most promising lines of research concern the tuning of $S_f$: it may be done a priori, according to the size of the variable matrices as well as a posteriori in an adaptive way, according to the observed rate of growth of saturation in each matrix. Also the use of two distinct scale factors $S_{fw}$ and $S_{fx}$ seems to be of interest and deserves investigation. The ideas of saturation-driven annealing schedule and deannealing steps may be also extended to traditional annealing algorithms.
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