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Abstract

The theory of imprecise probabilities is discussed, and some relations are derived for lower and upper cumulative distribution functions and densities. To introduce the concept in the theory of reliability lower and upper hazard rates and hazard functions are defined. Also some aspects of updating lower and upper prior densities in light of new information are described.
1. Introduction

The theory of imprecise probabilities (see Walley [5]) provides a suitable concept for handling uncertainty and imprecision in expert systems. The most important difference between this concept and the (classical) frequentist or Bayesian concepts is that one does not need to assign one exact (precise) value to be the probability of a certain event, but one can assign two values, indicating the lower and upper probability for that event, so creating an interval of values instead of one value. If the lower probability of an event is equal to zero, and the upper probability equal to one, this indicates total ignorance about the event, whereas the other extreme situation, with equal lower and upper probabilities, indicates precision, meaning that one is absolutely sure about the probability of the event.

In practice, the assumption of precision is very strong, and if assignment of probabilities has to be based on elicited opinions of people, imprecision is quite natural. Also if information from several sources has to be combined, the dogma of precision does not agree with reality.

Walley [6] mentions six broad criteria for evaluating measures of uncertainty. These are:

(a) Interpretation. The measure should have a clear interpretation that is sufficiently definite to be used to guide assessment, to understand the conclusions of the system (and use them as a basis for action), and to support the rules for combining and updating measures.

(b) Imprecision. The measures should be able to model partial or complete ignorance, limited or conflicting information, and imprecise assessments of uncertainty.

(c) Calculus. There should be rules for combining measures of uncertainty, updating them after receiving new information, and using them to calculate other uncertainties, to draw conclusions and to make decisions. Some justification must be given for the rules.

(d) Coherence. There should be methods for checking the consistency (coherence) of all uncertainty assessments used by the system, and the rules should ensure that the conclusions are consistent with these assessments. (That is, it should not be possible to combine the measures of uncertainty to produce irrational inferences or behaviour.)
Assessment. It should be practicable for a user of the system to make
(and feel comfortable with) all the uncertainty assessments that are needed
as input. The system should give some guidance on how to make the
assessments. It should be able to handle judgements of various types,
including expressions of uncertainty in natural language such as "if A then
probably B", and to combine qualitative judgements with quantitative
assessments of uncertainty.

Computation. It should be computationally feasible for the system to
derive inferences and conclusions from the assessments.

Walley [6] compares several measures of uncertainty (amongst others additive
probabilities, as used in the Bayesian theory), and concludes that only
lower and upper probabilities (or more general, previsions) are adequate as
general measures of uncertainty. Although, in this theory, the nature of
probability is subjective, the concept of imprecise probabilities can also
be used in a frequentist context, as described by Walley and Fine [7].

Elicitation of the opinions of experts is important, as these opinions are
often an important source of information. It is important to emphasize the
difference between elicitation of these opinions, and assessment of your
probabilities, based on these opinions and perhaps other information. For
assessment matters like combination of information from several sources
(exerts) and coherence are important. Elicitation is the process by which
beliefs are measured, through explicit judgements and choices.

The concept of imprecise probabilities allows a reasonable translation of
expressions of uncertainty in natural language into lower probabilities.
Walley [6] gives examples, such as "an event A is probably (or likely)
implies \( P(A) \approx 0.5 \), and "A has very high probability implies \( P(A) \geq 0.9 \). Here
\( P(A) \) denotes the lower probability of event A, that can be interpreted as a
lower bound of an interval of values for this probability, between which no
further distinction is made based on the available information.

The resulting imprecision seems to be natural, although the choices of the
lower probabilities are still subjective. Translation of such statements the
way we indicate here is, however, surely less doubtful than by translating
such expressions into precise probabilities, which is often done in
elicitation processes within practical Bayesian statistics.

There are many possible methods to elicit lower probabilities of events. In
reliability it is most interesting to work out practical elicitation methods for deriving lower and upper densities for lifetime distributions. These are functions that bound an area such that every function between them can, after normalisation, be regarded as a possible probability density function. Practical elicitation could, for example, be executed by using histograms. In a later report we will look at the practical possibilities for elicitation, when working with the concept of imprecise probabilities. There it will be shown that the concept of imprecise probabilities has advantages to precise probabilities when working with histograms for eliciting information, but with some parametrical family of distributions as the model (e.g. for calculations). In such case one always has many possibilities to create a certain method for choosing a member of the family that looks the most like the histogram, but this suggests precision which is not grounded by the available information.

In this report imprecise probabilities are briefly introduced in section 2, and lower and upper cumulative distribution functions and probability density functions are discussed in section 3. In section 4 we define the hazard rate and hazard function, and show that these definitions are consequent to the theory. Finally, in section 5 updating of lower and upper prior densities is discussed, and some conclusions and interesting subjects for future research are presented in section 6.
2. Imprecise probabilities

Instead of choosing one value to be the probability of occurrence of a certain event A, two values are given that bound an interval, that can be interpreted as a set of values that can all possibly be the unknown probability of A, and between which no further distinction is possible or desirable based on the available information. These bounds are called the lower and upper probability of the event A, denoted by \( \underline{P}(A) \) and \( \overline{P}(A) \) respectively, and the obvious relation \( 0 \leq \underline{P}(A) \leq \overline{P}(A) \leq 1 \) must hold (see the axioms and consequences below). A possible interpretation is to accept that the occurrence of event A has some probability \( P(A) \), that follows the usual axioms of probability (B1-B3 below), but to you the exact value of \( P(A) \) is unknown. However, based on the available information you are sure that \( \underline{P}(A) \leq P(A) \leq \overline{P}(A) \). Of course, in practice exact probabilities are hardly ever known, so the idea of choosing an interval seems logical. It is also clear that the bounds \( \underline{P}(A) \) and \( \overline{P}(A) \) are subjective, as these will depend on you and your information. Here the nature of \( P(A) \) can also be subjective, but other interpretations are also possible. The main idea is that \( P(A) \) is not exactly known to you.

It is useful, although the above interpretation is suitable for this report, to shortly discuss the subjective nature of probability, as advocated by De Finetti [2], and adopted by Walley [5], who really needs this interpretation to develop his more complete theory of imprecise previsions. Here your probabilities are related to your betting behaviour.

Suppose that a gamble is defined such that you receive 1 dollar if event A occurs, and nothing otherwise. (To overcome the fact that, to most people, the utility of money is not a linear function of its amount, Walley [5] introduces so-called probability currency.) Your lower probability of A is then interpreted as the upper bound of prices that you are willing to pay for this gamble (your supremum buying price, you actually may not want to pay \( \underline{P}(A) \), but you are willing to pay \( \underline{P}(A) - \varepsilon \) for any \( \varepsilon > 0 \)), and your upper probability of A as the amount of money \( \overline{P}(A) \) such that you are willing to sell the above gamble to someone else for any price greater than \( \overline{P}(A) \) (your infinimum selling price).
This interpretation can be related to the first one that we adopt here. There the lower and upper probabilities are interpreted as bounds, such that you know sure that \( P(A) \leq \bar{P}(A) \leq \tilde{P}(A) \). Related to the second interpretation, this would mean that indeed you would be willing to pay up to \( \tilde{P}(A) \) for the gamble described above, and in fact we need such an interpretation to make clear what we mean by 'you are sure' in the first interpretation.

Your lower and upper probabilities should reflect the amount of information available to you, and from this point of view the possibility that \( \tilde{P}(A) \neq \bar{P}(A) \) is quite logical. Within the standard Bayesian framework (see De Finetti [2]), always \( \bar{P}(A) = \tilde{P}(A) \) is assumed, leaving no method to take the amount of available information into account.

We define the degree of imprecision about \( A \) as \( \Delta(A) = \tilde{P}(A) - \bar{P}(A) \). If \( \Delta(A) = 0 \) the probabilities for \( A \) are called precise, whereas the probabilities in the other extreme situation, with \( \bar{P}(A) = 0 \) and \( \tilde{P}(A) = 1 \), are called vacuous. This last situation perfectly represents total absence of information about \( A \), while precise probabilities represent perfect information. It seems logical that \( \Delta(A) \) should be a decreasing function of the amount of relevant information.

A thorough discussion of the importance of imprecision is provided by Walley [5, chapter 5]. As a simple example think about tossing a coin. Suppose you are interested in the event \( H \) that a coin will fall 'head up' when tossed. The knowledge that the coin is fair and so is the way of tossing could lead you to assign precise probabilities \( \bar{P}(H) = \tilde{P}(H) = 0.5 \), meaning that you are absolutely sure that the probability \( P(H) \) is 0.5. Using the second interpretation, this would mean that your supremum buying price and infimum selling price of the gamble, such that one dollar is paid if \( H \) occurs and nothing otherwise, are equal. But even in this situation the equality is \( \bar{P}(H) = \tilde{P}(H) \) not necessary, as you still may have some doubts. However, if you have no knowledge at all about the coin, or about the way it is tossed, the assumption that you know that \( P(H) = 0.5 \) (or alternatively, that you would be willing to pay 0.5 dollar for this bet) is too strong. This complete lack of information could even lead you to choose vacuous probabilities (in the second interpretation, to reject the gamble if you have to pay any positive sum of money for it).
This example makes clear that lack of total knowledge about events and about the probability of occurrence of these events, forces you to enable the use of imprecision within the concept of probability. Furthermore, the concept of imprecise probabilities can be used to reflect the amount of information that is available. In many situations this is very important, for example, if a person who has to make a decision asks the opinions of several experts, using the concept of probabilities to express their uncertainty.

Let $\Omega$ be the set of all possible events of interest, then $P$ and $\overline{P}$ are assumed to satisfy the following basic axioms (according to Wolfenson and Fine [8]):

(A1) For all $A \in \Omega$: $P(A) \geq 0$.
(A2) $P(\Omega) = 1$.
(A3) For all $A, B \in \Omega$, with $A \cap B = \emptyset$: $P(A) + P(B) \leq P(A \cup B)$ and $\overline{P}(A) + \overline{P}(B) \geq \overline{P}(A \cup B)$.
(A4) For all $A \in \Omega$: $\overline{P}(A) + P(A^c) = 1$, where $A^c$ is the complement of $A$.

These axioms result from the interpretation of $P(A)$ and $\overline{P}(A)$, as sure bounds for the unknown precise probability $P(A)$. According to the well-known theory of precise probabilities, $P$ must satisfy the axioms:

(B1) For all $A \in \Omega$: $P(A) \geq 0$.
(B2) $P(\Omega) = 1$.
(B3) For all $A, B \in \Omega$, with $A \cap B = \emptyset$: $P(A \cup B) = P(A) + P(B)$.

(We do not discuss the problem whether or not the additivity axiom B3 should hold for only finite numbers of events, or also for countably infinite numbers. For such discussion, see for example De Finetti [2], who is against countable additivity, or Walley [5, section 6.9], who accepts countable additivity. We accept Walley's point of view.)

An important behavioural assumption is that you do not choose the lower (upper) probability smaller (greater) than a certain value that is surely known not to be greater (smaller) than $P(A)$.
This assumption, together with B1 and B2, straightforwardly lead to axioms A1 and A2.

Axiom A3 follows from B3, by \( P(A \cup B) = P(A) + P(B) \geq P(A) + P(B) \) and \( P(A \cup B) = P(A) + P(B) - P(A) + P(B) \), so the above assumption leads to A3. As a simple example in which \( P(A \cup B) > P(A) + P(B) \) again look at the example we used earlier, about tossing a coin. Suppose you have no information about the coin, but have the results of some earlier tosses, and you assign \( \bar{H} = 0.3 \) and \( \bar{H^C} = 0.2 \), where \( H^C \) means that the coin falls 'tail up'. Because \( H \cup H^C = \Omega \) and \( H \cap H^C = \emptyset \) it is obvious that, according to A2, \( P(H \cup H^C) = 1 \), while \( P(H) + P(H^C) = 0.5 \).

Finally, axiom A4 is proved by using B2 and B3 that lead to \( P(A) + P(A^C) = 1 \). We know that \( P(A) \leq P(A) \), so \( 1 - P(A^C) \leq P(A) \) and this leads to \( P(A^C) \leq 1 - P(A) \). The above assumption gives \( \bar{P(A^C)} \leq 1 - P(A) \). Analogously, we know that \( P(A^C) \leq \bar{P}(A^C) \), so \( 1 - P(A) \leq \bar{P}(A^C) \) and this leads to \( P(A) \leq 1 - \bar{P}(A^C) \). Using the above assumption we derive at \( P(A) \leq 1 - \bar{P}(A^C) \), so \( \bar{P(A^C)} \leq 1 - P(A) \). The two results \( \bar{P}(A^C) \leq 1 - P(A) \) and \( P(A^C) \leq 1 - \bar{P}(A) \) imply A4.

Elementary consequences of the axioms A1-A4 are

(C1) \( P(\emptyset) = \bar{P}(\emptyset) = 0 \) (use axioms A2, A3 and A4).

(C2) \( \bar{P}(\Omega) = 1 \) (use A4 and C1).

(C3) \( P(A) \leq \bar{P}(A) \) (A3 and A4).

(C4) \( A \subseteq B \) implies \( P(B) \leq P(A) \) and \( \bar{P}(B) \leq \bar{P}(A) \).

(C5) \( A \cap B = \emptyset \) implies \( P(A \cup B) \leq P(A) + P(B) \).

Walley [5] provides the complete theory, starting from the interpretation that your probabilities relate to your betting behaviour. The theory is more
general, and the reasoning that leads to the axioms that correspond to A1-A4 is quite long-winded. This is avoided in this report by using the first mentioned interpretation. Nevertheless, interested readers should feel themselves challenged to read the book by Walley [5], and to study the arguments within his theory. We regard this book as a very solid foundation for the theory of imprecise previsions, with imprecise probabilities as an important special case.
3. Distribution function and density

Special cases of imprecise probabilities are lower and upper cumulative distribution functions (cdf) for a real variable X. These are the lower and upper probabilities of the events \( X \leq x \) for \( x \in \mathbb{R} \), and are denoted by \( F_l(x) = P(X \leq x) \) and \( F_u(x) = P(X \leq x) \).

A suitable method to elicit a person's opinion about X is to ask him to assign two functions, say \( l(x) \) and \( u(x) \) with \( 0 \leq l(x) \leq u(x) \) for all \( x \), such that all functions between \( l \) and \( u \) can, after normalisation, be regarded as possible probability density functions (pdf) for X. This method is discussed by Walley [5, section 4.6.4] and by DeRobertis and Hartigan [3]. The functions \( l \) and \( u \) are called lower and upper density functions. We assume, in this report, that \( l \) and \( u \) have finite integrals (although theoretically this is not necessary), and that \( l \) and \( u \) are continuous functions. This second assumption could be generalised by assuming that both may have a countable number of discontinuity points.

First we show how to construct lower and upper cdf's that relate to lower and upper density functions.

**Lemma 1**

The lower and upper cdf's, defined by

\[
F_l(x) = \frac{\int_{-\infty}^{x} l(\omega) \, d\omega}{\int_{-\infty}^{\infty} l(\omega) \, d\omega + \int_{-\infty}^{\infty} u(\omega) \, d\omega} \quad \text{and} \quad F_u(x) = \frac{\int_{-\infty}^{x} u(\omega) \, d\omega}{\int_{-\infty}^{\infty} l(\omega) \, d\omega + \int_{-\infty}^{\infty} u(\omega) \, d\omega}
\]

are the bounds of all cdf's that can be constructed from densities (after normalisation) that lie between \( l \) and \( u \).

**Proof**

These relations follow from formulas presented by Walley [5, section 4.6]:

Let \( A \subseteq \mathbb{R} \), then \( P(x \in A) = \frac{\int_{A} l(\omega) \, d\omega}{\int_{-\infty}^{\infty} l(\omega) \, d\omega + \int_{A} u(\omega) \, d\omega} \) and

\[
P(x \in A^c) = \frac{\int_{A^c} l(\omega) \, d\omega + \int_{A} u(\omega) \, d\omega}{\int_{-\infty}^{\infty} l(\omega) \, d\omega + \int_{A} u(\omega) \, d\omega}
\]
Some simple relations between $l, u$ and $F, \overline{F}$ follow from this lemma:

**Corollary 1**

If for all $x$: $l(x)=0$ and $u(x)>0$, then $F(x)=0$ and $\overline{F}(x)=1$.

If for all $x$: $l(x)=u(x)=0$, then the lower and upper cdf's are not defined by the above forms, and the problem is degenerated.

If for a $x_0$: $l(x)=0$ for all $x\geq x_0$ and $u(x)=0$ for all $x\leq x_0$, then $F(x_0)$ is not defined by the above form.

If for a $x_1$: $u(x)=0$ for all $x\leq x_1$ and $l(x)=0$ for all $x\geq x_1$ (so $l(x)=0$ for all $x$), then $\overline{F}(x_1)$ is not defined by the above form.

**Proof**

These remarks follow easily from lemma 1. $\Box$

To avoid problems as indicated in corollary 1, from now on we restrict to $l$ and $u$ having positive integrals, meaning that both are positive for some $x$.

This is reasonable, as $l(x)=0$ for all $x$ leads either to incorrect definitions or to vacuous distributions ($F(x)=0$ and $\overline{F}(x)=1$ for all $x$), depending on $u$. Of course, if $l$ has positive integral, also $u$ has, and if $u$ has finite integral, also $l$ has.

According to the following corollary, the situation of precision can be expressed by equality of $l$ and $u$ as well as by equality of $F$ and $\overline{F}$.

**Corollary 2**

$l(x) = u(x)$ for all $x$ $\Leftrightarrow$ $F(x) = \overline{F}(x)$ for all $x$.

**Proof**

This result follows by rewriting

$$F(x) = \left(1 + \frac{\int_{-\infty}^{x} u(\omega) \, d\omega}{\int_{-\infty}^{x} l(\omega) \, d\omega}\right)^{-1} \quad \text{and} \quad \overline{F}(x) = \left(1 + \frac{\int_{-\infty}^{x} l(\omega) \, d\omega}{\int_{-\infty}^{x} u(\omega) \, d\omega}\right)^{-1}.$$

From this forms it is also easy to verify that $F(x) \leq \overline{F}(x)$. $\Box$
The following two lemmas can, together, also be regarded as proof of lemma 1. Lemma 2 states that every cdf that results from a pdf between 1 and \( u \), after normalisation, lies between \( F \) and \( \bar{F} \), and that these lower and upper cdf's result themselves from a density between 1 and \( u \) if and only if \( l=u \), so if there is precision. Lemma 3 shows that it is not possible to reach sharper bounds.

**Lemma 2**

(a) If a density \( g \) lies between 1 and \( u \), so \( 1(\omega) \leq g(\omega) \leq u(\omega) \) for all \( \omega \), and

\[
c = \int_{-\infty}^{\infty} g(\omega) d\omega,
\]

then the cdf that corresponds to the pdf \( g(\omega)/c \),

\[
G(x) = \int_{-\infty}^{x} \frac{g(\omega)}{c} d\omega,
\]

lies between \( F \) and \( \bar{F} \), so \( F(x) \leq G(x) \leq \bar{F}(x) \) for all \( x \).

(b) There is a density \( g \) between 1 and \( u \) such that its corresponding cdf \( G \) is equal to \( F \) (\( F(x)=G(x) \) for all \( x \)) ⇔ \( l(x)=u(x) \) for all \( x \) ⇔ \( \bar{F}(x)=G(x) \) for all \( x \).

**Proof**

(a) \( F(x) = \frac{\int_{-\infty}^{x} 1(\omega) c d\omega}{\int_{-\infty}^{\infty} 1(\omega) c d\omega} \leq \frac{\int_{-\infty}^{x} 1(\omega) c d\omega}{\int_{-\infty}^{\infty} 1(\omega) c d\omega} \leq \frac{\int_{-\infty}^{\infty} g(\omega) d\omega}{\int_{-\infty}^{\infty} g(\omega) d\omega} = G(x) \leq \frac{\int_{-\infty}^{\infty} u(\omega) c d\omega}{\int_{-\infty}^{\infty} u(\omega) c d\omega} \leq \frac{\int_{-\infty}^{\infty} u(\omega) c d\omega}{\int_{-\infty}^{\infty} u(\omega) c d\omega} = \bar{F}(x) \).

(b) Let \( F(x)=G(x) \) for all \( x \). Now it is obvious that, in the proof of (a), the first two \( \leq \) both need to be equalities for all \( x \), and this straightforwardly leads to \( l(x)=g(x)=u(x) \) for almost all \( x \) (if \( g \) does not need to be continuous, it may differ from 1 and \( u \) in a countable
number of points \( x \). The continuity assumption for \( l \) and \( u \) leads to \( l(x) = u(x) \) for all \( x \).

If \( l = u \), there is only one possible density \( g \), and the result is obvious.

The second 'if and only if'-relation is proved analogously. \( \square \)

**Lemma 3**

The lower and upper cdf's \( F \) and \( \bar{F} \), given in lemma 1, are the sharpest bounds for all cdf's that can be constructed from densities between \( l \) and \( u \).

**Proof**

It is enough to show that, for each \( x_0 \), the value \( F(x_0) \) is equal to \( G(x_0) \) for some cdf \( G \) that relates to a density \( g \) between \( l \) and \( u \).

This is simply done by defining \( g(x) = l(x) \) for \( x \leq x_0 \), and \( g(x) = u(x) \) for \( x > x_0 \).

Note that this density is not continuous. However, for every \( \epsilon > 0 \) we can also find a continuous density \( g \) between \( l \) and \( u \) such that \( G(x_0) < F(x_0) + \epsilon \). This can be done by defining \( g(x) = l(x) \) for \( x \leq x_0 - \delta \), \( g(x) = u(x) \) for \( x \geq x_0 + \delta \), and \( g(x) \) increasing linearly from \( l(x_0 - \delta) \) to \( u(x_0 + \delta) \) on the interval \( [x_0 - \delta, x_0 + \delta] \), with \( \delta > 0 \) depending on \( \epsilon \).

It is interesting to regard relationships between \( F, \bar{F} \) and the cdf's that correspond to \( l \) and \( u \), after normalisation.

**Corollary 3**

Let \( F_l(x) = \frac{-\int_{-\infty}^{x} l(\omega) \, d\omega}{\int_{-\infty}^{\infty} l(\omega) \, d\omega} \) and \( F_u(x) = \frac{-\int_{-\infty}^{x} u(\omega) \, d\omega}{\int_{-\infty}^{\infty} u(\omega) \, d\omega} \), then \( F(x) \leq F_l(x) \leq \bar{F}(x) \) and \( \underline{F}(x) \leq F_u(x) \leq \bar{F}(x) \) for all \( x \).

Furthermore, \( F = F_l \Leftrightarrow F_l = \bar{F} \Leftrightarrow F = F_u \Leftrightarrow F = \bar{F} \Leftrightarrow l = u \), where equality of functions means equality of their values for all \( x \).

**Proof**

Because the normalised \( l \) and \( u \) are allowed pdf's themselves, the first results follow from lemma 2a.

The relation \( F = F_l \Leftrightarrow l = u \) can be verified easily by comparing the above form of \( F_l \) to \( F \) as presented in lemma 1, and the other three equivalent
statements are verified analogously (continuity of 1 and u is needed). In fact, these relations also follow from lemma 2b.

The lower and upper cdf's, constructed from the lower and upper densities as above, are said to have pdf's \( f \) and \( \overline{f} \) respectively. So

\[
\begin{align*}
\underline{f}(x) &= \frac{d\underline{F}(x)}{dx} = \frac{1(x) \int_{-\infty}^{x} u(\omega)d\omega + u(x) \int_{x}^{\infty} l(\omega)d\omega}{\left(\int_{-\infty}^{x} l(\omega)d\omega + \int_{x}^{\infty} u(\omega)d\omega\right)^2}, \\
\overline{f}(x) &= \frac{d\overline{F}(x)}{dx} = \frac{u(x) \int_{-\infty}^{x} l(\omega)d\omega + l(x) \int_{x}^{\infty} u(\omega)d\omega}{\left(\int_{-\infty}^{x} u(\omega)d\omega + \int_{x}^{\infty} l(\omega)d\omega\right)^2}.
\end{align*}
\]

In the following corollary we derive a useful relation between 1, \( f \) and \( u \).

**Corollary 4**

Let \( c(x) = \int_{-\infty}^{x} l(\omega)d\omega + \int_{x}^{\infty} u(\omega)d\omega \), then \( 1(x) \leq c(x) \underline{f}(x) \leq u(x) \) for all \( x \).

Furthermore, let \( x_0 = \inf\{x | l(x) > 0\} \) (\( x_0 \) may be \( -\infty \)), then there are two possible situations, namely \( l(x_0) = 0 \) or \( l(x_0) > 0 \).

If \( l(x_0) = 0 \), then: \( l(x) = c(x) \underline{f}(x) \) for all \( x \Rightarrow l(x) = u(x) \) for all \( x \geq x_0 \).

If \( l(x_0) > 0 \), then: \( l(x) = c(x) \underline{f}(x) \) for all \( x \Rightarrow l(x) = u(x) \) for all \( x \geq x_0 \).

For the second inequality we have:

\( c(x) \underline{f}(x) = u(x) \) for all \( x \Rightarrow l(x) = u(x) \) for all \( x \).

Analogous relations hold for \( \overline{f}(x) \).

**Proof**

The first relation is clear from the fact that

\[ c(x) \underline{f}(x) = w_1(x) l(x) + w_2(x) u(x), \]

with \( w_1(x) \) and \( w_2(x) \) both non-negative, and \( w_1(x) + w_2(x) = 1 \) for all \( x \).

The other relations follow straightforwardly by comparing \( c(x) \underline{f}(x) \) to \( l(x) \) and \( u(x) \) respectively, remembering the assumption of continuity of \( l \) and \( u \).
Obviously, continuity of \( l \) and \( u \) leads to continuity of \( F, \bar{F}, F \) and \( \bar{F} \).

Because both \( f \) and \( \bar{f} \) are pdf's, the relation \( f(x) \leq \bar{f}(x) \) for all \( x \) would imply \( f(x) = \bar{f}(x) \) for all \( x \), representing precision.

The following corollary is an important result of lemma 2b.

**Corollary 5**

There is a density \( g \) between \( l \) and \( u \), such that \( f \) is equal to \( g \) after normalisation \( \Rightarrow l(x) = u(x) \) for all \( x \).

A same relation holds for \( \bar{f} \).

**Proof**

This follows immediately from lemma 2b, and the fact both \( F \) and \( f \) are continuous.

This simply means that, unless there is precision, the pdf \( f \) is not a normalised version of a density that lies between \( l \) and \( u \).

The above expressions for \( f(x) \) and \( \bar{f}(x) \) lead to

\[
\begin{align*}
\bar{f}(x) &= \frac{l(x) [1 - F(x)] + u(x) F(x)}{\int_{-\infty}^{x} l(\omega) d\omega + \int_{x}^{\infty} u(\omega) d\omega} \quad \text{and} \quad \bar{f}(x) = \frac{u(x) [1 - \bar{F}(x)] + l(x) \bar{F}(x)}{\int_{-\infty}^{x} u(\omega) d\omega + \int_{x}^{\infty} l(\omega) d\omega}.
\end{align*}
\]

If \( u(x) = l(x) \), then \( \bar{f}(x) = \bar{f}(x) = \frac{l(x)}{\int_{-\infty}^{x} l(\omega) d\omega} \).

If \( u(x) > l(x) \), then \( \bar{f}(x) = \frac{f(x) \left( \int_{-\infty}^{x} l(\omega) d\omega + \int_{x}^{\infty} u(\omega) d\omega \right) - l(x)}{u(x) - l(x)} \quad \text{and} \quad \bar{f}(x) = \frac{u(x) - \bar{f}(x) \left( \int_{-\infty}^{x} u(\omega) d\omega + \int_{x}^{\infty} l(\omega) d\omega \right)}{u(x) - l(x)}.
\]

From these forms, but also directly from lemma 1, the relations in the following corollary can be proved easily (remember the assumption of continuity of \( l \) and \( u \)).
Corollary 6

\[ F(x_0) = 0 \iff 1(x) = 0 \text{ for all } x \leq x_0; \]

\[ F(x_1) = 0 \iff u(x) = 0 \text{ for all } x \leq x_1 (\text{also } 1(x) = 0 \text{ for all } x \leq x_1); \]

\[ F(x_2) = 1 \iff u(x) = 0 \text{ for all } x \geq x_2 (\text{also } 1(x) = 0 \text{ for all } x \geq x_2); \]

\[ F(x_3) = 1 \iff 1(x) = 0 \text{ for all } x \geq x_3. \]

Proof

These relations follow from lemma 1, and the assumption that 1 and \( u \) both have positive, finite integrals. \( \square \)
4. Hazard rate and hazard function

Within reliability theory, the reliability function, hazard rate and hazard function are important characteristics of probability distributions, where the hazard rate provides a natural description of a failure process. Here we propose definitions of lower and upper hazard rates and hazard functions, that are consequent to the above theory of imprecise probabilities. We also derive some simple relations. We restrict to non-negative real random variables.

Definitions

Suppose continuous lower and upper densities $l$ and $u$ are specified, and the according functions $F$, $\bar{F}$, $f$ and $\bar{f}$ are derived. The lower and upper Reliability Functions are $R(x) := 1 - \bar{F}(x)$ and $\bar{R}(x) := 1 - F(x)$.

The lower and upper hazard rates are $lhr(x) := \frac{l(x)}{1 - F(x)}$ and $uhr(x) := \frac{u(x)}{1 - F(x)}$.

The lower and upper hazard functions are $H(x) := -\ln(R(x)) = -\ln(1 - F(x))$ and $\bar{H}(x) := -\ln(\bar{R}(x)) = -\ln(1 - \bar{F}(x))$.

It must be remarked that $lhr$ and $uhr$ are not real hazard rates, that means they are not hazard rates according to some probability distribution. This is equivalent to the fact that $l$ and $u$ are not pdf's. This might be a problem for interpretation of $lhr$ and $uhr$.

Also the first derivatives of the hazard functions play a role. These are $h(x) = \frac{dH(x)}{dx} = \frac{f(x)}{1 - F(x)}$ and $\bar{h}(x) = \frac{d\bar{H}(x)}{dx} = \frac{\bar{f}(x)}{1 - \bar{F}(x)}$.

The functions $h$ and $\bar{h}$ relate obviously to $f$ and $\bar{f}$, and are real hazard rates. It is important to notice that $h(x) \leq \bar{h}(x)$ does not necessarily hold.

It is clear that $l(x) = u(x)$ for all $x$, which implies precision, is equivalent to each one of the following equalities (compare corollary 2):

$lhr(x) = uhr(x)$, $h(x) = \bar{h}(x)$ and $H(x) = \bar{H}(x)$ for all $x$. In case of precision the following relation holds: $\frac{lhr(x)}{h(x)} = \int_{-\infty}^{\infty} l(\omega) d\omega$. 
Continuity of \( l \) and \( u \) also implies continuity of \( \ln lhr \), \( \ln uhr \), \( \ln H \), \( \ln h \) and \( \ln \bar{H} \).

From the definitions it follows that both \( \ln H \) and \( \ln \bar{H} \) are non-decreasing.

The following relations hold:
\[
\begin{align*}
\ln H(x) &= \ln(lhr(x)) - \ln(1(x)), \quad \ln \bar{H}(x) = \ln(uhr(x)) - \ln(u(x)); \\
\ln F(x) &= 1 - \exp(-\ln H(x)), \quad \ln \bar{F}(x) = 1 - \exp(-\ln \bar{H}(x)); \\
\frac{\ln f(x)}{\ln h(x)} &= \frac{l(x)}{lhr(x)}, \quad \frac{\ln \bar{f}(x)}{\ln \bar{h}(x)} = \frac{u(x)}{uhr(x)}.
\end{align*}
\]

All functions of interest can be written as functions of \( l \) and \( u \). \( F \) and \( f \) are already given (and also the according upper cdf and pdf). Furthermore we have (the proofs are straightforward):
\[
\begin{align*}
lhr(x) &= \frac{1}{x} \left( \int_0^x l(\omega) \, d\omega + \int_x^\infty u(\omega) \, d\omega \right), \\
R(x) &= \frac{x}{x} \left( \int_0^x l(\omega) \, d\omega \right), \\
h(x) &= \frac{1}{x} \left( \int_0^x u(\omega) \, d\omega + \int_x^\infty l(\omega) \, d\omega \right) \quad \text{provided} \ u(x) > l(x), \quad \text{and} \\
\ln H(x) &= \ln \left( \int_0^x l(\omega) \, d\omega + \int_x^\infty u(\omega) \, d\omega \right) - \ln \left( \int_0^x u(\omega) \, d\omega \right).
\end{align*}
\]

Analogous relations for the upper functions are easily derived.

It is important to show that, given \( l \) and \( u \), the definitions of the lower hazard rate and hazard function are correct, in the way that the hazard rates and hazard functions that relate to densities between \( l \) and \( u \), indeed lie between \( lhr \) and \( uhr \), or \( \ln H \) and \( \ln \bar{H} \), respectively.

**Corollary 7**

Let \( g \) be a density that lies between \( l \) and \( u \), \( c = \int_{-\infty}^\infty g(\omega) \, d\omega \), and let the cdf that corresponds to the pdf \( g(\omega)/c \) be \( G(x) = \int_{-\infty}^x \frac{g(\omega)}{c} \, d\omega \). The according (precise) hazard rate is defined by \( \ln hr_g(x) = \frac{g(x)}{1-G(x)} \), and the (precise) hazard
function by \( H_g(x) = -\ln(1-G(x)) \).

Then \( l_h(x) \leq h_r(x) \leq u_h(x) \), and \( H(x) \leq H_g(x) \leq \overline{H}(x) \) for all \( x \).

**Proof**

These inequalities follow immediately from \( l(\omega) \leq g(\omega) \leq u(\omega) \) for all \( \omega \), and lemma 2. \( \square \)

Another simple, but important result is given in corollary 8.

**Corollary 8**

\( l_h(x) \leq c(x)h(x) \leq u_h(x) \), with \( c(x) \) as in corollary 4.

An analogous relation holds for \( \overline{h}(x) \).

**Proof**

This follows immediately from \( l(x) \leq c(x)\_f(x) \leq u(x) \) and \( F(x) \leq \overline{F}(x) \). \( \square \)

In the following lemma a useful property of the hazard function, that is well-known in the precise case, is generalised (we assume that the inverse functions of \( H \) and \( \overline{H} \) exist).

**Lemma 4**

If \( X \) has a standard exponential distribution, then \( H^{-1}(X) \) has distribution with cdf \( F \), and \( \overline{H}^{-1}(X) \) with cdf \( \overline{F} \).

**Proof**

\[ P(H^{-1}(X) \leq x) = P(X \leq H(x)) = 1 - \exp(-H(x)) = F(x), \] where it is used that \( H \) is non-decreasing. The proof for \( \overline{H}^{-1}(X) \) is analogous. \( \square \)
5. Updating

In the introduction to [5] Walley writes: "This book is concerned with probabilistic reasoning, which involves various methods for assessing imprecise probabilities, modifying the assessments where necessary to achieve coherence, updating them to take account of new information, and combining them to calculate other probabilities and to draw conclusions. We are especially concerned with the application of probabilistic reasoning in statistical problems which we call statistical reasoning, where the goal is to draw conclusions about statistical parameters or future occurrences."

The approach is to assess imprecise prior probabilities and combine these with the statistical data through a (generalised) Bayes' rule. The resulting posterior probabilities are imprecise, and their precision should increase with the amount of statistical information.

The conclusions of a statistical analysis (or decision analysis) are robust when a realistically wide class of probability (and utility) models all lead to essentially the same conclusions. Conclusions based on an imprecise model are automatically robust, because these do not rely on arbitrary or doubtful assumptions. Of course, these conclusions may be highly indeterminate, but in that case the conclusions obtained from any precise model will be unreliable.

When working with probability distributions for continuous random variables, for example lifetime distributions in reliability analyses, two methods of working with lower densities, and updating these in light of new data, seem to be most promising.

First it is possible to assume some class of distributions, for example one kind of parametrical family, where the parameter is within a certain interval. Then the lower density can be defined as the lower envelope of all these distributions (so for each x we get l(x) is the minimum value of all allowed densities in the point x), and the upper density as the upper envelope. Updating can take place by updating all the allowed densities by the usual Bayes' rule, and then again taking the lower and upper densities. The difficulty in this method is the determination of the lower and upper envelopes.

A second method is to assign l and u directly, so without reference to some class of probability densities, and update these through a generalised
Bayes’ rule, which is a simple routine in case of density functions. Here the difficulty is that, in literature, there are not yet models presented such that updating of \( l \) and \( u \) is simple, while at the same time the relating lower and upper pdf’s \( f \) and \( \tilde{f} \) have simple forms. Some models that have these properties will be presented in a following report.

In our approach we assume imprecise prior densities for a parameter, while the model is precise. However, it is also possible to assume an imprecise model, resulting in lower and upper likelihood functions. For example, instead of using a precise Weibull distribution with shape parameter equal to 2, with an imprecise prior for the shape parameter, we could also assume that the scale parameter is between 1.5 and 2.5, while not defining a prior distribution for this parameter. This subject is not further discussed in this report.

Another possibility, that is attractive because it leads to simple calculations, is to restrict to a class of conjugate densities only. In the general approach, all densities between \( l \) and \( u \) are regarded as possible, while here only conjugate priors are allowed. This can be seen as sensitivity analyses towards some parameter of the conjugate prior (see for example Walley [5, section 5.3] and Meczarski and Zielinski [4]). However, our theory is different to sensitivity analysis, with regard to the prior, in the standard Bayesian framework. Our approach treats lack of perfect knowledge within the concept, while the use of sensitivity analysis leads to the contradictory fact that a concept is used that needs complete knowledge of probabilities, whereas the absence of this knowledge is the reason for the sensitivity analysis. Another important difference is that in sensitivity analysis only a finite number of distributions can be compared, while in our approach a set of an infinite number of prior distributions is used (except in case of precision).

It is also important to regard the problem of reaching a (statistical) decision in a practical problem, but here we refer to Walley [5, section 3.9], who gives an outline of the approach of this problem, and to Wolfenson and Fine [8].
Now we come to the important issue of updating prior densities, in the light of new data.

Let the random variable of interest be a parameter $\theta \in \Theta$ (where $\Theta$ is the parameter space, the set of all possible values for $\theta$), so that the pdf’s and cdf’s in the following part can be seen as prior information on the parameter, or, after updating, posteriors.

The following lemmas show that it is necessary to use $l$ and $u$ for statistical reasoning, when new data, say $x$, come available. Here we conclude that restriction to statistical inferences based only on $F$ and $F$, after updating, is not allowed, because the updated versions of $F$ and $F$ will generally not be the lower and upper cdf’s corresponding to the updated $l$ and $u$.

Lemma 5 shows that, if $F(\theta) \leq G(\theta) \leq F(\theta)$ for all $\theta$, then the relation $F(\theta|x) \leq G(\theta|x) \leq F(\theta|x)$ does not necessarily hold for all $\theta$ and $x$. This is shown by an example in which $G_1(\theta) \leq G_2(\theta)$ does not imply $G_1(\theta|x) \leq G_2(\theta|x)$, caused by the form of the likelihood that plays a role in the updating process.

Lemma 6 shows how $l$ and $u$ must be updated, when data $x$ come available, by using the likelihood $L(\theta|x)$.

**Lemma 5**

Given two prior cdf’s, $G_1$ and $G_2$, such that $G_1(\theta) \leq G_2(\theta)$ for all $\theta \in \Theta$. After updating, if data $x$ have come available, the relation $G_1(\theta|x) \leq G_2(\theta|x)$ does not necessarily hold.

**Proof**

We give a counter-example. Of course the fact that in this lemma the likelihood needed in the updating part is totally free enables such a counter-example.

Suppose $\Theta=[0,1]$. Let the pdf of the model be $f(x|\theta)$, with corresponding likelihood function $L(\theta|x)$. Let $g_i$ be the pdf corresponding to $G_i$ (i=1,2), then the standard Bayes’ rule for updating leads to:

$$g_i(\theta|x) = \frac{L(\theta|x)g_i(\theta)}{\int_0^1 L(\xi|x)g_i(\xi)\,d\xi},$$

where $i=1,2$. 
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\[
G_1(\theta|x) = \frac{\int_0^\theta L(\xi|x) g_1(\xi) d\xi}{\int_0^1 L(\xi|x) g_1(\xi) d\xi} = \left[ 1 + \frac{\int_0^1 L(\xi|x) g_1(\xi) d\xi}{\int_0^\theta L(\xi|x) g_1(\xi) d\xi} \right]^{-1}.
\]

Therefore, \( G_1(\theta|x) \leq G_2(\theta|x) \) \( \Rightarrow \) \( \int_0^\theta L(\xi|x) g_1(\xi) d\xi \geq \int_0^\theta L(\xi|x) g_2(\xi) d\xi \). (\( \ast \))

Let \( g_1(\theta) = \begin{cases} 
3 - 4\theta & \text{if } \theta \in \left[ 0, \frac{3}{8} \right] \\
-2\theta^2 + 3\theta - \frac{9}{16} & \text{if } \theta \in \left[ \frac{3}{8}, \frac{5}{8} \right], \text{ and } g_2(\theta) = 1 \text{ for } \theta \in [0,1]. \\
2\theta^2 - 2\theta + 1 & \text{if } \theta \in \left[ \frac{5}{8}, 1 \right]
\end{cases} \)

So \( g_1 \) is continuous, and consists of three lines, first increasing linearly from 0 for \( \theta=0 \) to 1.5 for \( \theta=\frac{3}{8} \), then decreasing linearly to 0.5 for \( \theta=\frac{5}{8} \), and finally increasing linearly to 2 for \( \theta=1 \).

For these densities we have \( g_1(\theta)=g_2(\theta) \) if \( \theta \in \left( \frac{1}{4}, \frac{1}{2}, \frac{3}{4} \right) \), \( g_1(\theta)<g_2(\theta) \) if \( \theta \in \left( 0, \frac{1}{4} \right) \cup \left( \frac{1}{2}, \frac{3}{4} \right) \) and \( g_1(\theta)>g_2(\theta) \) if \( \theta \in \left( \frac{1}{4}, \frac{1}{2} \right) \cup \left( \frac{3}{4}, 1 \right) \).

The according cdf’s are:

\[
G_1(\theta) = \begin{cases} 
2\theta^2 & \text{if } \theta \in \left[ 0, \frac{3}{8} \right] \\
-2\theta^2 + 3\theta - \frac{9}{16} & \text{if } \theta \in \left[ \frac{3}{8}, \frac{5}{8} \right], \text{ and } G_2(\theta) = \theta \text{ for } \theta \in [0,1]. \\
2\theta^2 - 2\theta + 1 & \text{if } \theta \in \left[ \frac{5}{8}, 1 \right]
\end{cases}
\]

The relation \( G_1(\theta) \leq G_2(\theta) \) for all \( \theta \) is easily proved.

Now suppose that the likelihood function, needed for updating when data \( x \) come available, is equal to \( L(\theta|x) = \begin{cases} 
1 & \text{if } \theta \in \left[ \frac{1}{4}, \frac{3}{4} \right] \\
0 & \text{else}
\end{cases} \).
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Then straightforward calculation shows that
\[
\frac{1}{2} \int_0^1 L(\xi \mid x) g_1(\xi) d\xi = \frac{3}{5} \quad \text{and} \quad \frac{1}{2} \int_0^1 L(\xi \mid x) g_2(\xi) d\xi = 1.
\]

Now relation (*) shows us that \( G_1(\frac{1}{2} \mid x) > G_2(\frac{1}{2} \mid x) \), which completes the counter-example.

\[\square\]

**Lemma 6**

After observing data \( x \), the updated versions of \( l(\theta) \) and \( u(\theta) \) are

\[
l(\theta \mid x) = L(\theta \mid x) l(\theta) \quad \text{and} \quad u(\theta \mid x) = L(\theta \mid x) u(\theta)
\]

respectively, where \( L(\theta \mid x) \) is the likelihood function defined by the chosen model (in many situations \( L(\theta \mid x) = f(x \mid \theta) \) is a suitable likelihood function, where \( f(x \mid \theta) \) is interpreted as function of \( \theta \), for known \( x \)). We assume that the likelihood is finite for all \( \theta \).

**Proof**

Let \( l(\theta) \leq h(\theta) \leq u(\theta) \), then after updating we want \( l(\theta \mid x) \leq h(\theta \mid x) \leq u(\theta \mid x) \). Let \( c \) be the normalising constant for the density \( h(\theta) \), then \( h(\theta) / c \) is a pdf, so by updating through the standard Bayes' rule, we get

\[
h_1(\theta \mid x) = \frac{L(\theta \mid x) h(\theta) / c}{\int L(\theta \mid x) h(\theta) / c d\theta}
\]

with \( c_1 \) another normalising constant. However, \( c_1 \) plays no role at all when working with the lower and upper densities, so defining \( l(\theta \mid x) = L(\theta \mid x) l(\theta) \), \( u(\theta \mid x) = L(\theta \mid x) u(\theta) \) and \( h(\theta \mid x) = c_1 h_1(\theta \mid x) \) leads to \( l(\theta \mid x) \leq h(\theta \mid x) \leq u(\theta \mid x) \), because \( L(\theta \mid x) \geq 0 \). This is possible because the functions between \( l \) and \( u \) are interpreted as unnormalised densities, so these are always defined up to a constant factor.

\[\square\]

It must be remarked that the choice \( L(\theta \mid x) = f(x \mid \theta) \) may not always be suitable. For example, if \( \theta \) is a location parameter for a truncated lifetime distribution, than this choice of the likelihood function may lead to serious problems (see Coolen and Newby [1]).
Lemma 7 shows that updating of \( l(\theta) \) and \( u(\theta) \) according to lemma 6 indeed results in \( l(\theta|x) \) and \( u(\theta|x) \) that are correct lower and upper posterior densities. Here we mean that every prior cdf that lies between the lower and upper cdf's resulting from \( l(\theta) \) and \( u(\theta) \), leads, after updating, to a posterior cdf that lies between the lower and upper cdf's resulting from \( l(\theta|x) \) and \( u(\theta|x) \).

**Lemma 7**

Let \( \Theta \subset \mathbb{R} \), let \( g \) be a density that lies between 1 and \( u \), and \( c = \int_{-\infty}^{\infty} g(\theta) \, d\theta \). Let \( l(\theta|x) \) and \( u(\theta|x) \) be defined according to lemma 6, after data \( x \) are observed, and let \( \tilde{g}(\theta|x) \) be the updated pdf resulting through Bayes' rule from \( g(\theta)/c \) and the likelihood \( L(\theta|x) \). Let \( \underline{F}(\theta|x) \) and \( \overline{F}(\theta|x) \) be the lower and upper cdf that relate to \( l(\theta|x) \) and \( u(\theta|x) \) (according to lemma 1), and let \( G(\theta|x) = \int_{-\infty}^{\theta} \tilde{g}(\omega|x) \, d\omega \). Then \( \underline{F}(\theta|x) \leq G(\theta|x) \leq \overline{F}(\theta|x) \).

**Proof**

\( l(\theta) \leq g(\theta) \leq u(\theta) \) implies \( L(\theta|x) l(\theta) \leq L(\theta|x) g(\theta) \leq L(\theta|x) u(\theta) \), and it is obvious that \( \tilde{g}(\theta|x) \) is equal, up to a constant factor, to \( L(\theta|x) g(\theta) \), so we can write \( G(\theta|x) = \frac{\int_{-\infty}^{\theta} L(\omega|x) g(\omega) \, d\omega}{\int_{-\infty}^{\infty} L(\omega|x) g(\omega) \, d\omega} \). On the other hand we have (same argument as lemma 1) \( \underline{F}(\theta|x) = \frac{\int_{-\infty}^{\theta} L(\omega|x) l(\omega) \, d\omega}{\int_{-\infty}^{\infty} L(\omega|x) l(\omega) \, d\omega + \int_{\theta}^{\infty} L(\omega|x) u(\omega) \, d\omega} \) and \( \overline{F}(\theta|x) = \frac{\int_{-\infty}^{\theta} L(\omega|x) u(\omega) \, d\omega}{\int_{-\infty}^{\infty} L(\omega|x) u(\omega) \, d\omega + \int_{\theta}^{\infty} L(\omega|x) l(\omega) \, d\omega} \). Now a same argument as used in the proof of lemma 2a completes the proof.

Lemma 5 shows that updating of \( l \) and \( u \) is necessary, because updating of \( f \) and \( \overline{f} \) does not in all situations lead to the correct lower and upper densities, that correspond to the updated \( l \) and \( u \). Now that we know how to
update 1 and $u$, we give two trivial situations for which updating of $f$ and $\bar{f}$ leads to the same results as updating of 1 and $u$ does. This is presented in lemma 8.

We have to introduce the following notation. Let $l(\theta)$ and $u(\theta)$ be the lower and upper prior densities, and $F(\theta)$ and $\bar{F}(\theta)$ the corresponding lower and upper cdf's. After data $x$ have come available, the updated (posterior) imprecise densities are $l(\theta|x)$ and $u(\theta|x)$, with corresponding posterior imprecise cdf's $F(x|\theta)$ and $\bar{F}(x|\theta)$. The updated versions of $F(\theta)$ and $\bar{F}(\theta)$ are denoted by $F_x(\theta)$ and $\bar{F}_x(\theta)$. So lemma 5 shows that it is not necessary that $F(x|\theta)=\bar{F}(x|\theta)$ and $\bar{F}(x|\theta)=\bar{F}_x(\theta)$. Lemma 8 gives two situations for which these equalities do hold.

Lemma 8

(a) If $L(\theta|x)=0$ for all $\theta$, then $F(x|\theta)=\bar{F}_x(\theta)$;

(b) If $l(\theta)=u(\theta)$ for all $\theta$ with $L(\theta|x)>0$, then $F(x|\theta)=\bar{F}_x(\theta)$.

The same holds when $F(x|\theta)=\bar{F}_x(\theta)$ is replaced by $\bar{F}(x|\theta)=\bar{F}_x(\theta)$.

Proof

(a) Let $L(\theta|x)=0$ for all $\theta$, then

$$F(x|\theta) = \frac{\int_{-\infty}^{\theta} L(\omega|x) l(\omega) d\omega}{\int_{-\infty}^{\theta} L(\omega|x) l(\omega) d\omega + \int_{\theta}^{\infty} L(\omega|x) u(\omega) d\omega} = \frac{\int_{-\infty}^{\theta} \gamma l(\omega) d\omega}{\int_{-\infty}^{\theta} \gamma l(\omega) d\omega + \int_{\theta}^{\infty} \gamma u(\omega) d\omega} = F(\theta),$$

and, by standard Bayes updating,

$$F_x(\theta) = \frac{\int_{-\infty}^{\theta} L(\omega|x) \bar{f}(\omega) d\omega}{\int_{-\infty}^{\theta} L(\omega|x) \bar{f}(\omega) d\omega + \int_{\theta}^{\infty} L(\omega|x) \bar{f}(\omega) d\omega} = \frac{\int_{-\infty}^{\theta} \gamma \bar{f}(\omega) d\omega}{\int_{-\infty}^{\theta} \gamma \bar{f}(\omega) d\omega + \int_{\theta}^{\infty} \gamma \bar{f}(\omega) d\omega} = F(\theta).$$

(b) Let $l(\theta)=u(\theta)$ for all $\theta$ with $L(\theta|x)>0$. For these $\theta$ obviously $l(\theta)=c(\theta)\bar{f}(\theta)=u(\theta)$, with $c(\theta)=\int_{-\infty}^{\infty} l(\omega) d\omega=K$, with $K>0$ constant. So for all $\theta$ we have $L(\theta|x)l(\theta)=L(\theta|x)K\bar{f}(\theta)=L(\theta|x)u(\theta)$. This leads to

$$F(x|\theta) = \frac{\int_{-\infty}^{\theta} L(\omega|x) l(\omega) d\omega}{\int_{-\infty}^{\theta} L(\omega|x) l(\omega) d\omega + \int_{\theta}^{\infty} L(\omega|x) \bar{f}(\omega) d\omega} = \frac{\int_{-\infty}^{\theta} L(\omega|x) K \bar{f}(\omega) d\omega}{\int_{-\infty}^{\theta} L(\omega|x) K \bar{f}(\omega) d\omega + \int_{\theta}^{\infty} L(\omega|x) \bar{f}(\omega) d\omega} = \frac{\int_{-\infty}^{\theta} L(\omega|x) \bar{f}(\omega) d\omega}{\int_{-\infty}^{\theta} L(\omega|x) \bar{f}(\omega) d\omega + \int_{\theta}^{\infty} L(\omega|x) \bar{f}(\omega) d\omega} = F_x(\theta).$$
The proofs for the statements with the lower cdf's replaced by the upper cdf's are analogous.

The above lemma only gives results for two situations that are of little interest, namely a constant likelihood (so we learn nothing from the data) and precision.

An important result, and justification for future research to statistical models in the concept of imprecise probabilities, would be reached if it could be proved that only for these two situations restriction to statistical inference based on $\underline{F}$ and $\overline{F}$ only, leads to the same results (posterior cdf's) as updating $\underline{I}$ and $\overline{u}$, and deriving the corresponding lower and upper cdf's, leads to.

However, we have not been able to prove this idea, nor have we found any situation, besides those of lemma 8, for which $\underline{F}(\theta|x)=\overline{F}(\theta)$ for all $\theta$. Therefore, by lemma 5 we know that there are situations for which the equality $\underline{F}(\theta|x)=\overline{F}(\theta)$ for all $\theta$ does not hold (a simple example is $\theta \in [0,1]$ with $\underline{l}(\theta)=1$, $\overline{u}(\theta)=2$ and $\underline{L}(\theta|x)=\theta$, that lead to $\underline{F}(\theta|x)=\theta^2/(2-\theta^2)$ and $\overline{F}(\theta|x)=\frac{\theta}{2-\theta}-\ln\left(\frac{2}{2-\theta}\right)/(1-\ln 2)$), but we only have an idea that the situations of lemma 8 are the only ones for which this equality does hold.

Our according conjecture, that is not proved yet, nor shown to be wrong, is (we restrict to likelihoods that are not constant, as these lead to obvious results):

**Conjecture**

If $\underline{L}(\theta|x)$ is not constant, then

$\underline{F}(\theta|x)=\overline{F}(\theta)$ for all $\theta$ $\iff$ for all $\theta$: $\underline{l}(\theta)=\overline{u}(\theta)$ or $\underline{L}(\theta|x)=0$ $\iff$ $\underline{F}(\theta|x)=\overline{F}(\theta)$ for all $\theta$.

If this conjecture would be shown to be wrong, so if $\underline{l}(\theta)$, $\overline{u}(\theta)$ and $\underline{L}(\theta|x)$ can be found such that not for all $\theta$: $\underline{l}(\theta)=\overline{u}(\theta)$ or $\underline{L}(\theta|x)=0$, while the equality of the cdf's does hold, then the next challenge would be to find all situations for which a relation, analogous to this conjecture, holds.

Within the Bayesian theory predictive distributions play an important role. When working with imprecise densities, consequent definitions of lower and upper predictive densities, based on the prior densities, are (with $\theta \in \mathbb{R}$)
\[ l_X(x) = \int_{-\infty}^{\infty} f(x | \theta) l(\theta) d\theta \quad \text{and} \quad u_X(x) = \int_{-\infty}^{\infty} f(x | \theta) u(\theta) d\theta, \]

which are again not pdf's. There are results possible that are analogous to the results in this report, by comparing lower and upper cdf's for the random variable \( X \), that can be constructed from \( l_X \) and \( u_X \) according to lemma 1. A result analogous to corollaries 3 and 7 can be proved straightforwardly. It is also easy to see that, if \( f(x | \theta) > 0 \) for all \( x \) and \( \theta \), then \( l_X(x) = u_X(x) \) for all \( x \) if and only if \( l(\theta) = u(\theta) \) for all \( \theta \).

Updating of the predictive densities is simply done by replacing \( l(\theta) \) and \( u(\theta) \) by \( l(\theta | x) \) and \( u(\theta | x) \).

Finally we remark that this theory also provides tools for statistical inferences. For example, hypotheses of the form \( \theta \in \Theta_s < \Theta \) can be tested by using \( \tilde{F}(\theta \in \Theta_s) \) and \( \tilde{F}(\theta \in \Theta_a) \), that are derived using analogous formulas as presented in the proof of lemma 1 in section 3.

Also useful are lower and upper quantiles. The lower \( \rho \)-quantile of \( X \), denoted by \( x_{\rho} \), is the infimum value of \( x \) for which \( F(x) = \tilde{F}(X \leq x) \geq \rho \). The upper \( \rho \)-quantile, denoted by \( x_{\rho} \), is the supremum value of \( x \) for which \( \tilde{F}(x) = \tilde{F}(X \leq x) \leq \rho \).
6. Conclusions and future research

The theory of imprecise probabilities can be used within reliability theory, and consequent definitions of lower and upper hazard rates and hazard functions are proposed.

When using this concept for statistical inference in non-trivial situations, it is necessary to update the imprecise prior densities, as updating of the imprecise prior cdf’s does not necessarily lead to equal results.

Much research is needed to make the concept suitable for practical use. First models must be created such that all necessary calculations in case of updating can be executed in a simple analytical way. In a following report some of such models will be proposed. Another very important aspect is practical elicitation. Here the method seems to offer a more realistic concept than standard Bayes methods do, as imprecision, for example resulting from information from several sources, which can be somehow contradictory, or from lack of information, is taken into account.

Interesting subjects for research are also decision theory in case of imprecise probabilities, and the use of imprecise models (represented by lower and upper likelihoods) together with imprecise prior densities. Only after successful application of the method in practice the concept can be regarded to be useful. This will be the most interesting part of future research.
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