Modeling of hydrogen storage in hydride-forming materials: Statistical thermodynamics
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A new lattice gas model has been developed, describing the hydrogen storage in hydride-forming materials. This model is based on the mean-field theory and Bragg-Williams approximation. To describe first-order phase transitions and two-phase coexistence regions, a binary alloy approach has been adopted. A complete set of equations describing pressure-composition isotherms and equilibrium electrode potential curves of hydride forming materials in both solid-solution and two-phase coexistence regions has been set up. The proposed model defines both the equilibrium pressure and equilibrium potential as explicit functions of the normalized hydrogen concentration, using eight physically well-defined parameters. Gibbs free energies, entropies, and phase diagrams of both model (LaNi5Cu10) and commercial, MischMetal-based, AB5-type materials at different compositions and temperatures have been simulated. Good agreement between experimental and theoretical results for the pressure-composition isotherms obtained in the gas phase and the equilibrium potential curves measured in electrochemical environment has been found in all cases.

I. INTRODUCTION

Hydride-forming (MH) compounds are successfully employed as electrode materials in high energy density, Nickel-MetalHydride (NiMH) batteries, nowadays widely applied in many portable electronics and hybrid electrical vehicles (HEV).1–5 Recently, it has been emphasized that efficient hydrogen storage via the gas phase is also one of the key factors, enabling the future hydrogen economy, which will be based on the extensive use of hydrogen-driven fuel cells in a wide range of stationary and portable applications.6

The first step of hydrogen storage via the gas phase is dissociation of hydrogen molecules at the solid-gas interface. The as-produced adsorbed hydrogen atoms are subsequently transported toward interstitial sites inside the solid M, inducing the absorption process. Fortunately, these reaction steps were found to be reversible for many hydrogen storage materials and hydrogen can therefore also be desorbed.5–8 The overall reaction can be represented by

\[ M + \frac{1}{2}H_2 \leftrightarrow MH. \]  

Evidently, a chemical equilibrium exists between hydrogen stored in the solid and that present in the gas phase, which is generally characterized by pressure-composition isotherms.

A typical pressure-composition absorption isotherm and accompanying phase diagram are schematically shown in the curves in Figs. 1(a) and 1(b), respectively.8–12 During hydrogen absorption at low concentrations, a solid solution is formed, which is generally denoted as the α phase. In this concentration region, the partial hydrogen pressure \( P_{H_2}^{eq} \) is clearly dependent on the amount of stored hydrogen. After the hydrogen concentration has reached a certain critical value \( x_\alpha \), phase transition occurs and the α phase is continuously transformed into the β phase. The pressure dependence in this two-phase coexistence region is generally characterized by a (sloping) plateau.8,13 Phase transition is completed at \( x_\beta \), and a solid solution is subsequently formed only by the β phase. This typical three-step process will play an important role in the present paper.

Hydrogen storage can also be accomplished electrochemically in strong alkaline electrolyte,4,5 according to

\[ M + H_2O + e^- \leftrightarrow MH + OH^- . \]  

The operation principle of NiMH batteries is based on the latter reversible electrochemical process, and hydrogen storage is induced by a current-driven charge-transfer reaction. During hydrogen absorption both the equilibrium electrode potential \( E_{\text{eq}} \) and \( P_{H_2}^{eq} \) are changing. Equation (3) describes the fundamental relationship between these two parameters4,12.

FIG. 1. General representation of a pressure-composition isotherm (a) and accompanying phase diagram (b) for a typical hydrogen storage material. The solid solutions for the α and β phases are indicated together with the temperature-dependent two-phase (α + β) miscibility gap.
according to Eq. (3) the gas-phase absorption isotherm resembles that shown in Fig. 2.18–20 The crystallographic structure is composed of large A-type atoms as-denoted 1a positions and smaller B-type atoms (e.g., Ni, Co) surrounding them in a well-defined way at the 3g, 2c, and 6l positions. Deviation from the stoichiometric composition was proven to take place by introducing dumbbell-pairs of B-type atoms at some A-type (2e) positions.21,22

Upon hydrogenation the hydrogen guest atoms will occupy certain well-defined interstitial sites in the open AB5-host structure, which can be recognized in the crosssection of Fig. 2(b). It is assumed that a single guest atom can only occupy one host site and that each unit cell may have several host sites. Since the host material can be in more than one crystallographic state, different unit cells, each characterized by its own specific number of host sites, have to be considered.

It is well known that upon hydrogen absorption the volumetric crystal lattice expansion can be significant, generating a lot of mechanical stress in the solid. This is most pronounced in the two-phase coexistence region.4,19 A schematic representation of this lattice expansion in the two-phase region is shown in Fig. 3. The volume expansion difference between the α and β phase can be quite substantial. Bulk materials often turn into powders due to these large mechanical stresses.20 The two phases, which not necessarily need to have the same crystallographic structure, are separated by a small transition region. In the case of the present AB5 materials, however, both phases have the same (hexagonal) crystal structure, although it should be noted that the dimensions of the unit cells are quite different.4,19 Some hydrogen atoms are also schematically indicated in Fig. 3 (not drawn to scale). It is evident that the number of unit cells and hence the number of absorbed hydrogen atoms in these phases is strongly dependent on the overall hydrogen content.

FIG. 2. Schematic representation of a nonstoichiometric AB5+x unit cell (a) and corresponding cross-sectional view (b). The large and small atoms represent the A- and B-type atoms, respectively.4

where the number of electrons involved in the charge-transfer process per hydrogen molecule (to be denoted as $n_{H_2}$) is equal to 2, $F$ is the Faraday constant, $E_{eq}^{MH}$ the equilibrium potential of the MH electrode, $R$ the gas constant, $T$ the temperature, $P_{H_2}$ the equilibrium hydrogen pressure, and $P_{ref}$ is the reference pressure of 1 bar $\equiv 10^5$ Pa. Obviously, according to Eq. (3) the electrochemical equivalent of the gas-phase absorption isotherm resembles that shown in Fig. 1(a), as has been reported before.4,5

In line with the complex hydrogen absorption reaction sequence, the thermodynamics of the hydride-forming materials is also rather complex. Many attempts have been made to describe the absorption process and the resulting pressure-composition isotherms. The majority of the existing models employ methods of statistical mechanics, which allow obtaining macroscopic characteristics, such as Gibbs free energy and entropy, from a microscopic description of the system. Lacher14 has proposed one of the early models. Unfortunately, this model produces nonphysical pressure-composition isotherms when fitted to the data with long sloping plateaus. Moreover, this model implies symmetry of the composition isotherms when fitted to the data with long sloping plateaus. However, this model demonstrates a poor fit between the experimental and simulation results. The model of Lototsky et al.16 is based on the work described by Lacher.14 The authors took into account the asymmetry of the plateau region. Unfortunately, this model uses heuristic assumptions and parameters and has a high level of mathematical complexity. A simple absorption model has been proposed by McKinnon et al.3,17 This model is also based on a lattice-gas, statistical mechanics approach. A Nernst-type equation for the equilibrium potential has been derived analytically, taking into account interaction energies between the absorbed hydrogen atoms.

In the present paper, a statistical lattice-gas model is proposed. This model is based on first principles of statistical mechanics and takes into account the hydrogen absorption and desorption in hydride-forming materials in both solid solution and two-phase coexistence regions. The simulated partial hydrogen pressure development and equilibrium electrode potential development are compared to experimental results.

II. MODEL

A. System definition

A well-known class of hydrogen storage alloys, nowadays exclusively applied in rechargeable NiMH batteries, is the so-called AB5-type compounds. A schematic representation of the hexagonal unit cell of a nonstoichiometric representative of this class is shown in Fig. 2.18–20 The crystallographic structure is composed of large A-type atoms (e.g., La) at the
Consider a solid consisting of $M$ unit cells, which can, upon hydrogen storage, be either in the $\alpha(M_\alpha)$ or the $\beta$ state ($M_\beta$), leading to

$$M = M_\alpha + M_\beta.$$  \hfill (4)

When the crystallographic structure of both phases is assumed to be identical, which is the case for many AB$_5$-type hydride-forming compounds, $M$ remains constant throughout the absorption-desorption process. The number of host sites per unit cell for the $\alpha$ and $\beta$ phase are represented by $d_\alpha$ and $d_\beta$, respectively. For the $\beta$ phase, this number is generally larger. The ratio, denoted by $d = d_\beta/d_\alpha$, is therefore larger or equal than 1. The total number of host sites in the solid ($N$) can then be obtained from

$$N = N_\alpha + N_\beta = d_\alpha M_\alpha + d_\beta M_\beta.$$  \hfill (5)

The amount of hydrogen guest atoms in the $\alpha$ and $\beta$ phase is represented by $n_\alpha$ and $n_\beta$, respectively, where the total number of occupied hydrogen sites ($n$) is given by the summation of $n_\alpha$ and $n_\beta$. If the maximum number of host sites that can be occupied by hydrogen is defined by $n_{\max}$, the normalized number of absorbed hydrogen atoms ($x$) in the system can be represented by

$$x = \frac{n}{n_{\max}} = \frac{n_\alpha + n_\beta}{n_{\max}}.$$  \hfill (6)

The curves in Figs. 4(a) and 4(b) show the development of the normalized number of host sites ($N/n_{\max}$) as a function of the hydrogen content in the various phases ($i$) of the hydride-forming material. Obviously, both $N_\alpha$ [curve in Fig. 4(a)] and $N_\beta$ [curve in Fig. 4(b)] remain constant in the solid-solution regions of the $\alpha(0 \leq x \leq x_\alpha)$ and $\beta$ phase ($x_\beta \leq x \leq 1$), respectively, whereas $N_\alpha$ decreases linearly and $N_\beta$ increases linearly with increasing $x$ in the two-phase region ($x_\alpha \leq x \leq x_\beta$). The dependence of $N_\alpha$ and $N_\beta$ on $x$ in the three distinct hydrogen storage regions can therefore, in mathematical terms, be represented by

$$N_\alpha = \begin{cases} d_\alpha M, & x < x_\alpha \\ d_\alpha M \left( \frac{x_\alpha - x}{x_\alpha - x_\alpha} \right), & x_\alpha \leq x \leq x_\beta \\ 0, & x > x_\beta \end{cases}$$  \hfill (7)

$$N_\beta = \begin{cases} 0, & x < x_\alpha \\ d_\beta M \left( \frac{x - x_\alpha}{x_\beta - x_\alpha} \right), & x_\alpha \leq x \leq x_\beta \\ d_\beta M, & x > x_\beta \end{cases}$$

The development of the normalized number of absorbed guest hydrogen atoms ($n_{i}/n_{\max}$) is also shown in Fig. 4. It is clear that during the initial stages of the absorption process the hydrogen atoms start to fill the available $\alpha$-host sites only [curve in Fig. 4(c)]. The maximum level is reached at $x_\alpha$. Not necessarily all available host sites in the $\alpha$ phase have to be filled up before phase transition is induced, as the example of Fig. 4 indicates. Subsequently, $n_\alpha$ starts to decrease linearly in the two-phase coexistence region to become zero at $x_\beta$. Simultaneously, $n_\beta$ increases linearly [curve in Fig. 4(d)]. Finally, at $x_\beta$, there are no $\alpha$ sites available anymore and phase transition is completed. All available host sites are assumed fully occupied by hydrogen atoms in the present example, i.e., $n_\beta = n_{\max}$ at $x_\beta = 1$. Evidently, $n(\approx n_\alpha + n_\beta)$ increases linearly with $x$ over the entire concentration range from 0 up to 1. Therefore, the following expres-
sions for \( n_a \) and \( n_\beta \) are considered in the three distinct hydrogen storage regions

\[
n_a = \begin{cases} 
  xn_{\text{max}} & x < x_a \\
  x_a n_{\text{max}} \left( \frac{x - x_a}{\beta - x_a} \right) & x_a \leq x \leq x_\beta \\
  0 & x > x_\beta 
\end{cases}
\]

\[
n_\beta = \begin{cases} 
  0 & x < x_a \\
  x_\beta n_{\text{max}} \left( \frac{x - x_a}{\beta - x_a} \right) & x_a \leq x \leq x_\beta \\
  xn_{\text{max}} & x > x_\beta 
\end{cases}
\]

B. Energy description

The Gibbs free energy \( (G) \) of the present hydrogen storage system can, in general terms, be represented by \(^{23}\)

\[
G = H - TS = U + PV - TS,
\]

where \( H \) is the enthalpy, \( S \) the entropy, \( U \) the energy of the hydrogen storage system, and \( P \) the pressure. The relationship between the Gibbs free energy and the partial hydrogen pressure can be represented by \(^{4,12}\)

\[
\Delta G_{\text{MH}} = \frac{kT}{2} \ln \frac{P_{\text{H}_2}}{P_{\text{ref}}}
\]

where \( k \) is the Boltzmann constant \((k=1.38 \times 10^{-23} \text{ J/K})\) and \( P_{\text{ref}} \) is the reference pressure. As the change in Gibbs free energy \( (\Delta G_{\text{MH}}) \) is expressed per absorbed hydrogen atom, \( n_{\text{H}_2} = 2 \) is included in Eq. (10). The relationship between the Gibbs free energy of the electrochemical reaction and \( E_{\text{MH}}^{\text{eq}} \) is given by \(^{3,4,12}\)

\[
\Delta G_{\text{MH}} = -eE_{\text{MH}}^{\text{eq}},
\]

in which \( e \) is the electronic charge and, in accordance with Eq. (2), the number of electrons involved in the charge transfer process per one hydrogen atom \((n_{\text{H}_2})\) is taken as \( 1 \). Taking into account the Avogadro number \((N_A)\) and that \( eN_A = F \) and \( kN_A = R \), indeed shows the validity of the relationship between \( E_{\text{MH}}^{\text{eq}} \) and \( P_{\text{H}_2} \) [Eq. (3)].

Evidently, the Gibbs free energy of the entire system in Eq. (9) changes when the number of absorbed hydrogen atoms \( n \) changes. As \( G \) depends on \( n \) via \( x=n/n_{\text{max}} \), \( G \) can be considered a function of \( x \). By definition, \( \Delta G \) [Eqs. (10) and (11)] is an increment of the Gibbs free energy of the system when the number of intercalated hydrogen atoms \( n \) is increased by \( 1 \). Assuming differentiability of \( G \), we may write \(^{24}\)

\[
\Delta G = G(x + \Delta x) - G(x) = \frac{\partial G}{\partial x} \Delta x + r_s(\Delta x)
\]

where \( \Delta x = 1/n_{\text{max}} \) and \( r_s(\Delta x) \) is the residual term of order smaller than \( \Delta x \). As \( n_{\text{max}} \) is usually very large for practical systems, \( \Delta x \) is very small. Consequently, the residual term \( r_s(\Delta x) \) can be neglected, leading to \( \Delta G = (\partial G/\partial x)/n_{\text{max}} \). Taking Eq. (9) into account, we obtain

\[
\Delta G = \left( \frac{\partial U}{\partial x} + \frac{V}{x} + \frac{\partial V}{\partial x} - S \left( \frac{\partial T}{\partial x} - \frac{\partial S}{\partial x} \right) \right) \frac{1}{n_{\text{max}}}. \tag{13}
\]

In order to reduce the complexity of the present derivation, it is assumed that volume, temperature, and pressure changes do not have a significant impact on the total energy of the system and are considered to remain constant. Equation (13) then simplifies to a more convenient form

\[
\Delta G = \left( \frac{\partial U}{\partial x} - T \frac{\partial S}{\partial x} \right) \frac{1}{n_{\text{max}}}. \tag{14}
\]

To describe the energy of the present hydrogen absorption system, a few aspects must be taken into account. First, the energy of the various host crystal lattices has to be considered. The contribution of each unit cell to the total energy is denoted as \( L_a \) and \( L_\beta \) for the \( \alpha \) and \( \beta \) phase, respectively. Second, the so-called Bragg-Williams approximation has been adopted, implying that the absorbed hydrogen atoms are randomly distributed in the hydride-forming material. This is schematically depicted in Fig. 3. In the case of two-phase coexistence, two energetically different types of host sites coexist in the system and a binary alloy approach must be adopted. \( E_a^{\text{eq}} \) and \( E_\beta^{\text{eq}} \) represent the energy of absorbed hydrogen in both phases. It is, furthermore, assumed that an absorbed hydrogen atom at a particular site can interact with a hydrogen atom at any other site, \(^{2,3}\) with specific interaction energy \( (U_{\alpha \beta}) \). According to the mean-field approximation, the interaction energy between the occupied sites does not depend on their distance. \( U'_{\alpha \alpha} \) and \( U'_{\beta \beta} \) are the interaction energies between two absorbed atoms in the \( \alpha \) and \( \beta \) phase, respectively, and \( U'_{\alpha \beta} \) represents the interaction energy between two absorbed hydrogen atoms in different phases. \(^{27}\)

The various interaction energies between absorbed hydrogen atoms are also schematically indicated in Fig. 3. These considerations lead to the following Hamiltonian \((U)\) for the entire hydrogen storage system

\[
U = L_a M_a + L_\beta M_\beta + E_a^{\text{eq}} n_a + E_\beta^{\text{eq}} n_\beta + \frac{U'_{\alpha \alpha}}{2n_{\text{max}}} n_a^2 + \frac{U'_{\beta \beta}}{2n_{\text{max}}} n_\beta^2
\]

\[
+ \frac{U'_{\alpha \beta}}{2n_{\text{max}}} n_a n_\beta. \tag{15}
\]

Taking into account the definition of \( M_a \) and \( M_\beta \) in Eqs. (4) and (5), the first two terms in Eq. (15) can be rewritten as

\[
L_a M_a + L_\beta M_\beta = L_a M + (L_\beta - L_a) M_\beta = L_a M + \frac{(L_\beta - L_a) N_\beta}{d_\beta}. \tag{16}
\]
From a mathematical point of view, it is convenient to write the Gibbs free energy and its contributions in terms of \(x = n/n_{\text{max}}\). Substituting \(N_{\beta}\), according to Eq. (7), and replacing \(n_{\alpha}\) and \(n_{\beta}\) for \(x\) by means of Eq. (8), the following relationships are obtained for the three considered crystallographic regions

\[
U = n_{\text{max}} \left\{ \frac{L_{\alpha} M}{n_{\alpha}} + E_{\alpha} x + \frac{U_{\alpha \beta}}{2} x^2 \right\} + \left( \frac{L_{\beta} M}{n_{\beta}} + E_{\beta} x + \frac{U_{\alpha \beta}}{2} x^2 \right)
\]

Differentiating Eq. (17) with respect to \(x\) ultimately leads to

\[
\frac{\partial U}{\partial x} = e n_{\text{max}} \left\{ E_{\alpha} + U_{\alpha \alpha} x \right\} + \left( E_{\beta} x - E_{\alpha} x - U_{\alpha \alpha} x \right) \frac{x - x_{\alpha}}{x_{\beta} - x} + \left( E_{\beta} x + U_{\alpha \beta} x \right) \frac{x - x_{\beta}}{x_{\alpha} - x}.
\]

in which the primed constants are redefined as

\[
E_{\alpha} = \frac{E_{\alpha}}{e}, \quad E_{\beta} = \frac{E_{\beta}}{e}, \quad U_{\alpha \alpha} = \frac{U_{\alpha \alpha}}{e}, \quad U_{\alpha \beta} = \frac{U_{\alpha \beta}}{e},
\]

and \(L\) is replaced by

\[
L = \frac{L_{\beta} - L_{\alpha}}{e d_{\beta}}, \quad (19)
\]

The transitions from the primed symbols (\(E'_{\alpha}\), \(E'_{\beta}\)) to the unprimed symbols (\(E_{\alpha}\), \(E_{\beta}\)) imply dimensional transformation from joules to electronvolts.

To calculate the entropy contributions, the Boltzmann equation was adopted\(^2,3\)

\[
S_{i} = k \ln W_{i} \quad \text{(20)}
\]

where the thermodynamic integral \((W_{i})\) is given by

\[
W_{i} = \frac{N_{i}!}{n_{i}! (N_{i} - n_{i})!}. \quad \text{(21)}
\]

\(N_{i}\) and \(n_{i}\) again refer to the number of host and guest sites, respectively, in phase \((i)\). The total entropy of the system \(S\) is the sum of entropies of both phases \(S = S_{\alpha} + S_{\beta}\). Using the Stirling approximation,

\[
\ln N_{i}! = N_{i} \ln N_{i} - N_{i} \ln n_{i} \ln n_{i} - n_{i} \quad \text{(22)}
\]

the approximate expansion of the logarithmic form of the thermodynamic integral can be written as

\[
\ln W_{i} = N_{i} \ln N_{i} - N_{i} - n_{i} \ln n_{i} + n_{i}
\]

\[
- (N_{i} - n_{i}) \ln (N_{i} - n_{i}) + N_{i} - n_{i}
\]

\[
= N_{i} \ln N_{i} - n_{i} \ln n_{i} - (N_{i} - n_{i}) \ln (N_{i} - n_{i})
\]

\[
= - N_{i} \frac{n_{i}}{N_{i}} \ln \frac{n_{i}}{N_{i}} + \left( 1 - \frac{n_{i}}{N_{i}} \right) \ln \left( 1 - \frac{n_{i}}{N_{i}} \right) \quad \text{(23)}
\]

and a general expression for \(S_{i}\) is obtained for the entropy of each phase, according to

\[
S_{i} = -k N_{i} \frac{n_{i}}{N_{i}} \ln \frac{n_{i}}{N_{i}} + \left( 1 - \frac{n_{i}}{N_{i}} \right) \ln \left( 1 - \frac{n_{i}}{N_{i}} \right). \quad \text{(24)}
\]

Replacing both \(n_{i}\) and \(N_{i}\) in Eq. (24) by means of Eqs. (7) and (8) and using the fact that \(n_{\text{max}} / (d_{\alpha} M) = d\) and \(n_{\text{max}} / (d_{\beta} M) = 1\), the following expression for the total entropy is obtained in the three considered solid-state regions:

\[
S = \begin{cases} 
 xd \ln (xd) + (1 - xd) \ln (1 - xd) & x < x_{\alpha} \\
 S_{\alpha} \left( \frac{x_{\beta} - x}{x_{\beta} - x_{\alpha}} \right) + S_{\beta} \left( \frac{x - x_{\alpha}}{x_{\beta} - x_{\alpha}} \right) & x_{\alpha} \leq x \leq x_{\beta} \\
 x \ln x + (1 - x) \ln (1 - x) & x > x_{\beta}
\end{cases}
\]

\[
\text{(25)}
\]
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in which

$$S_\alpha^0 = x_\alpha d \ln(x_\alpha d) + (1 - x_\alpha d) \ln(1 - x_\alpha d)$$

$$S_\beta^0 = x_\beta \ln x_\beta + (1 - x_\beta) \ln(1 - x_\beta).$$

Differentiating Eq. (25) with respect to $x$ and, in accordance with Eq. (14), multiplying with $-T$ leads to

$$\Delta G_{\text{MH}} = \begin{cases} 
\frac{e}{x_\alpha - x_\alpha^0} \left[ -E_x x_\alpha - U_{axa} \ln\left( \frac{x_\alpha - x_\alpha^0}{x_\alpha - x_\beta} \right) + E_\beta x_\beta + U_{b\beta} \ln\left( \frac{x_\beta - x_\beta^0}{x_\beta - x_\alpha} \right) \right] + \frac{U_{axa} x_\alpha}{2} \left( \frac{x_\alpha - x_\alpha^0}{x_\alpha - x_\beta} \right) \left[ (x_\beta - x) - (x - x_\alpha) \right] + L - \frac{2T}{x_\alpha - x_\alpha^0} \frac{S_\alpha^0}{d} \left( \frac{x_\alpha - x_\alpha^0}{d} \right) 
\end{cases}$$

Finally, considering Eq. (10) a set of expressions is obtained, describing pressure-composition isotherms

$$P_{H_2} = P_0 \exp\left[ \frac{2T}{kT} \left( E_x x_\alpha - U_{axa} \ln\left( \frac{x_\alpha - x_\alpha^0}{x_\alpha - x_\beta} \right) + E_\beta x_\beta + U_{b\beta} \ln\left( \frac{x_\beta - x_\beta^0}{x_\beta - x_\alpha} \right) \right) + \frac{U_{axa} x_\alpha}{2} \left( \frac{x_\alpha - x_\alpha^0}{x_\alpha - x_\beta} \right) \left[ (x_\beta - x) - (x - x_\alpha) \right] + L - \frac{2T}{x_\alpha - x_\alpha^0} \frac{S_\alpha^0}{d} \left( \frac{x_\alpha - x_\alpha^0}{d} \right) \right]$$

Similarly, considering Eq. (11), the dependence of the electrode equilibrium potential on the hydrogen content is

$$E_{\text{MH}}^Q = \begin{cases} 
\frac{e}{x_\alpha - x_\alpha^0} \ln\left( \frac{x_\alpha - x_\alpha^0}{x_\alpha - x_\beta} \right) - (E_x + U_{axa}) 
\end{cases}$$

or in electrochemical terms, when $eN_A = F$ and $kN_A = R$ is taken into account

$$E_{\text{MH}}^Q = \begin{cases} 
\frac{RT}{F} \ln\left( \frac{x_\alpha - x_\alpha^0}{x_\alpha - x_\beta} \right) - (E_x + U_{axa}) 
\end{cases}$$

According to the derivations, the resulting equilibrium potential is nonlinear in the solid-solution regions but linear during phase transition. Both Eqs. (29) and (30) are, in principle, discontinuous at the phase transition points $x_\alpha$ and $x_\beta$. From common physical sense it is, however, obvious that the experimentally observed isotherms must be continuous. As only a limited number of data points are usually available from the experiments (see, e.g., Fig. 5) this does unfortunately not allow to estimate the various parameters with sufficient precision such that the simulated curve does not reveal any visible “kinks.” In order to obtain a physically relevant subset of parameters, yielding continuous dependencies in Eqs. (29) and (30), some restrictions are imposed to the constants to preserve the continuity of $P_{H_2}(x)$ at $x_\alpha$ and $x_\beta$, namely,

$$\lim_{x \downarrow x_\alpha} P_{H_2}(x) = \lim_{x \downarrow x_\alpha} P_{H_2}(x) \quad \text{and} \quad \lim_{x \uparrow x_\beta} P_{H_2}(x) = \lim_{x \uparrow x_\beta} P_{H_2}(x).$$

Calculating the limits in Eq. (32) leads to the following two continuity equations
FIG. 5. Measured (symbols) and calculated (line) pressure-composition isotherm for LaNi$_{4.0}$Cu$_{1.0}$. The measurements have been performed via the gas phase 20 °C.4 19

\[ D_{\alpha} = E_{\alpha} - U_{\alpha x} = \frac{D_{\alpha\beta}}{x_{\beta} - x_{\alpha}} - \frac{1}{x_{\beta} - x_{\alpha}} \left( E_{\beta x} - E_{\alpha x} - U_{\alpha x} \right), \]

\[ D_{\beta} = E_{\beta} - U_{\beta x} = \frac{D_{\alpha\beta}}{x_{\beta} - x_{\alpha}} - \frac{1}{x_{\beta} - x_{\alpha}} \left( E_{\beta x} - E_{\alpha x} + U_{\beta x} \right), \]

where

\[ D_{\alpha\beta} = \frac{kT}{e} \ln \left( \frac{1 - x_{\alpha d}}{x_{\alpha d}} \right), \]

\[ D_{\alpha\beta} = \frac{kT}{e} \ln \left( \frac{1 - x_{\beta d}}{x_{\beta d}} \right), \]

Solving Eq. (33) with respect to \( L \) and \( U_{\alpha\beta} \) results in

\[ L = D_{\alpha\beta} - E_{\beta x} + E_{\alpha x} + \frac{U_{\alpha x} - U_{\beta x}}{2}, \]

\[ - \left( D_{\alpha} + D_{\beta} - (E_{\alpha} + E_{\beta}) - \frac{(U_{\alpha x} + U_{\beta x})(x_{\beta} - x_{\alpha})}{2} \right), \]

\[ U_{\alpha\beta} = \frac{U_{\alpha x}^2 + U_{\beta x}^2}{x_{\alpha x} + U_{\beta x}^2}, \]

Equations (29)–(31) together with the restrictions of Eq. (34) form the final result. It should be emphasized that the continuity conditions are necessary to preserve the continuity of both \( P_{\text{H}_2} \) [Eq. (29)] and \( E_{\text{N}_\text{H}_2}(x) \) [Eqs. (30) and (31)], while the Gibbs free energy of the system is always continuous, independent of the conditions given by Eq. (33).

III. RESULTS AND DISCUSSION

The presented lattice-gas model has been tested, using the experimental data reported for various AB$_5$-type hydrogen storage materials. These materials have been thoroughly characterized with respect to their physical and electrochemical performance. The isotherms for both model-type materials and commercial, MischMetal-based, hydride-forming materials have been simulated as a function of composition and temperature, respectively. Since all considered materials have the same, hexagonal, crystallographic structure for both the \( \alpha \) and \( \beta \) phase it is evident that the number of host sites per unit cell remains constant, i.e., parameter \( d \) is considered unity in the present simulations.

It is well known that nonstoichiometric hydride-forming materials are stable with respect to electrochemical hydrogen storage.18 19 The crystallographic structure of these materials has been illustrated in Fig. 2. These stable compounds are more attractive than conventional AB$_5$ alloys as they exclude expensive Co. In addition, these materials have a rather simple composition and can therefore be considered as model systems for which the phase transitions can be well controlled by the stoichiometric composition.

Figure 5 shows the agreement between the experimentally measured (symbols) and simulated (line) pressure-composition isotherm (left-hand axis) and the corresponding equilibrium potential curve (right-hand axis) for the stoichiometric LaNi$_{4.0}$Cu$_{1.0}$. In this specific stoichiometric case no dumbbell pairs have been introduced in the host crystal lattice (see Fig. 2). The experimental absorption isotherms have been measured with a conventional “Sieverts-type” apparatus by expanding a known amount of gas or vacuum into an in situ x-ray diffraction (XRD) cell and allowing the system to come to equilibrium after each pressure change.19 The potential has been expressed with respect to the hydrogen reference electrode, i.e., 0 V corresponds to a partial hydrogen pressure of 1 bar (=10$^5$ Pa). The in situ XRD measurements allowed obtaining crystallographic information of the
TABLE I. Simulation results for stoichiometric and non-stoichiometric, hydride-forming model materials

<table>
<thead>
<tr>
<th>Composition</th>
<th>Experimental</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_\alpha$</td>
<td>$x_{\beta}$</td>
</tr>
<tr>
<td>LaNi$_4$Cu$_1$</td>
<td>0.11</td>
<td>0.76</td>
</tr>
<tr>
<td>LaNi$_5$Cu$_1$</td>
<td>0.19</td>
<td>0.67</td>
</tr>
<tr>
<td>LaNi$_4$Cu$_1$</td>
<td>0.33</td>
<td>0.41</td>
</tr>
<tr>
<td>LaNi$_5$Cu$_1$</td>
<td>0.36</td>
<td>0.36</td>
</tr>
</tbody>
</table>

The presented lattice-gas model can now provide much more detailed information about the structure of the hydride-forming material and the phase-transition process. Curves in Fig. 6(a) and 6(b), for example, illustrates the changes in the normalized number of available host sites and absorbed hydrogen atoms in the various crystallographic regions of LaNi$_4$Cu$_1$. As expected, the number of $\alpha$ host sites remains constant in the $\alpha$ solid solution ($x < 0.196$) and decreases linearly to zero in the two-phase region $[0.196 \leq x \leq 0.794]$ in the curve Fig. 6(a). In the $\beta$ solid-solution region, on the other hand, the number of $\alpha$ host sites is zero [curve in Fig. 6(b)]. The number of $\beta$ host sites ($N_\beta/n_{\text{max}}$) behaves exactly in the opposite way as the $\alpha$ sites because $N_\alpha + N_\beta = N = n_{\text{max}}$. Similarly, the number of absorbed hydrogen atoms increases linearly in the $\alpha$ region, decreases linearly to zero in the two-phase region ($0.196 \leq x \leq 0.794$) and remains zero in the $\beta$ solid-solution region [curve in Fig. 6(c)]. Contrary, $n_\beta/n_{\text{max}}$ is zero in the $\alpha$ solid-solution region, to increase linearly but with different slopes in the two-phase and $\beta$ solid-solution regions [curve in Fig. 6(d)].

Figure 7 shows the contribution of the energy $U$ [curve in Fig. 7(a)] and the entropy $TS$ [curve in Fig. 6(b)] to the total Gibbs free energy [curve in Fig. 6(c)]. Since $L_\alpha$ enters into the total Gibbs free energy as a constant additive term [see Eq. (17)], it has been assumed to be zero for simplicity. The contributions of both terms are of opposite signs and are approximately equal in magnitude. As expected, these contributions are continuous but not smooth and “kinks” are clearly visible at the phase transition points.

It is interesting to see, how the energy contributions from Fig. 7 affect the corresponding voltage contributions, shown in Fig. 8. Evidently, the kinks of the energy terms now correspond to the jumps in the “differentiated” voltage curves [see Eqs. (30) and (31)]. The continuous behavior in the Gibbs free energy (Fig. 7) and the discontinuous behavior in the differentiated curve (e.g., Fig. 8) and the definition of first-order phase-transitions. However, these jumps at the phase transition points are of equal magnitude and the equilibrium voltage is therefore continuous.

The various curves of Fig. 8 show that the singularities of the equilibrium potential near $x=0$ and $x=1$ are clearly caused by the entropy related, Nernstian, terms. It is more complex to draw conclusions from the voltage contributions in the plateau region (Fig. 8), but a more detailed inspection of Fig. 7 reveals that the upward slope of the Gibbs free energy is mainly caused by an increase of the energy [curve in Fig. 7(a) and entropy $TS$ [curve in Fig. 6(b)]] to the total Gibbs free energy [curve in Fig. 6(c)], see also Eq. (9).
FIG. 9. Calculated contributions of the α-phase (a), β-phase (b), and interphase interaction (c) energy to the total change of the Gibbs free energy (d) along the pressure-composition isotherm of the LaNi₄ₓ₋₂Cu₁ₓ (see corresponding isotherm of Fig. 5). In the α solid-solution region only (a) contribution is nonzero and equal to \( E_{\alpha} + U_{\alpha\beta}x^2/2 + RT[x\ln(x) + (1-x)\ln(1-x)]/F \). In the β solid-solution region only (b) contribution is nonzero and equal to \( E_{\beta} + U_{\beta\beta}x^2/2 + RT[x\ln(x) + (1-x)\ln(1-x)]/F + L \). In the two-phase region the contributions are determined as
\[
\begin{align*}
(a) & \quad E_{\alpha}(x_{\beta} - x)(x_{\beta} - x_{\alpha}) + U_{\alpha\beta}x^2/2[(x_{\beta} - x)(x_{\beta} - x_{\alpha})]^2 \\
& \quad + RTS_{\alpha}(x_{\beta} - x)(x_{\beta} - x_{\alpha})/(F d), \\
(b) & \quad E_{\beta}(x_{\beta} - x)(x_{\beta} - x_{\alpha}) + U_{\beta\beta}x^2/2[(x_{\beta} - x)(x_{\beta} - x_{\alpha})]^2 \\
& \quad + RTS_{\beta}(x_{\beta} - x)(x_{\beta} - x_{\alpha})/F + L[(x_{\beta} - x)(x_{\beta} - x_{\alpha})], \\
\text{and} & \quad U_{\alpha\beta}x_{\beta}(x_{\beta} - x_{\alpha})(x_{\beta} - x_{\alpha})/(x_{\beta} - x)(x_{\beta} - x_{\alpha})/2. 
\end{align*}
\]

7(a)] rather than the entropy change [curve in Fig. 7(b)]. It is interesting to note that the present analyses (Figs. 7 and 8), which are based on experimentally obtained results, are very similar to the behavior theoretically outlined by Flanagan and Oates.15

It can be concluded that \( U \) plays a key role in the description of the long sloping plateau region for this stoichiometric compound. It is therefore useful to plot the phase contributions to the total change of the Gibbs free energy in various crystallographic regions (Fig. 9). As expected, the energy of the α phase is the only significant contribution in the α solid-solution region, becoming of minor importance in the two-phase coexisting region to become zero in the β solid-solution region [curve in Fig. 9(a)]. The curve in Fig. 9(b) combines the contribution of the β-phase energy and crystal lattice. It is zero in the α solid-solution region but significant in the two-phase region, and it is the only term present in the β solid-solution region. In contrast, the Gibbs free energy of the interphase interaction [curve in Fig. 9(c)] is of major importance in the two-phase coexistence region and is zero outside this region. From this analysis it can be concluded that the newly introduced energy terms in the Hamiltonian [Eq. (15)] are essential for the proposed model to properly describe the experimental results. Additional simulations, not presented in the present paper, indeed confirmed that removing \( U_{\alpha\beta} \) or \( L \) in Eq. (15) did not lead to an accurate description of the isotherms.

Consider the family of alloys LaNi₄₋₂Cu₁ₓ, characterized by composition \( y = 4.0, 4.2, 4.4, \) and 5.0. The stoichiometric composition of LaNi₄₋₂Cu₁₀ demonstrates a long and almost flat plateau region. But with an increasing degree of nonstoichiometry the miscibility gap decreases and even disappears above the as-denoted critical composition, close to LaNi₄₋₂Cu₁₀. Here, immediate phase transition is induced, as experimentally confirmed and described19 (see, e.g., Fig. 6 herein). Above this composition only two solid-solution regions can be discerned and a two-phase coexistence region does not exist, i.e., \( x_{\beta} = x_{\alpha} \). Hence, a new parameter \( x_{\text{tr}} \) can be introduced, which indicates this special phase transition point. For example, Eq. (29) can then be rewritten as
\[
P_{\text{H}_2} = P_{\text{ref}} \exp \left\{ \frac{2e}{kT} \left( E_{\alpha} + U_{\alpha\alpha}x - 2 \ln \frac{1 - xd}{xd} \right) \right\}, \quad x < x_{tr}, \]
\[
P_{\text{H}_2} = P_{\text{ref}} \exp \left\{ \frac{2e}{kT} \left( E_{\beta} + U_{\beta\beta}x - 2 \ln \frac{1 - x}{x} \right) \right\}, \quad x > x_{tr}. \] (29′)

On the analogy of the continuity condition given in Eq. (34), the following relationship can, in this particular case, be given
\[
E_{\beta} = E_{\alpha} + \left( U_{\alpha\alpha} - U_{\beta\beta} \right) x_{\text{tr}} + \frac{RT}{F} \left( \ln \left( \frac{1 - x_{tr}}{x_{tr}} \right) - \ln \left( \frac{1 - x_{tr}d}{x_{tr}d} \right) \right). \] (34′)

The complete set of calculated pressure-composition isotherms and corresponding equilibrium voltages for the various (non-)stoichiometric compounds is shown in Fig. 10. All simulation results (lines) demonstrate good agreement with the experimental data (symbols). It can be concluded that at a higher degree of nonstoichiometry, when the number of introduced dumbbell pairs increases (see Fig. 2), both the plateau pressure and the slope of the plateau increases. The calculated parameter values of the lattice gas model for all (non-)stoichiometric hydride-forming materials are represented in Table I. The values of the interaction energies are comparable to those reported in the classical paper of...
McKinnon and Haering. Intraphase interaction energies were reported to range from $-5$ to $-1$ kT, corresponding to $-0.129$ to $-0.026$ eV. These values agree very well with those found in the present work (see $U_{aa}$ and $U_{bb}$ values in Table I). The interphase interaction energies $U_{ab}$ are slightly higher but are still within a reasonable physical range. Some systematic changes in the obtained constants can also be observed. $E_{b}$ and $U_{aa}$ steadily increase while, on the other hand, $L$, $E_{a}$ and $U_{bb}$ decrease with increasing degree of nonstoichiometry. A more detailed analysis of this particular behavior is outside the scope of the present work and will be discussed in more detail in a forthcoming paper.

Figure 11 presents the estimated (filled symbols) and experimental (open symbols) phase diagrams for LaNi$_5$Cu$_{1.0}$ hydride-forming materials. These results indeed demonstrate that the miscibility gap is clearly influenced by the nonstoichiometric composition of the hydrogen storage alloy. The simulation results are in a good agreement with the experimental data obtained from the in situ XRD measurements.

Commercial MischMetal-based, AB$_2$-type hydride-forming material has been simulated at different temperatures. The complete set of simulated pressure-composition isotherms at different temperatures is shown in Fig. 12. Again, the lattice-gas model demonstrates good agreement between the experimental (symbols) and theoretical (lines) results. As expected, the plateau pressure increases with increasing temperatures. The estimated parameter values of Eq. (29) are listed in Table II. Interestingly, a systematic increase of both host site energies ($E_{a}$ and $E_{b}$) with temperature is clearly observed. It therefore becomes more difficult to insert hydrogen atoms at higher temperatures, which is generally accepted to occur.

Finally, the well-known principle of the minimal energy is presented, as an example, for the MischMetal alloy at 0 °C in Fig. 13. The energies of the $\alpha$ [curve in Fig. 13(a)] and $\beta$ phase [curve in Fig. 13(b)] are calculated based on the estimated constants and considering that phase transition at $x_{\alpha}$ and $x_{\beta}$ did not occur. It is clearly visible, that the total Gibbs free energy of the system, as represented by the integrated form of Eq. (28), [curve in Fig. 13(c)] is lower than the partial energies of the $\alpha$ and $\beta$ phases [curves in Figs. 13(a) and 13(b)] in the two-phase coexistence region. This indeed indicates that it is energetically more favorable for the hydrogen storage system to be in the mixed-phase state rather than in the solid-solution states. This is in line with generally accepted thermodynamic considerations.

The principles outlined in the present paper are certainly not restricted to hydrogen storage in the AB$_2$-type host material discussed in the present paper but can also be applied to other crystallographic host materials, such as AB$_2$, AB, and A$_2$B hydride-forming compounds. Evidently, the model can easily be expanded when more than one phase transition is involved. In addition, other electrochemical stor-
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FIG. 13. Total Gibbs free energy (c) and partial energies of the (a) α phase and (b) β phase calculated for a commercial, MischMetal-based, hydride-forming material at 0 °C.30,31

Three different stages have to be distinguished in the hydrogen absorption process: an α solid-solution region, an α-to-β two-phase coexistence region followed by a β solid solution. The presented lattice gas model is based on the Bragg-Williams approximation and the mean-field theory. A binary alloy approach has been adopted, including simple assumptions of the hydrogen concentration dependencies. A complete set of equations, describing pressure-composition isotherms and corresponding equilibrium potential curves for AB₅-type hydrogen storage materials has been obtained. The model defines the pressure and potential as explicit functions of the normalized hydrogen concentration x with eight parameters, i.e., the phase-transition points (xₐ and xₜ₁), the energies of individual hydrogen atoms (Eₐ and Eₜ₁), the interaction energies within the α and β phases (Uₐ and Uₜ₁), the interaction energy between hydrogen atoms in the different phases (Uₐₜ₁), and the host energy (L). The isotherms consist of three parts; the first (x<xₐ) and last (x>xₜ₁) parts characterize the solid-solution regions of the pure α and β phases, respectively, and has a Nernst-type shape, demonstrating a logarithmic behavior. The mathematical equation for the two-phase coexistence (plateau) region is a linear function of the hydrogen concentration.

Simulations of experimental absorption isotherms have been presented for both model hydride-forming LaNi₅Cu₁ₓ₁₋ₓ-type materials and commercial MischMetal-based hydrogen storage electrode materials. The experimental and theoretical results of both the equilibrium hydrogen pressure and the equilibrium electrode potential show good agreement. The miscibility gap of the absorption isotherm is influenced by the composition of the hydride-forming material. Above a given critical composition γ ≈ 4.4 the miscibility gap is predicted to disappear. It has been analyzed that the contribution of the interaction energy between absorbed hydrogen atoms in the various phases to the Gibbs free energy is essential. The calculated pressure-composition isotherms at various temperatures also show good agreement with the experiments.
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