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ABSTRACT

We derive a kinetic theory of granular flow (KTGF) for frictional spheres in dense systems, including rotation, sliding and sticking collisions. We use the Chapman-Enskog solution procedure of successive approximations, where the single-particle velocity distribution is assumed to be nearly Maxwellian both translationally and rotationally, as assumed by McCoy et al. (1966). An expression for the first-order particle velocity distribution function is derived, which includes the effects of particle rotation and friction. Using a simple moment method, balance equations for mass, momentum and energy are derived with closure equations for viscosities, and thermal conductivities and collisional energy dissipation rates of angular and translational kinetic energy. Because the internal angular momentum changes are coupled to the flow field, the stress tensor contains anti-symmetric components which are associated with a rotational viscosity. In the resulting closure equations, the rheological properties of the particles are explicitly described in terms of the friction coefficient. The model has been incorporated into our in-house two-fluid model (TFM) code for the modeling of dense gas-solid fluidized beds. For verification, a comparison of the present model in the limit of zero friction with the original (frictionless) KTGF model is carried out. Simulation results of both models agree well. In the next part, simulation results obtained with the new model will be compared with experimental data and discrete particle model (DPM) simulations.

1. Introduction

Gas-solid fluidized beds find a widespread application in processes involving combustion, separation, classification, and catalytic cracking (Davidson et al., 1985; Kunii and Levenspiel, 1991). Understanding the dynamics of fluidized beds is a key issue in improving efficiency, reliability and scale-up. Owning to enormous increase in computer power and algorithm development, fundamental modelling of multiphase reactors has become an effective tool.

For larger scale applications, the Euler-Euler approach (Kuipers et al., 1992, Gidaspow, 1994, Lu and Gidaspow, 2003, Lu et al., 2003) is considered to be the most effective. The so-called two-fluid model (TFM) has emerged as a very promising tool as a result of its compromise between computational cost and amount of detail provided. In TFM, both the gas phase and the solid phase are treated as fully interpenetrating continua and are described by separate governing balance equations of mass and momentum. The challenge of the model is to establish an accurate hydrodynamic and rheological description of the solid phase. State-of-the-art closures have been obtained from the kinetic theory of granular flow, initiated by Jenkins & Savage (1983), Lun et al. (1984), Jenkins & Richman (1985), Lun & Savage (1987), Ding & Gidaspow (1990), Lun et al. (1991), and Nieuwland (1995). This theory is based on the classical kinetic theory of dense gases (Chapman and Cowling, 1970).

The original KTGF models of Jenkins and Savage (1983), Lun et al. (1984), Jenkins and Richman (1985) and Gidaspow (1994) are derived for frictionless and nearly elastic particles with translational motion only. Various extension have been proposed. For example, Sun et al. (2009) presented a KTGF with anisotropic second-order velocity moments for inelastic and frictionless particles. An extra model for the third-order velocity moment was used to close the equations for the second-order velocity moments. With this they predicted that in a fluidized bed the simulated second-
order moment in the vertical direction is 1.1 to 2.5 (or even 4 for small particles) times larger than the second moment in the lateral direction. It was found that the relatively large anisotropy values always occurred at sufficiently dilute conditions. Similarly, Chen et al. (2012) found obvious anisotropy in the second moments in dilute riser flow. In dense gas-solid fluidized beds the anisotropy in the second velocity moments is much weaker however. In the present work we focus on applications in dense gas-solid fluidized beds. We will therefore assume that the second moments can be described by an isotropic granular temperature combined with relatively small deviations which are controlled, as we will show in this paper, by gradients in the average velocity field.

As mentioned above, most KTGF models focus on frictionless particles. In reality, however, granular materials are frictional. The roughness of the granular materials has been shown to have a significant effect on stresses at least in the quasi-static regime (Sun & Sundaresan, 2011). After a binary collision between rough particles, the particles can rotate due to surface friction. Thus, translational kinetic energy may exchange with rotational kinetic energy. Attempts to quantify the friction effect have been somewhat limited.

Lun and Jenkins (1987) developed a kinetic theory for a system of inelastic, rough spherical particles to study the effects of particle surface friction and rotational inertia. Two collisional parameters were used. One was the normal restitution coefficient and the other was the roughness coefficient to characterize the effects of surface friction. In their theory only dense systems, where the major stress contribution arises from particle collisions, was considered. However, at low solids concentrations the kinetic stress contribution becomes dominant. Lun (1991) extended the kinetic theory to be appropriate for both dilute and dense granular flows including kinetic as well as collisional contributions for stresses and energy fluxes. Translational and rotational granular temperatures were involved to characterize the kinetic fluctuation energies. An extra energy balance equation for the rotational granular temperature was derived. Goldshtein and Shapiro (1995) developed a kinetic theory for rough inelastic spheres combining the translational and rotational granular temperatures into a total granular temperature. Their theory has been improved by Wang et al. (2012a, 2012b) to develop kinetic theory for granular flow of rough spheres. Chou and Richman (1998) derived a theory for homogeneous shear flows of identical, smooth and highly inelastic spheres in which the solids volume fraction, mean velocity and each component of the full second moment of fluctuation velocity were treated as mean fields. The constitutive relation for the granular flow of smooth, inelastic, spherical particles was derived by Kumaran (2004) in the adiabatic limit where the length scale for the conduction of energy is small compared to the macroscopic scale. Later, Kumaran (2006) developed constitutive relations for the granular flow of rough spheres in the limit where the energy dissipation in a collision is small compared to the energy of a particle. He also pointed out the antisymmetric component in the stress tensor for rough and partially rough particles. However, these models didn’t account for the dependence on the friction coefficient explicitly.

Abu-Zaid and Ahmadi (1990) introduced the friction coefficient into the kinetic theory model to include the effects of frictional energy dissipation during collision explicitly. But they made the assumption that the particles were sufficiently small such that the effects of particle-spin could be neglected. Jenkins and Zhang (2002) derived a simple kinetic theory for collisional flows of identical, slightly frictional, nearly elastic spheres. An effective restitution coefficient which was given in terms of the collision parameters, namely normal coefficient of restitution $e$, friction coefficient $\mu$, and tangential coefficient of restitution $\beta$. However, a comparison between experiment and simulation by Goldsmit et al. (2001) for an effective restitution coefficient of 0.73 showed that the simulated bubble dynamics was too vigorous, which indicated that the effects of particle friction could not be replaced by using an effective (smaller) restitution coefficient.

Rau and Nott (2008) derived a kinetic theory for rough inelastic particles. They used a simple hard sphere collision model with two restitution coefficients, namely the normal restitution coefficient $e$ (0 ≤ $e$ ≤ 1) and the tangential restitution coefficient $\beta$ (−1 ≤ $\beta$ ≤ 1). In effect, therefore, their theory applies to infinitely high friction coefficient. However, in fluidized beds the particles mostly undergo sliding contacts. Thus, for the study of hydrodynamics in fluidized beds, inclusion of the friction coefficient is important because distinguishing between sliding and sticking collisions is necessary. Using detailed simulations, Rau and Nott (2008) determined velocity distribution functions for both nearly perfectly rough and nearly perfectly smooth particles. As expected, in case of nearly perfectly
rough particles, the mean spin was found to be equal to half the macroscopic rotation rate of the particle velocity field, while in case of nearly perfectly smooth spheres, the mean spin could be any value. Based on the measured velocity distribution functions, they derived different closures equations. However, in their velocity distribution function, they neglect the coupling between rotation and translation (last term of our Eq. (2.22)).

Recently, Zhao et al. (2013) developed a kinetic theory model for rough spheres. Both particle friction and rotation were considered for energy fluxes. However, they did not derive the expression for the first-order particle velocity distribution function and the effect of rotation on the particle velocity distribution function was not included. In the Hermite polynomials proposed by Grad (1949) to write the velocity distribution function, the coefficients given by Enwald et al. (1996) were used without considering the particle friction. Sun and Sundaresan (2013) proposed a new expression for the radial distribution function at contact as well as modifications to the Garzó-Dufty (GD) KT model (1999) expressions for shear stress and energy dissipation rate through data obtained from discrete element method (DEM) simulations. Their model relied on empiricism, particularly in the corrections for the shear stress. According to their simulation, the granular temperature in the dilute region (solids volume fraction < 0.2) was overestimated due to neglect of the rotational degrees of freedom.

The present work is concerned with further development of a kinetic theory for rough spheres including particle friction and rotation. We focus on the inertial regime (Chialvo et al., 2012) so that kinetic theory can be applied without corrections for the drag caused by the interstitial fluid. Following Kumaran (2006), an antisymmetric contribution due to the convective transport of rotational momentum is incorporated in the solid stress tensor. The present model is first incorporated into our in-house Euler-Euler code. Simulations of gas-solid fluidized bed are carried out. Comparison between the present model and the original model is then made. Finally, we use the present model to investigate the influence of particle surface friction for inelastic particles. In this first part, we focus on the derivation of the model and verification of model implementation in well-known limits. In the next part, we will compare results from the present model with those obtained from a Discrete Particle Model.

2. Kinetic theory of rough spheres

2.1 Binary collisions

![Fig. 1. Sketch of a binary collision between frictional spheres.](image)

We start the analysis by considering an inelastic collision between two frictional spheres (Fig. 1). It is assumed that the interaction forces are impulsive and therefore all other finite forces are negligible during a collision. In this work, we will mainly adopt the notation used by Walton (1992) and Foerster et al. (1994). The spheres have mass $m$, diameter $\sigma$, and moment of inertia $I$ around their respective centers. The balance of linear momentum requires that the velocities $\mathbf{c}_1$ and $\mathbf{c}_2$ of the two spheres before collision and the velocities $\mathbf{c'}_1$, $\mathbf{c'}_2$ after collision have the relation
\[ c_1' = c_1 + J \\
\]
\[ c_2' = c_2 - J \]  
(1.1)

where \( mJ \) is the collisional impulsive change of particle 1 induced by its collision with particle 2.

The relations between angular velocities can be expressed by

\[ \omega_1' = \omega_1 - \frac{m\sigma}{2I} k \times J \]  
(1.2)

\[ \omega_2' = \omega_2 - \frac{m\sigma}{2I} k \times J \]

\( k \) is the unit vector directed from the center of particle 2 to the center of particle 1. The relative velocities of the centers of the spheres before and after a collision are

\[ g = c_2 - c_1 \]  
(1.3)

\[ \dot{g} = \dot{c}_2 - \dot{c}_1 \]  
(1.4)

The relative velocity \( G \) at the contact points is given by

\[ G = g + \frac{\sigma}{2}(\omega_1 + \omega_2) \times k \]  
(1.5)

\( J \) can be decomposed into its normal and tangential components,

\[ J = J_n k + J_t t \]  
(1.6)

where the unit tangential vector \( t \) is defined as,

\[ t = \frac{(G \times k) \times k}{|G \times k|} \]  
(1.7)

Note that \( t \) is perpendicular to \( k \), lies in the plane spanned by \( G \) and \( k \), and that \( G \cdot t \leq 0 \) (Fig. 1).

At this point, three parameters are used to close the above constitutive relations. The first parameter is the normal restitution coefficient \((0 \leq e \leq 1)\), i.e. the change in the normal component of the relative surface velocity after and before the collision:

\[ G \cdot k = -e(G \cdot k) \]  
(1.8)

Furthermore, the coefficient of tangential restitution \((-1 \leq \beta_0 \leq 1)\) and friction coefficient \((\mu \geq 0)\) are defined as,

\[ G \cdot t = -\beta_0 (G \cdot t) \quad \text{(sticking)} \]  
(1.9)

\[ |k \times J| = \mu k \cdot J \quad \text{(sliding)} \]  
(1.10)

The above two equations should be interpreted as follows. The tangential component of the relative surface velocity is changed by a factor \(-\beta_0\). If \( \beta_0 = -1 \) no change in tangential surface velocity is taking place. In the other extreme, for \( \beta_0 = 1 \) the tangential surface velocity is fully inverted (like two cogwheels hitting each other tangentially). This corresponds to a sticking type of collision. However, the tangential impulsive change is limited to \( \mu \) times the normal impulsive change, corresponding to a sliding (Coulomb-type) friction.

The normal component of the impulse vector can be determined by combining equations (1.3), (1.4) and (1.8):

\[ J_n = \frac{1}{2}(1 + e)(G \cdot k) \]  
(1.11)

Whether the collision is of the sliding or sticking type depends on the angle \( \theta \) between \( G \) and \( k \) (see Fig. 1). For collisions of the sliding type \((\theta \geq \theta')\), the tangential impulsive change is given by:

\[ J_t = -\frac{1}{2} \mu(1 + e)(G \cdot k) \]  
(1.12)
For sticking collisions ($\theta \geq \theta'$), the tangential impulsive change is given by:

$$J_t = \frac{1 + \beta_0}{2(1 + m\sigma^2/4I)}(G \cdot t)$$  \hspace{1cm} (1.13)

When $\theta = \theta'$, the above two expressions of tangential impulse must agree, so using $G \cdot k = G\cos\theta$ and $G \cdot t = -G\sin\theta$, we find

$$\beta_0 = -1 + \mu(1 + e)(1 + \frac{m\sigma^2}{4I})\cot\theta'$$  \hspace{1cm} (1.14)

Thus the critical angle is determined by

$$\tan\theta' = \frac{1 + e}{1 + \beta_0} (1 + \frac{m\sigma^2}{4I})$$  \hspace{1cm} (1.15)

For homogenous spheres $I = \frac{m\sigma^2}{10}$, and thus:

$$\tan\theta' = \frac{7}{2} \frac{1 + e}{1 + \beta_0}$$  \hspace{1cm} (1.16)

### 2.2 Transport equations and collisional production

The goal of any kinetic theory of granular flow is to obtain the transport balance equations for relevant hydrodynamic moments (e.g. mass-, momentum- and energy-density), along with closures for the transport properties such as shear viscosity and (pseudo-)thermal conductivity. In the following we will derive the Boltzmann equation for the probability distribution function of finding a particle at a specific location with a specific translational and rotational velocity. By taking ensemble averages we can then derive the corresponding Maxwell transport equations. Following Grad (1949), we assume that the state of the system can be described accurately by an extended, but limited, set of moments of the velocities and angular velocities. The balance equations for $N$th order moments do not form a closed system, because they generally contain fluxes and production terms which may involve moments of order $(N+1)$. Therefore, also following Grad (1949), we will construct a first approximation to the probability distribution function by expanding the unperturbed probability distribution function (which is a simple Maxwellian) into Hermite polynomials. The Hermite expansion coefficients are then determined self-consistently, such that the first approximation of the probability distribution functions reproduces the expected moments. The system is closed because we consider as many Hermite coefficients are there are moments. Once the first approximation to the probability distribution function is known, we can compute fluxes and production terms for each of the hydrodynamic moments.

We denote the single-particle probability distribution function to encounter a particle at position $r$ with instantaneous velocity $c$ and angular velocity $\Omega$ at time $t$ by $f = f(r, c, \Omega, t)$. With this definition, the number of particles per unit volume $n$ can be obtained from $n = \iiint f d\text{c} d\Omega$, and the mean (ensemble average) value of a quantity $\psi$ is defined as:

$$n\langle\psi\rangle = \iiint \psi f \text{d}c \text{d}\Omega$$  \hspace{1cm} (2.1)

Here, as in McCoy et al. (1966), we assume the unperturbed (zeroth-order) probability distribution function is of Maxwellian form for both the translational and rotational velocity fluctuations:

$$f^{(0)}(r, c, \Omega, t) = n \left(\frac{1}{2\pi\Theta_i}\right)^{3/2} \left(\frac{I}{2\pi m\Theta_i}\right)^{3/2} \exp \left[-\frac{1}{2} \left(\frac{C^2}{\Theta_i} + \frac{R^2}{m\Theta_i}\right)\right]$$  \hspace{1cm} (2.2)

Here $C$ ($C = c - \bar{v}$) and $\Omega$ ($\Omega = \omega - \bar{\omega}$) are the peculiar translational and rotational velocities, defined relative to the local average particle velocity $\bar{v}$ and average angular velocity $\bar{\omega}$. The
translational and rotational granular temperatures are a measure for the mean square peculiar velocities. More precisely they are given by \( \Theta = \frac{1}{3} \) and \( \Omega = \frac{1}{3/2} \).

In deriving the Boltzmann equation it is assumed that only binary encounters are important. Based on Chapman & Cowling (1970), we consider a particle with external force \( mF \) and external torque \( T \), which may be a function of \( r \) and \( t \) (note that \( F \) and \( T \) are therefore the acceleration and angular acceleration, respectively, due to external forces and torques). For particles in fluidized beds, the dominant external forces and torques include gravity forces and fluid-particle interactions such as buoyancy, drag and lift. Between times \( t \) and \( t+dt \), the velocities \( \mathbf{c} \), \( \mathbf{\omega} \) of any particle that does not collide with another will change to \( \mathbf{c} + \mathbf{F} \, dt \), \( \mathbf{\omega} + \mathbf{T} \, dt \) and its position vector \( r \) will change to \( r + \mathbf{c} \, dt \).

There are \( f(c, \omega, r, t) \) particles at time \( t \). After time interval \( dt \), there are \( f(c + \mathbf{F} \, dt, \omega + \mathbf{T} \, dt, r + \mathbf{c} \, dt, t + dt) \) particles. The number of particles in the second set differs from the first one. The net gain of particles to the second set must be proportional to \( \frac{\partial f}{\partial t} \), and will be denoted by \( \frac{\partial f}{\partial t} \). On dividing by \( \frac{\partial f}{\partial t} \) and making \( dt \) tend to zero, Boltzmann’s equation for \( f \) is obtained,

\[
\frac{\partial f}{\partial t} + \mathbf{c} \cdot \frac{\partial f}{\partial \mathbf{c}} + \mathbf{\omega} \cdot \frac{\partial f}{\partial \mathbf{r}} + \frac{\partial f}{\partial t} = \frac{\partial f}{\partial t} \tag{2.3}
\]

The quantity \( \frac{\partial f}{\partial t} \) is equal to the rate of change, owing to collisional encounters, in the velocity distribution function \( f \) at a fixed point.

Multiplying Boltzmann’s equation with a local property \( \psi(c, \omega, r) \), which may depend on the particle velocity, angular velocity and/or position, and changing independent variables to the peculiar velocities \( \mathbf{C}, \mathbf{\Omega} \) instead of absolute velocities \( \mathbf{c}, \mathbf{\omega} \), we find after several transformations (similar to Chapman & Cowling, 1970, p48) the Maxwell transport equations:

\[
\frac{\partial}{\partial t} \psi + \mathbf{c} \cdot \frac{\partial}{\partial \mathbf{c}} \psi + \mathbf{\omega} \cdot \frac{\partial}{\partial \mathbf{r}} \psi + \frac{\partial}{\partial t} \psi = \frac{\partial}{\partial t} \psi \tag{2.4}
\]

where for clarity the Einstein summation convention is used, i.e. a sum over all components (\( x, y, \) and \( z \)) is implied whenever the same component index (\( i \) or \( j \)) appears twice in a product. The rate of change \( \frac{\partial f}{\partial t} \) due to collisions can be written as follows according to Lun et al. (1984) and Lun (1991),

\[
\int \psi \frac{\partial f}{\partial t} \, d\mathbf{c}d\mathbf{\omega} = -\nabla \cdot \mathbf{\theta} + \chi(\psi) \tag{2.5}
\]

where the collisional flux term is:

\[
\mathbf{\theta}(\psi) = -\frac{\sigma^2}{2} \int \left( \psi - \psi \right) G \cdot k f^{(2)}(r + \sigma k, c, \omega, r, c_i, \omega_i) \, dk \, dc_i \, d\omega \, d\omega_i \tag{2.6}
\]

and the collisional source term is:

\[
\chi(\psi) = \frac{\sigma^2}{2} \int \left( \psi + \psi_i - \psi - \psi_i \right) G \cdot k f^{(2)}(r + \sigma k, c, \omega, r, c_i, \omega_i) \, dk \, dc_i \, d\omega \, d\omega_i \tag{2.7}
\]

Note that the tensorial rank of the collisional flux term is one higher than that of \( \psi \) and the tensorial rank of the collisional source term is equal to that of \( \psi \). As usual, we will assume that the 2-particle distribution function \( f^{(2)} \) factorizes as a product of two single-particle distribution functions, with position correlations included through the radial distribution function. Following a Taylor series gives the following expression for the 2-particle distribution function \( f^{(2)}(r + \sigma k, c, \omega, r, c_i, \omega_i, t) : \)
\[ f^{(2)}(\mathbf{r} + \sigma \mathbf{k}, \mathbf{c}, \mathbf{w}, \mathbf{r}, \mathbf{c}_1, \mathbf{w}_1, t) = g_0(\mathbf{r} + \frac{1}{2} \sigma \mathbf{k}, \mathbf{c}, \mathbf{w}) f(\mathbf{r} + \sigma \mathbf{k}, \mathbf{c}, \mathbf{w}, t) f_i(\mathbf{r}, \mathbf{c}_1, \mathbf{w}_1, t) \]
\[ = g_0 \left[ f \cdot f_i + \frac{1}{2} \sigma f f_i \mathbf{k} \cdot \nabla \ln \frac{f}{f_i} \right] \] (2.8)

where \(g_0\) is the radial distribution function at contact.

### 2.3 Balance laws

For convenience, in writing the balance laws corresponding to the higher moments of velocity fluctuation we adopt the following definitions,

\[ M_{h_{12}...n} = \left\{ C_{h_{12}...n} \right\}; \]
\[ N_{h_{12}...n} = \left\{ \Omega_{h_{12}...n} \right\}; \]
\[ \chi_{h_{12}...n} = \chi(mC_{h_{12}...n}); \]
\[ \theta_{h_{12}...n} = \theta_j(mC_{h_{12}...n}); \]

(2.9a-9d)

Different balance equations can be obtained by inserting different properties \(\psi\) in equation (2.4).  

(1) Let \(\psi = m\,
\[
\frac{D(nm)}{Dt} + nm \frac{\partial v_i}{\partial r_j} = 0
\] (2.10) 

which is the familiar continuity equation (mass conservation).

(2) Let \(\psi = mC_i\,
\[
\rho \frac{Dv_i}{Dt} + \frac{\partial}{\partial r_j} \left( \theta_j + \rho M_{ij} \right) = \rho F_i
\] (2.11)

Here, \(P_{ij} = \theta_{ji} + \rho M_{ij}\) is the total pressure tensor (negative of the stress tensor). This is the Navier-Stokes equation for the average particle momentum. We note that for smooth spheres \(\theta_j = \theta_j\). However, for rough spheres this is not the case, i.e. the pressure tensor contains asymmetric components. We will return to this point later.

(3) Let \(\psi = I\Omega_i\,
\[
m \frac{D\Omega_i}{Dt} + \frac{\partial}{\partial r_j} \left( \theta_j(I\Omega_i) \right) = \chi(I\Omega_i)
\] (2.12)

A collisional source term appears because the sum of angular momenta (around the respective sphere's center of mass) is not conserved in binary collisions. Similar to Lun et al. (1991), the collisional angular momentum flux \(\theta_j(I\Omega_i)\) is found to be zero.

(4) Let \(\psi = mC_iC_i\), using the definition of granular temperature, the energy balance equation can be written as,
\[
\frac{3}{2} \rho \frac{D\theta_i}{Dt} + \frac{1}{2} \frac{\partial}{\partial r_j} \left( \theta_{ji} + \rho M_{ji} \right) + \frac{\partial v_i}{\partial r_j} P_{ij} = \frac{1}{2} \chi(mC_iC_i)
\] (2.13)

Here \(\rho M_{ji}\) is the transported (kinetic) part of the energy flux vector, and \(\theta_{ji}\) is the collisional part.

(5) Let \(\psi = I\Omega_iI\Omega_i\), the energy balance equation for rotational granular temperature can be written as,
We note that according to our calculations terms like \( nIC_\Omega \), \( nI_\Omega C_k \) and \( \partial_k (I\Omega_j) \) vanish. Besides, in this work we will assume that in the bulk of the system the mean rotational velocity is so small that we can set it to zero, in which case the production term due to gradients in the mean rotational velocity (last term on the left hand side) vanishes. So we do not have a production term for rotational granular temperature in the present theory. This is in contrast with the work of Rao and Nott (2008), who kept the production term due to the existence of a mean rotational velocity. Note that we do still have a collisional source/sink term on the right hand side.

Let \( \psi \) be \( mIC_j \), the balance law for the mean of the second moment of velocity fluctuation is derived by deducting the energy equation (2.13).

\[
\frac{1}{2} \rho \frac{DM_{ij}}{Dt} + \frac{1}{2} \frac{\partial}{\partial r_j} \left( \theta_j (I\Omega_j) + \langle nIC_j \Omega_j \rangle \right) + \left( nI_\Omega C_k + \theta_k (I\Omega_j) \right) \frac{\partial \omega_j}{\partial r_k} = \frac{1}{2} \chi (I\Omega_j) \Omega_j
\]

(2.14)

where we defined \( Q_{ij} = \frac{1}{2} (\theta_{ij} + \rho M_{ij}) \). Here and in the following a comma denotes differentiation with respect to a spatial coordinate, e.g. \( a_{i,j} = \frac{\partial}{\partial x_j} a_i \), round brackets around paired indices denotes symmetric averaging over all permutations of the indices, e.g. \( a_i b_j = \frac{1}{2} (a_j b_i + a_i b_j) \) and \( a_{i,j,k} = \frac{1}{6} (a_i b_{jk} + a_j b_{ik} + a_k b_{ij} + a_i b_{kj} + a_k b_{ij} + a_j b_{ik}) \), and the traceless part of a second-rank tensor is denoted by a hat above its symbol, e.g. \( \hat{\chi} (mIC_j) = \chi (mIC_j) - \frac{1}{3} \chi (mIC_k) \delta_{ij} \). Note that Eq. (2.15) describes the evolution of the anisotropic part of the second moment of velocity fluctuations; the evolution of the isotropic part, which is the granular temperature, is given by Eq. (2.13).

Let \( \psi \) be \( I_\Omega \), similarly, after deducing the angular energy equation (2.14), the second moment of angular velocity fluctuation is,

\[
\frac{1}{2} \rho \frac{DN_{ij}}{Dt} + \frac{1}{2} \frac{\partial}{\partial r_j} \left( \theta_j (I\Omega_j) + \langle nIC_k \Omega_k \rangle \right) - \frac{1}{3} \delta_{ij} \left( \theta_k (I\Omega_k) + \langle nIC_p \Omega_p \rangle \right) \\
+ \left( P_{k,j} \omega_{j,k} - \frac{1}{3} \delta_{ij} \left( nI_\Omega C_k + \theta_k (I\Omega_p) \right) \omega_{p,k} \right) = \frac{1}{2} \chi (I\Omega_j) \Omega_j
\]

(2.16)

Let \( \psi \) be \( mIC_j \), the expression for the third moment of velocity fluctuation can be written as,

\[
\rho \frac{DM_{ijk}}{Dt} + 2Q_{ijk,j} - 3 \frac{\partial}{\partial r_a} P_{a(i,j,k)} + 6Q_{m(i,j,k),m} = \chi (mIC_k)
\]

(2.17)

where we defined \( Q_{ijk} = \frac{1}{2} (\theta_{ijk} + \rho M_{ijk}) \).

Let \( \psi \) be \( I_\Omega \), by using the linear moment balance law, the mixed third moment of angular and translational velocity fluctuations can be expressed as,
\[ n I \frac{D \{ \Omega_j \Omega_j C_k \}}{Dt} + \frac{\partial}{\partial r_n} \left( \theta_n \{ I \Omega_j \Omega_j C_k \} + n I \delta_n \delta_{mn} \{ \Omega_j \Omega_j C_i C_n \} \right) - \{ \delta_{kn} I \Omega_j \Omega_j \} \frac{\partial}{\partial m \omega_m} \left( \theta_m + \rho M_{nm} \right) \\
+ \frac{\partial v}{\partial r_n} \left( \{ n \delta_{mn} I \Omega_j \Omega_j C_m \} + \delta_{kn} \theta_m \{ I \Omega_j \Omega_j \} \right) + 2 \delta_{mn} \theta_m \{ I \Omega_j C_k \} \frac{\partial \omega_m}{\partial r_n} = \chi \{ I \Omega_j \Omega_j C_k \} \]

(2.18)

### 2.4 Second approximation for \( f^{(1)}(r, c, \omega, t) \) and linear theory

The balance laws apply to averaged quantities \( \langle \psi \rangle \), and therefore depend on our assumption about the single particle distribution function \( f \). Although in homogeneous systems it is reasonable to assume, to first order, a Maxwellian form, the distribution function is expected to alter under the influence of (relatively small) gradients in the average velocity, average angular velocity, translational granular temperature and rotational granular temperature fields. We therefore need a method to estimate these deviations. Following Grad (1949), we write the second approximation to the single particle distribution function with rotation as a Hermite polynomial series:

\[
f^{(2)}(r, c, \omega, t) = \begin{pmatrix}
1 - a_i \frac{\partial}{\partial c_i} - b_i \frac{\partial}{\partial \Omega_i} - \frac{a_{ij}}{2!} \frac{\partial^2}{\partial c_i \partial c_j} - \frac{b_{ij}}{2!} \frac{\partial^2}{\partial \Omega_i \partial \Omega_j} + \frac{a_{ijk}}{3!} \frac{\partial^3}{\partial c_i \partial c_j \partial c_k} - \frac{b_{ijk}}{3!} \frac{\partial^3}{\partial \Omega_i \partial \Omega_j \partial \Omega_k}
\end{pmatrix} f^{(0)}(r, c, \omega, t)
\]

(2.19)

where \( f^{(0)}(r, c, \omega, t) \) is the (zeroth order) Maxwellian distribution function, eq. (2.2). The coefficients \( a_i, a_{ij}, a_{ijk}, b_i, b_{ij}, b_{ijk}, \ldots \), to be determined next, may depend on \( r \) and \( t \) but crucially do not depend on \( c \) and \( \omega \). If the mean values of velocity fluctuations \( \langle C_i \rangle, \langle \Omega_i \rangle, \langle C_i C_j \rangle, \langle \Omega_i \Omega_j \rangle \), \( \langle C_i \Omega_j \rangle, \langle C_i C_j \Omega_k \rangle, \langle C_i \Omega_j \Omega_k \rangle \) based on the second approximation \( f^{(1)} \) are carried out, it can be found that \( a_i = b_i = b_{ij} = c_{ijk} = d_{ijk} = 0 \), \( a_{ij} = b_{ij} = 0 \). Also

\[
M_{ij} = \Theta \delta_{ij} + a_{ij}
\]

\[
M_{ijk} = a_{ijk}
\]

\[
M_{ijop} = 3\Theta^2 \delta_{ij} \delta_{lp} + 6\Theta a_{ij} \delta_{lp} + a_{ijp}
\]

(2.20a-20e)

\[
b_{ij} = \langle C_i \Omega_j \Omega_k \rangle
\]

\[
\delta_{ij} \delta_{kn} \frac{m\Theta \delta_{np}}{I} + a_{kn} \delta_{ij} \frac{m\Theta}{I} + b_{kn} = \langle \Omega_i \Omega_j \Omega_k C_i C_n \rangle
\]

Based on Jenkins & Richman (1985), we derive the following expressions for coefficients \( a_{ijk} \) and \( b_{ijk} \):

\[
a_{ijk} = \frac{1}{5} \left( a_{imn} \delta_{jk} + a_{jmnn} \delta_{ik} + a_{kmnm} \delta_{ij} \right)
\]

\[
b_{ijk} = \frac{1}{3} b_{imnn} \delta_{jk}
\]

(2.21a-21b)

Because \( a_{ijk}, b_{ijk} \) have no direct physical interpretation, we focus on \( a_{immn}, b_{imnn} \), which are directly related to the energy flux vectors. As a result, the second approximation for the distribution function can be expressed as
\[
 f^{(0)}(r, c, \omega, t) = \left[ 1 + \frac{a_{ij}}{2\bar{\Theta}^2_i} C_i C_j + \frac{a_{imm}}{10\bar{\Theta}^2_i} \left( \frac{C_i^2}{\bar{\Theta}^2_i} - 5 \right) C_i + \frac{Ib_{imm}}{6m\bar{\Theta}_i\bar{\Theta}_r} \left( \frac{I\Omega^2_i}{m\bar{\Theta}_r} - 3 \right) C_i \right] f^{(0)}(r, c, \omega, t) 
\]

(2.22)

Inserting equations (2.20a-2.20e) into the second and third moment balances, respectively, the second moment (2.15) may be rewritten in terms of \( a_{ij}, a_{imm} \)

\[
\frac{\rho D a_{ij}}{D t} + \frac{1}{5} \left( \frac{\partial}{\partial r_j} (\rho a_{imm}) + \frac{\partial}{\partial r_i} (\rho a_{imm}) - 2 \frac{\partial}{\partial r_k} (\rho a_{imm} \delta_{ij}) \right) + 2 \rho \bar{\Theta}, \hat{D}_{ij} + \left( \Theta_{ij} + \rho a_{ij} \right) \frac{\partial v_i}{\partial r_j} + \left( \Theta_{ij} + \rho a_{ij} \right) \frac{\partial v_j}{\partial r_i} - 2 \left( \Theta_{ijk} + \rho a_{ij} \right) \frac{\partial v_m}{\partial r_n} \delta_{ij} + \frac{\partial}{\partial r_k} \left( \Theta_{ij} - \frac{1}{3} \delta_{ij} \theta_{pp} \right) 
\]

(2.23)

\[
\chi \left( mC_i C_j \right) - \frac{1}{3} \chi \left( mC_k C_k \right) \delta_{ij}
\]

where \( 2 \hat{D}_{ij} = \frac{\partial v_i}{\partial r_j} + \frac{\partial v_j}{\partial r_i} - \frac{1}{3} \nabla \cdot \mathbf{v} \) is the traceless and symmetric rate of strain tensor.

For the third moment balance equation (2.17), let \( j \neq k \) (\( a_{ijk \rho} = 0 \)) and insert the expressions for \( M_{ij}, M_{ijk}, M_{i\rho k} \) in equations (2.20a-2.20c) to obtain

\[
\frac{\rho D a_{ik}}{D t} + \frac{5}{\rho} \left( \frac{\partial}{\partial r_i} (\rho a_{imm}) + \frac{\partial}{\partial r_k} (\rho a_{imm}) - 2 \frac{\partial}{\partial r_n} (\rho a_{imm} \delta_{ik}) \right) + 7 \frac{\partial}{\partial r_i} \left( \rho \bar{\Theta}, a_{ik} \right) - (5 \Theta, \delta_{ik} + 2a_{ik}) \frac{\partial}{\partial r_k} \left( \Theta_{ik} + \rho \bar{\Theta}, \delta_{ik} \right)
\]

\[
+ \frac{1}{5} \rho \left( 7a_{km} \frac{\partial v_i}{\partial r_k} + 2a_{mn} \frac{\partial v_m}{\partial r_k} + 2a_{km} \frac{\partial v_k}{\partial r_m} \right) + \frac{\partial v_i}{\partial r_k} \Theta_{mik} + 2 \frac{\partial v_k}{\partial r_m} \Theta_{mik} = \chi \left( mC_i C_k C_k \right)
\]

(2.24)

For the angular third moment (2.18), using equation (2.20c-2.20e),

\[
\frac{n}{\rho} \frac{D b_{ijk}}{D t} + \frac{\partial}{\partial r_i} \left( \rho \left( I\Omega, \Omega, C_k \right) + \Theta, \rho \bar{\Theta}, \Theta, + \rho a_{ik} \Theta_{r} \right) - \delta_{ik} \Theta, \frac{\partial}{\partial r_k} \left( \Theta_{ik} + \rho \bar{\Theta}, \delta_{ik} \right)
\]

\[
+ \frac{\partial v_i}{\partial r_k} \left( nb_{ijk} + \rho \left( I\Omega, \Omega, C_k \right) \right) + 2 \Theta, \left( \delta_{ik} I\Omega, C_k \right) \frac{\partial \omega_r}{\partial r_m} = \chi \left( I\Omega, \Omega, C_i \right)
\]

(2.25)

Equations (2.23-25) are used to determine \( \rho, u_i, \Theta, \Theta, a_{ij}, a_{ijk}, b_{ijk} \). Some assumptions regarding the order of magnitude of the spatial derivatives of the mean fluid field and granular temperature must be made to obtain a solution. Let \( L, U, \bar{\Theta}_0 \) be the characteristic values of length, velocity, and granular temperature, and then use these to form dimensionless quantities proportional to the spatial gradients of granular temperature and mean velocity. In order to rewrite the moment balance equations in dimensionless forms, \( \rho, a_{ij}, a_{ijk}, b_{ijk} \) are divided by typical values \( \rho_0, a_{(2)}, a_{(3)}, b_{(3)} \). We also make the assumption that \( \sigma / L, a_{(2)} / \bar{\Theta}_0, a_{(3)} / \bar{\Theta}_0^{1/2}, b_{(3)} / \bar{\Theta}_0^{3/2} \) are small and of the same order of magnitude. The non-dimensional granular temperature gradient, the non-dimensional gradient of mean velocity and \( U / \sqrt{\bar{\Theta}_0} \) are all of order one.

Following Jenkins and Richman (1985), the expression for \( \chi \left( \psi \right), \Theta \left( \psi \right) \) are still linear in the perturbation and the spatial gradients of velocity and granular temperatures. The terms quadratic in \( a_{ij}, a_{ijk} \) and \( b_{ijk} \) that appear in the product of \( f^{(1)}(r, c, \omega, t) \) with \( f^{(1)}(r, c_2, \omega_2) \) can be neglected.
when compared with linear terms, while the products of $a_{ij}$, $a_{ijk}$ and $b_{ijk}$ with the spatial gradients of the mean fields will be also ignored. Thus the flux and source terms can be written as,

$$\theta_j(\psi) = A_j(\psi) + B_i(\psi) + a_{ijk} B_{ijk}(\psi) + a_{ijk} B_{ijk}(\psi) + b_{ijk} C_{ijk}(\psi)$$  \hspace{1cm} (2.26)$$

$$\chi_j(\psi) = E_j(\psi) + F_i(\psi) + a_{ijk} F_{ijk}(\psi) + a_{ijk} F_{ijk}(\psi) + b_{ijk} D_{ijk}(\psi)$$  \hspace{1cm} (2.27)$$

Using definitions $f_{01} = f^{(0)}(r, c_1, \omega_1, t)$, $f_{02} = f^{(0)}(r, c_2, \omega_2, t)$, we find for the flux term

$$A_j(\psi) = -\frac{\sigma^4 g_0}{2} \int_{G_k > 0} (\psi' - \psi) G \cdot k f_{01} f_{02} k d \omega d \omega d \omega$$  \hspace{1cm} (2.28a)$$

$$B_i(\psi) = -\frac{\sigma^4 g_0}{4} \int_{G_k > 0} (\psi' - \psi) G \cdot k f_{01} f_{02} k \cdot \nabla \ln f_{01} k d \omega d \omega d \omega$$  \hspace{1cm} (2.28b)$$

$$B_{jk}(\psi) = -\frac{\sigma^4 g_0}{12} \int_{G_k > 0} (\psi' - \psi) G \cdot k f_{01} f_{02} k \cdot \nabla \ln f_{01} k d \omega d \omega d \omega$$  \hspace{1cm} (2.28c)$$

$$B_{ijk}(\psi) = -\frac{\sigma^4 g_0}{4} \int_{G_k > 0} (\psi' - \psi) G \cdot k f_{01} f_{02} k \cdot \nabla \ln f_{01} k d \omega d \omega d \omega$$  \hspace{1cm} (2.28d)$$

$$C_{ijk}(\psi) = \frac{\sigma^4 g_0}{4} \int_{G_k > 0} (\psi' - \psi) G \cdot k f_{01} f_{02} k \cdot \nabla \ln f_{01} k d \omega d \omega d \omega$$  \hspace{1cm} (2.28e)$$

For the source term, $\Delta_x(\psi) = \psi' + \psi_1 - \psi - \psi_1$, we find

$$E(\psi) = \frac{\sigma^4 g_0}{2} \int_{G_k > 0} \Delta_x(\psi) G \cdot k f_{01} f_{02} d \omega d \omega d \omega$$  \hspace{1cm} (2.29a)$$

$$F(\psi) = \frac{\sigma^4 g_0}{2} \int_{G_k > 0} \Delta_x(\psi) f_{01} f_{02} k \cdot \nabla \ln f_{01} G \cdot k d \omega d \omega d \omega$$  \hspace{1cm} (2.29b)$$

$$F_{ijk}(\psi) = \frac{\sigma^4 g_0}{12} \int_{G_k > 0} \Delta_x(\psi) G \cdot k f_{01} f_{02} k \cdot \nabla \ln f_{01} G \cdot k d \omega d \omega d \omega$$  \hspace{1cm} (2.29c)$$

$$F_{ijk}(\psi) = \frac{\sigma^4 g_0}{4} \int_{G_k > 0} \Delta_x(\psi) G \cdot k f_{01} f_{02} k \cdot \nabla \ln f_{01} G \cdot k d \omega d \omega d \omega$$  \hspace{1cm} (2.29d)$$

$$F_{ijk}(\psi) = \frac{\sigma^4 g_0}{4} \int_{G_k > 0} \Delta_x(\psi) G \cdot k f_{01} f_{02} k \cdot \nabla \ln f_{01} G \cdot k d \omega d \omega d \omega$$  \hspace{1cm} (2.29e)$$

In order to get $\chi_j(\psi), \theta_j(\psi)$, we neglect the products of perturbations, $a_{ij}, a_{ijk}$ and $b_{ijk}$ with the integrals (2.28b) and (2.29b) involving the spatial gradients. The characteristic values of length, velocity, and temperature are used to form dimensionless quantities to determine which terms can be neglected. Then some rather cumbersome integrations can be carried out.

Finally, much simplified equations can be obtained by a term-by-term order of magnitude analysis of balance laws (2.23-25) using the above assumptions. Together with the integrals in the linear equations (2.26-27), the resulting equation for (2.23) will be satisfied provided that

$$\widehat{\mu} D_y = -\frac{1}{2} d_y$$  \hspace{1cm} (2.30)$$

where $\widehat{\mu}$ is a transport coefficient (a viscosity) defined as

$$\widehat{\mu} = \frac{1}{-M_2} \left[ 2(1 + 2(1 + e_c g_0) + 6g_0e_c \left[ 2\eta_1 \left( \frac{2}{5} (1 + \eta_1) + \left( \frac{4\lambda_2^2 + 6\lambda + 1}{5(1 + \lambda)} \right) \right) \right] \right.$$

$$+ (1 + 6\eta_1)(2\lambda + 1) A_1 - 2A_1 \right]$$  \hspace{1cm} (2.31)$$
Here and in the following, $\lambda$ is defined as the granular temperature ratio, which for spheres is $\lambda = \frac{5\Theta}{2\Theta^2}$, and $\eta_1 = \frac{1 + e}{2}$, $\eta_2 = -\frac{1 + \beta^e}{7}$. For perfectly elastic and frictionless spheres, the viscosity is exactly the same as the original one from KTGF of smooth spheres. The expressions for $A_3$, $A_4$ (as well as the next $A_5$, $A_6$, $A_7$, $A_8$, $A_{11}$, $A_{12}$, and $A_{13}$) can be found in Appendix A, while the expression for $M_2$ (as well as the next $N_1$, $N_2$, $L_1$, $L_2$ and $L_3$) can be found in Appendix B. Note that Eq. (2.30) implies that the anisotropic deviations in the second moments of the particle velocities are controlled by the traceless rate of deformation of the particle velocity field.

The expression of $a_{ijk}$ can be determined from the third moment balance in a similar way, leading to

$$\frac{1}{2} \kappa_{ij} \frac{\partial \Theta_{ij}}{\partial r_l} = a_{pp}$$

Here, a transport coefficient for translational energy diffusion, similar to the coefficient of thermal conductivity for dilute gases is defined:

$$\kappa_{ij} \equiv \rho \Theta_{ij} \frac{N_2}{2N_1}$$

Again we find that for perfectly elastic and frictionless spheres without rotation, the above expression has the same form as the original model.

For rotational energy diffusion we find

$$\frac{1}{2} \kappa_{ir} \frac{\partial \Theta_{ir}}{\partial r_i} = b_{pp}$$

Here, $\kappa_{ir}$ is the transport coefficient connected to rotational energy transport, defined as

$$\kappa_{ir} \equiv \rho \frac{L_2}{2L_1}$$

In the case of perfectly elastic and frictionless spheres without rotation, the (pseudo) rotational thermal conductivity is 0, corresponding to the original model. With these equations we are finally ready to cast our balance equations into more familiar forms.

2.5 Constitutive equations

The full expressions for the constitutive equations, including both kinetic and collisional parts, are listed in Table 1. Because the particles have rotational degrees of freedom, during particle collisions not only linear momentum is transferred but also angular momentum. These degrees of freedom are not necessarily equilibrated; the rate with which equilibration is achieved will be determined by the rotational viscosity coefficient. By identifying terms connected to the divergence of the average particle velocity field, and terms connected to the symmetric and anti-symmetric parts of the velocity gradient field, the expression for the solid stress tensor can be written as,

$$\tau_{s} = -\left\{ (\lambda_s - \frac{2}{3} \mu_s)(\nabla \cdot \mathbf{v}) \mathbf{I} + \mu_s [\nabla \mathbf{v} + (\nabla \mathbf{v})^T] + \mu_s [\nabla \mathbf{v} - (\nabla \mathbf{v})^T] \right\}$$

Here, $\mu_s$, $\mu_s$ are shear (translational) and rotational viscosities and $\lambda_s$ is the bulk viscosity. For perfectly elastic and frictionless spheres without rotation, $\mu_s$ becomes zero, and the expression of $\mu_s$ is the same as the original model. For inelastic and frictional spheres, the present model is not the same as the old one since we consider particle friction, i.e. $\mu_s$ depends on the granular temperature ratio $\lambda$, which is not zero when particle rotation exists. The rotational viscosity $\mu_s$ is a consequence of the internal rotational degrees of freedom of the particles: when particles collide with each other,
the momentum transfer due to tangential collisions will be biased when the (average) particle velocity field is rotating, i.e. when there is a non-zero rate of rotation $\nabla v - (\nabla v)^\tau$.

For the rotational energy change per collision, the rate of dissipation due to inelastic collisions becomes,

$$\gamma_r = g_0 \rho_s \Theta \varepsilon_s^2 \left\{ -\frac{96}{\sigma} \sqrt{\frac{\Theta_s}{\pi}} \left( \frac{5}{2} A_2 - \lambda A_1 \right) + 120 \nabla \cdot \mathbf{v}_s \left( \frac{5}{2} A_4 - \lambda A_3 \right) \right\}$$

This vanishes when $\varepsilon = 1$.

In general, in the limit of perfectly elastic and perfectly smooth spheres $(e \to 1, \mu \to 0)$, all the closures reduce to the classical results of the first-order approximation from the dense smooth hard-sphere kinetic theory (Chapman & Cowling, 1970).

**Fig. 2** shows the shear viscosity as a function of friction coefficient for different values of the granular temperature ratio $\lambda$ for a system at a (translational) granular temperature of 0.003 and a solids volume fraction of 0.4. Generally, with increasing friction $\mu$ the shear viscosity decreases until it reaches a plateau value, while for the rotational viscosity it is opposite. Note that the shear viscosity decreases with increasing $\lambda$, while the rotational viscosity increases with increasing $\lambda$. Values for $\lambda$ of 0.35 are typical for large particles ($\sigma=3\text{mm}$) as we will show in the next paper (part II).

![Fig. 2. Comparison of shear viscosity as a function of friction coefficient for different $\lambda$ ($\sigma=3\text{mm}$, solids volume fraction 0.4, translational granular temperature 0.003 $\text{m}^2/\text{s}^2$).](image)

**Table 1**

Constitutive equations of the kinetic theory.

<table>
<thead>
<tr>
<th>Constitutive equations for fluid ($f$) and solid ($s$):</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\partial (\varepsilon_f \rho_f)}{\partial t} + \frac{\partial}{\partial x} (\varepsilon_f \rho_f \mathbf{v}_f) = 0$</td>
</tr>
<tr>
<td>$\frac{\partial (\varepsilon_f \rho_f \mathbf{v}_f)}{\partial t} + \nabla \cdot (\varepsilon_f \rho_f \mathbf{v}_f \mathbf{v}_f) = -\varepsilon_f \nabla P_f - \nabla \cdot (\varepsilon_f \mathbf{T}_f) + \varepsilon_f \rho_f \mathbf{g} - \beta_f (\mathbf{v}_f - \mathbf{v}_s)$</td>
</tr>
<tr>
<td>$\frac{\partial (\varepsilon_s \rho_s \mathbf{v}_s)}{\partial t} + \nabla \cdot (\varepsilon_s \rho_s \mathbf{v}_s \mathbf{v}_s) = -\nabla \cdot (P_s \mathbf{I} + \varepsilon_s \mathbf{T}_s) + \varepsilon_s \rho_s \mathbf{g} + \beta_s (\mathbf{v}_f - \mathbf{v}_s) - \varepsilon_s \nabla P_f$</td>
</tr>
</tbody>
</table>
The balance equations of mass (T1), momentum (T2-T3), and energy (T4-T5) are used to simulate the flow of granular materials. For the translational energy equation T4, the first term on the RHS is the production term due to transport of stress by velocity fluctuations and collisions. The second term is the diffusion of energy. The third term is the dissipation of energy due to inelastic collisions. The last term is the energy exchange between the fluid and the solids phase. For the rotational energy equation T5, we neglect the rotational interphase interaction (rotational hydrodynamic torque). Besides, we made the assumption that in the bulk the mean rotational velocity is zero. As a result,
there is no production term, but there is diffusion of rotational energy (first term on the RHS) and a collisional source/sink of granular temperature (second term on the RHS).

Table 2

Summary of the classical kinetic theory for closures (Gidaspow, 1994).

<table>
<thead>
<tr>
<th>Translational energy dissipation rate:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_t = 3 \left( 1 - e^2 \right) \varepsilon_s \rho_s g_0 \Theta_t \left( \frac{4}{\sigma} \sqrt{\frac{\Theta_t}{\pi}} \right) \left( \nabla \cdot \mathbf{v}_s \right) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Shear viscosity:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_s = 1.016 \frac{5}{96} \pi \rho_s \sigma \sqrt{\frac{\Theta_t}{\pi}} \left( 1 + \frac{8}{5} \frac{1 + e}{2} \varepsilon_s g_0 \left( 1 + \frac{8}{5} \varepsilon_s g_0 \right) \right) + \frac{4}{5} \varepsilon_s \rho_s \sigma g_0 \left( 1 + e \right) \sqrt{\frac{\Theta_t}{\pi}} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pseudo translational thermal conductivity:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_t = 1.02513 \frac{75}{384} \pi \rho_s \sigma \sqrt{\frac{\Theta_t}{\pi}} \left( 1 + \frac{12}{5} \frac{1 + e}{2} \varepsilon_s g_0 \left( 1 + \frac{12}{5} \varepsilon_s g_0 \right) \right) + 2 \varepsilon_s \rho_s \sigma g_0 \left( 1 + e \right) \sqrt{\frac{\Theta_t}{\pi}} )</td>
</tr>
</tbody>
</table>

Table 3 Effective coefficient of restitution (Jenkins and Zhang, 2002).

<table>
<thead>
<tr>
<th>( e_{\text{eff}} = e - \frac{1}{2} a_1 + \frac{1}{2} a_2 \left( \frac{b_1}{b_2} \right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 = \frac{\mu}{\mu_0} \left[ \pi \mu_0 \left( 1 - \frac{2}{\pi} \arctan \mu_0 \right) + \frac{2 \mu_0^2}{1 + \mu_0^2} \left( 1 - \frac{2 \mu}{\mu_0} \right) \right] )</td>
</tr>
<tr>
<td>( a_2 = \frac{5 \mu}{2 \mu_0} \left[ \frac{\pi}{2} \mu_0 \left( 1 - \frac{2}{\pi} \arctan \mu_0 \right) + \frac{\mu_0^2 - \mu^2}{1 + \mu_0^2} \right] )</td>
</tr>
<tr>
<td>( b_1 = \left( \frac{\mu}{\mu_0} \right)^2 \frac{\mu_0^2}{1 + \mu_0^2} )</td>
</tr>
<tr>
<td>( b_2 = \frac{\mu}{2 \mu_0} \left[ \frac{\pi}{2} \mu_0 \left( 1 - \frac{2}{\pi} \arctan \mu_0 \right) + \frac{\mu_0^2 - \mu^2}{1 + \mu_0^2} \right] )</td>
</tr>
<tr>
<td>( \Theta_e = \frac{b_1}{b_2} )</td>
</tr>
</tbody>
</table>

3. Numerical solution method

The governing equations for mass continuity, momentum and translational and rotational energy are solved on a staggered grid using the finite difference technique developed by Harlow and Amsden (1974). A two-step projection method is used to obtain simultaneous solution for the momentum equations. In order to overcome instabilities at low values of the normal restitution coefficient, a pressure and volume fraction (P-\( \varepsilon \)) correction algorithm is applied (Goldschmidt et al., 2001), which
is solved by the SIMPLE algorithm of Patankar and Spalding (1972). Besides this, incorporation of a frictional stress model for dense phase regions (see Verma et al., 2013) could further enhance the stability and computational speed of the code.

### 3.1 Discretization

In this work, mass, momentum and granular fluxes are discretized following total variation diminishing (TVD) methods such as MINMOD. Whereas the diffusive type fluxes have been discretized using a central differencing scheme. Details of the numerical solution method have been presented by Verma et al. (2013). In the discretization of momentum equation, terms associated with the gas and solid pressure gradients, and the inter-phase momentum transfer term have been treated fully implicitly. The discretization of the solid phase momentum equation in \( x \)-direction in Cartesian coordinate is given by

\[
(A_{s,x}^n)_{i+\frac{1}{2},j,k} = \frac{\Delta t}{\Delta x} \left[ \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i+\frac{1}{2},j,k} - \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i-\frac{1}{2},j,k} \right] - \frac{\Delta t}{\Delta x} \left[ \left( P_{s}^n \right)_{i+1,j,k} - \left( P_{s}^n \right)_{i,j,k} \right] - \frac{\Delta t}{\Delta x} \left[ \left( P_{s}^n \right)_{i+1,j,k} - \left( P_{s}^n \right)_{i,j,k} \right] \tag{3.1}
\]

Here \( A_{s,x} \) includes convection, diffusion and gravitational terms of the solid phase. \( A_{s,x}^n \) consists of the second derivative of the viscous term. The double star indicates that the term is calculated depending upon whether it is treated implicitly or explicitly. \( A_{s,x} \) can be written as,

\[
(A_{s,x}^n)_{i+\frac{1}{2},j,k} = \frac{\Delta t}{\Delta x} \left[ \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i+\frac{1}{2},j,k} - \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i-\frac{1}{2},j,k} \right] + \frac{\Delta t}{\Delta y} \left[ \frac{\left( \mathbf{v}_{s,y} \right)_{i+\frac{1}{2},j+\frac{1}{2},k} - \left( \mathbf{v}_{s,y} \right)_{i-\frac{1}{2},j+\frac{1}{2},k}}{\Delta y} - \frac{\left( \mathbf{v}_{s,y} \right)_{i+\frac{1}{2},j-\frac{1}{2},k} - \left( \mathbf{v}_{s,y} \right)_{i-\frac{1}{2},j-\frac{1}{2},k}}{\Delta y} \right] + \frac{\Delta t}{\Delta z} \left[ \frac{\left( \mathbf{v}_{s,z} \right)_{i+\frac{1}{2},j+\frac{1}{2},k} - \left( \mathbf{v}_{s,z} \right)_{i-\frac{1}{2},j+\frac{1}{2},k}}{\Delta z} \right]
\]

\[
+ \left[ \varepsilon_s \left( \lambda_s - \frac{2}{3} \mu_s \right) \right]_{i+\frac{1}{2},j,k} \left[ \frac{\left( \mathbf{v}_{s,y} \right)_{i+\frac{1}{2},j+\frac{1}{2},k} - \left( \mathbf{v}_{s,y} \right)_{i-\frac{1}{2},j+\frac{1}{2},k}}{\Delta y} - \frac{\left( \mathbf{v}_{s,y} \right)_{i+\frac{1}{2},j-\frac{1}{2},k} - \left( \mathbf{v}_{s,y} \right)_{i-\frac{1}{2},j-\frac{1}{2},k}}{\Delta y} \right] + \frac{\Delta t}{\Delta y} \left[ \frac{\left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i+\frac{1}{2},j+\frac{1}{2},k} - \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i-\frac{1}{2},j+\frac{1}{2},k}}{\Delta x} \right]
\]

\[
+ \frac{\Delta t}{\Delta y} \left[ \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i+\frac{1}{2},j+\frac{1}{2},k} - \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i-\frac{1}{2},j+\frac{1}{2},k} \right] + \frac{\Delta t}{\Delta z} \left[ \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i+\frac{1}{2},j+\frac{1}{2},k} - \left( \varepsilon_s \rho \mathbf{v}_{s,x} \right)_{i-\frac{1}{2},j+\frac{1}{2},k} \right]
\]

and the expression for the second derivative of the viscous term \( A_{s,x}^n \) becomes:
A deferred correction (DC) has been incorporated in the convection terms to provide stability to the solution. In the solution of the algebraic equations, DC uses an upwind method implicitly and a total variation diminishing method explicitly. The velocity fields are calculated using the coupled momentum equations of both phases, and then the P-ε method is used for the correction of pressure and solids volume fraction. An incomplete Cholesky conjugate gradient solver is employed to solve the matrix. The detailed solution of the momentum equation is referred to Verma et al. (2013).

The granular energy equations are solved in a fully implicit manner. The solution of the equation, however, proceeds through a separate iterative procedure that solves the granular temperature equations for the whole computational domain. In this separate iterative procedure the terms regarding convective transport and generation of fluctuating kinetic energy by viscous shear are explicitly expressed in terms of the most recently obtained granular temperature $\Theta^\ast$. The granular energy dissipation term is treated in a semi-implicit manner while all other terms are treated fully implicitly. The applied discretisation of the granular temperature equation in Cartesian coordinate is given by:

\[
\frac{3}{2} (\epsilon_{\rho, \Theta})_{i,j,k}^{*} = \frac{3}{2} (\epsilon_{\rho, \Theta})_{i,j,k}^{n} + (D_{\Theta})_{i,j,k}^{*} - \Delta t (\beta_{\epsilon})_{i,j,k}^{n} (\Theta)_{i,j,k}^{*} - \Delta t (\gamma_{\epsilon})_{i,j,k}^{n} (\Theta)_{i,j,k}^{*}
\]

\[
- (p_{\Theta})_{i,j,k}^{*} \frac{\Delta t}{\Delta t} ((v_{x,x})_{i,j,k}^{*} - (v_{x,x})_{i,j,k}^{n})
\]

\[
- (p_{\Theta})_{i,j,k}^{*} \frac{\Delta t}{\Delta t} ((v_{y,y})_{i,j,k}^{*} - (v_{y,y})_{i,j,k}^{n})
\]

\[
- (p_{\Theta})_{i,j,k}^{*} \frac{\Delta t}{\Delta t} ((v_{z,z})_{i,j,k}^{*} - (v_{z,z})_{i,j,k}^{n})
\]

\[
+ \Delta t \left( \frac{\epsilon_{\rho, \Theta}}{\Delta x} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) - \frac{\epsilon_{\rho, \Theta}}{\Delta y} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) - \frac{\epsilon_{\rho, \Theta}}{\Delta z} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) \right)
\]

\[
+ \Delta t \left( \frac{\epsilon_{\rho, \Theta}}{\Delta x} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) - \frac{\epsilon_{\rho, \Theta}}{\Delta y} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) - \frac{\epsilon_{\rho, \Theta}}{\Delta z} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) \right)
\]

\[
+ \Delta t \left( \frac{\epsilon_{\rho, \Theta}}{\Delta x} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) - \frac{\epsilon_{\rho, \Theta}}{\Delta y} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) - \frac{\epsilon_{\rho, \Theta}}{\Delta z} \left( (\Theta)_{i,j,k+1/2}^{n} - (\Theta)_{i,j,k}^{n} \right) \right)
\]

Where, the superscript * indicates that a term is computed based upon the most recent information. The convective transport and the viscous generation of fluctuating kinetic energy have been collected in the explicit term $D^\ast$.  

\[
(A^\ast_{i,j,k})_{i,j,k}^{n} = \frac{\Delta t}{\Delta x} \left( (v_{x,x})_{i,j,k}^{n} - (v_{x,x})_{i,j,k}^{n} \right) + 2 \frac{\Delta t}{\Delta y} \left( (v_{y,y})_{i,j,k}^{n} - (v_{y,y})_{i,j,k}^{n} \right) + 2 \frac{\Delta t}{\Delta z} \left( (v_{z,z})_{i,j,k}^{n} - (v_{z,z})_{i,j,k}^{n} \right)
\]
The rotational granular energy equation is solved in a similar way as the translational energy equation using a fully implicit manner. The applied discretization of the rotational energy equation in Cartesian coordinate is given by:

\[
\frac{3}{2} (\epsilon_i \rho_i \Theta_{i,j,k}^{e_{i+1}}) = \frac{3}{2} (\epsilon_i \rho_i \Theta_{i,j,k}^e) - \Delta t \left( \frac{\partial}{\partial x} \right)_{i,j,k} \Theta_{i,j,k}^{e_{i+1}} \\
- \frac{\Delta \Theta}{\Delta x} \left\{ (\epsilon_i \rho_i \Theta_{i,j,k}^{e_{i+1}}) - (\epsilon_i \rho_i \Theta_{i,j,k}^e) + \frac{1}{\Delta x} \left\{ (\Theta_{i,j,k}^{e_{i+1}} - (\Theta_{i,j,k}^e) \right\} \right\} \\
- \frac{\Delta \Theta}{\Delta y} \left\{ (\epsilon_i \rho_i \Theta_{i,j,k}^{e_{i+1}}) - (\epsilon_i \rho_i \Theta_{i,j,k}^e) + \frac{1}{\Delta y} \left\{ (\Theta_{i,j,k}^{e_{i+1}} - \Theta_{i,j,k}^e) \right\} \right\} \\
+ \frac{\Delta \Theta}{\Delta z} \left\{ (\epsilon_i \rho_i \Theta_{i,j,k}^{e_{i+1}}) - (\epsilon_i \rho_i \Theta_{i,j,k}^e) + \frac{1}{\Delta z} \left\{ (\Theta_{i,j,k}^{e_{i+1}} - \Theta_{i,j,k}^e) \right\} \right\} \\
\]

The iterative solution procedure for the granular energy equations continues until the convergence criteria,

\[
\Theta_{i,j,k}^{e_{i+1}} - \Theta_{i,j,k}^e < \epsilon_\Theta \cdot \Theta_{i,j,k}^{e_{i+1}}
\]

is satisfied for all cells within the computational domain at the same time. For a typical value of \(\epsilon_\Theta = 10^{-6}\), this takes only a few iterations per time step.

### 3.2 Boundary conditions

The hydrodynamic boundary conditions used in the flow solver of the TFM are listed in Table 4. A schematic picture is shown of the flag matrix in Fig. 2. The gas flows into the computational domain at the bottom via a prescribed influx cell and a prescribed pressure boundary is prescribed at the top of the bed.
Table 4

Cell flags and the boundary conditions.

<table>
<thead>
<tr>
<th>Flag</th>
<th>Boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Interior cell, no boundary condition</td>
</tr>
<tr>
<td>3</td>
<td>No-slip for gas and no-slip for particles</td>
</tr>
<tr>
<td>4</td>
<td>Prescribed influx for gas</td>
</tr>
<tr>
<td>7</td>
<td>No-slip for gas and partial-slip for particles</td>
</tr>
<tr>
<td>8</td>
<td>No-slip for gas and free-slip for particles</td>
</tr>
<tr>
<td>9</td>
<td>Corner cell, no boundary condition</td>
</tr>
<tr>
<td>10</td>
<td>Prescribed pressure for gas and impermeable no slip for particles</td>
</tr>
</tbody>
</table>

Table 5

Properties of particle and settings

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle</td>
<td>glass beads (Shape factor = 1.0)</td>
</tr>
<tr>
<td>Particle density, kg/m$^3$</td>
<td>2526.0</td>
</tr>
<tr>
<td>Particle diameter $\sigma$ (mm),</td>
<td>1.0, 3.0</td>
</tr>
<tr>
<td>Initial bed height</td>
<td>AR (aspect ratio) =1</td>
</tr>
<tr>
<td>Grid size $\sigma$ $\times$ 3.5$\sigma$</td>
<td>10 $\times$ 10 $\times$ 50</td>
</tr>
<tr>
<td>Normal restitution coefficient, $e$</td>
<td>1.0 (elastic), 0.9 (inelastic)</td>
</tr>
<tr>
<td>Friction coefficient, $\mu$</td>
<td>0.1 (inelastic)</td>
</tr>
<tr>
<td>Simulation time</td>
<td>15 s</td>
</tr>
<tr>
<td>Minimum fluidization velocity, $U_{mf}$</td>
<td>0.636 m/s ($\sigma$=1mm), 1.48 m/s ($\sigma$=3mm)</td>
</tr>
<tr>
<td>Superficial gas velocity, $U_g$</td>
<td>$3.0 U_{mf}$</td>
</tr>
<tr>
<td>Flow solver time-step</td>
<td>$10^{-4}$ s</td>
</tr>
</tbody>
</table>

4. Validation results and discussion
Without friction and rotation, the new KTGF is the same as the original one when the normal restitution coefficient is 1. First, tests are carried out to verify our implementation for such perfectly elastic particles. Next, we investigate the influence of the particle friction for inelastic particles. The simulation settings are specified in Table 5. Gas flows into the computational domain at the bottom with an inlet velocity of $3U_{mf}$. During the simulation, a no-slip boundary condition is applied for the gas phase and free slip boundary condition for the solids phase at the side walls. A zero gradient boundary condition is applied both for the translational and rotational granular temperatures. Such adiabatic boundary conditions do not occur in real fluidized beds, but allow us to directly compare the bulk behaviour of different models without the complicating factor of boundary conditions which may need to be different for different KTGF models.

Before presenting the results, we would like to add a note on computation times. Compared to the old model, the present model is computationally more expensive. In particular, for 3 mm perfectly elastic frictionless particles, the computational time for the old model is 5 hours while the present model needs 6.5 hours. For inelastic frictionless particles, the computational time for the old model is 10 hours while the present model needs 21 hours. For inelastic frictional particles the old model does not suffice while the present model needs 98 hours. This considerable increase in computational time has 3 causes. First, the extra angular energy equation and complex integrals in the present model need more computational evaluations. Second, more implicit terms are present in the new model, which need to be solved iteratively. Third, we have added the new equations to our in-house code without undertaking any efforts to optimize the code or to optimize convergence and relaxation parameters in the implicit scheme. It is foreseen that such optimizations will reduce the computational time, but the fact remains that a complex model is inevitably slower than a simpler one.

4.1 Implementation validation

Fig. 4 shows that at the first 2 seconds, the granular temperature increases quickly and then decrease sharply because of the injection of gas. From Fig. 5, it should be noted that a significant decrease in pressure drop is observed before the full fluidization takes place, and then the pressure drop tends to be steady because ideal particles are used. The same simulation results are obtained for our new model, both for small and big particles, which validates the implementation of the new model in the code for ideal particles. In the next session, we will focus on validation of the present model by comparing with results obtained from Jenkins and Zhang’s model for simulation of non-ideal frictional particles.

![Granular temperatures without friction of different particle diameters for model implementation validation.](image)
Fig. 5. Pressure drop without friction of different particle diameters for model implementation validation.

4.2 Influence of particle friction

In this part, we carry out different simulations for inelastic particles based on different models, i.e. the original model, the effective model from Jenkins and Zhang (2002) and our present model.

Fig. 6 shows the global granular temperature over time. It is clear the present model and the old model predict almost the same granular temperature without particle friction, which indicates that the difference between these two models is negligible. While for inelastic frictional particles, the present model and the Jenkins and Zhang’s model predict close results. With friction, less granular temperature is obtained than the case without friction due to more dissipated during particle-particle collisions. The pressure drop in the whole bed is shown in Fig. 7. The difference between all models is not so obvious except that the simulated pressure drop without friction fluctuates more rigorously than with friction case. To conclude, the results of our present model can obtain excellent agreement with the simulation results from the original model without friction and the Jenkins and Zhang’s model with friction.
Fig. 6. Granular temperature from different models with inelastic particles ($d_p = 3\text{mm}$).

Fig. 7. Pressure drop from different models with inelastic particles ($d_p = 3\text{mm}$).
Fig. 8 shows the quantitatively comparison of translational granular temperature profiles from different models over solids concentration. The predicted translational granular temperatures from all models increase with the increase of solids concentration. For dilute regime, the granular temperature is proportional to the $2/3$ power of the solids concentration, as is reported by Gidaspow (1994). In the transition region (solids concentration between 0.35-0.4), granular temperature reached maximum, which has been also observed by Lu et al. (2003) and Wang et al. (2012b). Without friction, the present model and the original model predicts almost similar profile which again indicates negligible difference between these two models. With friction, both our present model and Jenkins and Zhang’s model predict similar and low granular temperature. In conclusion, the present model can be employed to gas-solids bubbling fluidized beds considering particle friction.

5. Conclusions

We have extended the kinetic theory of granular flow to include angular momenta of rough spheres, using the Chapman-Enskog method for the derivation of the balance laws and Grad’s moment solution for higher order perturbation functions. In this theory, the transition between sticking and sliding collisions is distinguished. The new model accounts for the dependence on friction coefficient explicitly. The model has been incorporated into our in-house two fluid model code. Comparison between the new model and the original KTGF code was carried out using the same boundary conditions for the case of perfectly elastic particles. The simulation results show that the implementation of the presented model is right. Besides, the present model and the model from Jenkins and Zhang (2002) are applied to investigate the effect of particle friction. Results show that our present model can obtain close agreement with Jenkins and Zhang’s model.

In the next part, the developed model and its numerical implementation will be tested for a more realistic gas-solid fluidized bed containing frictional inelastic spheres. Simulation results for the granular temperature, solid velocity, particle circulation pattern and particle density function will be compared against the model from Jenkins and Zhang (2002) and Euler-Lagrange computations.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{c}$</td>
<td>translational particle velocity, m/s</td>
</tr>
<tr>
<td>$\mathbf{v}$</td>
<td>mean particle translational velocity, m/s</td>
</tr>
<tr>
<td>$\mathbf{C}$</td>
<td>translational fluctuating particle velocity, m/s</td>
</tr>
</tbody>
</table>
\( \dot{c} \) translational particle velocity after collision, m/s
\( G \) relative particle velocity at contact point, m/s
\( J \) impulse force, kg m/s
\( k \) unit normal vector at contact point
\( j \) unit tangential vector at contact point
\( F \) external body force (acceleration) acting on the particle, m/s²
\( T \) external torque (angular acceleration) acting on the particle, rad/s²
\( g \) gravitational acceleration, m/s²
\( r \) position of the particle, m
\( f^{(0)} \) single particle distribution function, first approximation (Maxwellian)
\( f^{(1)} \) single particle distribution function, second approximation
\( f^{(2)} \) pair particle distribution function
\( I \) moment of inertia, kg m²
\( m \) mass of the particle, kg
\( n \) particle number density, m⁻³
\( U_{mf} \) minimum fluidization velocity, m/s
\( e \) normal restitution coefficient

**Greek**

\( \rho \) density, kg/m³
\( \Theta \) granular temperature, m²/s²
\( \beta_t \) tangential restitution coefficient
\( \sigma \) particle diameter, m
\( \gamma \) energy dissipation rate, J/(m³s)
\( \beta_t \) inter-phase momentum transfer coefficient, kg/(m³s)
\( \tau \) stress tensor (Pa)
\( \varepsilon \) volume fraction
\( \omega \) rotational velocity, rad/s
\( \kappa \) thermal conductivity, kg/(m·s)
\( \chi_c \) collisional source of particle properties
\( \theta_c \) collisional flux of particle properties
\( \Omega \) rotational fluctuating particle velocity, rad/s
\( \mu_t \) translational shear viscosity, kg/(m·s)

**Subscript**

1 particle 1
2 particle 2
s solid phase
r rotational contribution
i coordinate direction \( i \)
j coordinate direction \( j \)
k coordinate direction \( k \)
n normal direction
w wall
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Appendix A

All the basic integrals which be solved using Mathematica, is listed as follows,

\[ a_1 = (1 + \lambda) \int_0^{\pi/2} \sin^2 \theta_u \cos^3 \theta_u d\theta_u \quad (A1) \]

\[ a_2 = (1 + \lambda) \int_0^{\pi/2} \sin^3 \theta_u \cos \theta_u d\theta_u \quad (A2) \]

\[ a_3 = (1 + \lambda) \int_0^{\pi/2} \sin \theta_u \cos^3 \theta_u d\theta_u \quad (A3) \]

\[ a_4 = (1 + \lambda) \int_0^{\pi/2} \sin^2 \theta_u \cos^3 \theta_u d\theta_u \quad (A4) \]

\[ a_5 = (1 + \lambda)^{3/2} \int_0^{\pi/2} \sin \theta_u \cos^2 \theta_u d\theta_u \quad (A5) \]

\[ a_6 = (1 + \lambda)^{3/2} \int_0^{\pi/2} \cos \theta_u \sin \theta_u d\theta_u \quad (A6) \]
\[ a_7 = (1 + \lambda) \int_0^{\pi/2} \frac{\cos \theta_u \sin^3 \theta_u}{(1 + \lambda \cos^2 \theta_u)} d\theta_u \]  

\[ a_8 = (1 + \lambda)^{3/2} \int_0^{\pi/2} \frac{\sin^3 \theta_u \cos \theta_u}{(1 + \lambda \cos^2 \theta_u)^{3/2}} d\theta_u \]  

\[ a_9 = (1 + \lambda) \int_0^{\pi/2} \frac{\sin^3 \theta_u \cos \theta_u}{(1 + \lambda \cos^2 \theta_u)^4} d\theta_u \]  

\[ a_{10} = (1 + \lambda) \int_0^{\pi/2} \sin^2 \theta_u \cos^4 \theta_u d\theta_u \]  

\[ a_{11} = (1 + \lambda) \int_0^{\pi/2} \sin^4 \theta_u \cos^2 \theta_u d\theta_u \]  

\[ a_{12} = (1 + \lambda) \int_0^{\pi/2} \sin^5 \theta_u \cos \theta_u d\theta_u \]  

\[ a_{13} = (1 + \lambda) \int_0^{\pi/2} \sin^3 \theta_u \cos^5 \theta_u d\theta_u \]  

\[ a_{14} = (1 + \lambda) \int_0^{\pi/2} \sin \theta_u \cos^7 \theta_u d\theta_u \]  

\[ a_{15} = \int_0^{\pi/2} \frac{\sin^3 \theta_u \cos^3 \theta_u}{(1 + \lambda \cos^2 \theta_u)^4} d\theta_u \]  

\[ a_{16} = \int_0^{\pi/2} \frac{\sin^2 \theta_u \cos^4 \theta_u}{(1 + \lambda \cos^2 \theta_u)^4} d\theta_u \]  

\[ a_{17} = \int_0^{\pi/2} \frac{\sin \theta_u \cos^5 \theta_u}{(1 + \lambda \cos^2 \theta_u)^4} d\theta_u \]  

Integrals appear in the closure equations,

\[ A_1 = -\left( \mu \eta a_1 + \eta_2 a_2 \right) \]  

\[ A_2 = (1 + \lambda) \left[ \left( \mu \eta_1 \right)^2 a_3 + \left( \eta_2 \right)^2 a_2 \right] \]  

\[ A_3 = -\left( \mu \eta a_3 + \eta_2 a_5 \right) \]  

\[ A_4 = (1 + \lambda) \left[ \left( \mu \eta_1 \right)^2 a_4 + \left( \eta_2 \right)^2 a_5 \right] \]  

\[ A_5 = (1 + \lambda) \left[ \left( \mu \eta_1 \right)^2 a_4 + \left( \eta_2 \right)^2 a_5 \right] \]  

\[ A_6 = -\left( \mu \eta a_{11} + \eta_2 a_9 \right) \]
\[ A_7 = -(\mu \eta_1 a_{12} + \eta_2 a_{14}) \]  
\[ A_8 = (\mu \eta_1)^2 a_{12} + (\eta_1)^2 a_{14} \]  
\[ A_9 = -(\mu \eta_1 a_{15} + \eta_2 a_{16}) \]  
\[ A_{10} = (\mu \eta_1)^2 a_{15} + (\eta_1)^2 a_{16} \]  
\[ A_{11} = (\mu \eta_1)^2 a_{10} + (\eta_1)^2 a_{14} \]  
\[ A_{12} = (\mu \eta_1)^2 a_{15} + (\eta_1)^2 a_{16} \]  
\[ A_{13} = (\mu \eta_1)^2 a_{13} + (\eta_1)^2 a_9 \]  

Appendix B

The solutions of the related integrals in equations (2.23-25) are given as follows. For the flux term:

\[ \chi_c \left( \frac{1}{2} mc_i c_i \right) = \rho \sigma \Theta A_1 \varepsilon_i^2 \left\{ -\frac{192}{\sigma} \sqrt{\frac{\Theta}{\pi}} \left[ \eta_1 (1+\eta_1) - (2\lambda + 1) A_1 + (\lambda + 1) A_2 \right] \right\} \]  
\[ \theta_{c,j} \left( \frac{1}{2} mc_i c_i \right) = \rho \sigma \Theta A_1 \varepsilon_i^2 \left\{ \frac{\eta_1}{4(1+\lambda)} + (2\lambda + 1) A_1 \right\} \]  
\[ \theta_{c,j} \left( \frac{1}{2} I \omega_i \omega_i \right) = -16\lambda (1+\lambda) \sigma g \rho \varepsilon_i^2 A_1 \Theta \frac{\partial \Theta}{\partial r_j} \]  
\[ \theta_{c,j} \left( m C_i C_i \right) = 2(1+e) \delta_j g \Theta \rho \varepsilon_i^2 - 48(\lambda + 1) g \sigma \rho \varepsilon_i^2 \Theta \frac{\partial \Theta}{\partial r_j} \]  
\[ \theta_{c,j} \left( I C_i C_i \right) = -6 \frac{\delta_j g \rho \varepsilon_i^2 \Theta}{10} \left\{ \frac{80\lambda^2 + 140\lambda + 70}{15(1+\lambda)} + \frac{3(3 + 2(2\eta_1 + 3)\eta_1)}{15} \right\} + 20(1+2\eta_1) [A_4 - 2(1+2\lambda) A_1] \]  
\[ \theta_{c,j} \left( I \Omega_i \Omega_j \right) = -6 \frac{\delta_j g \rho \varepsilon_i^2 \Theta}{10} \left\{ 10(1+2\eta_1) (2\lambda A_4 - 5A_4) - \frac{2\lambda \eta_1 (6\lambda + 13)}{15(\lambda + 1)} \right\} \]
\[ a_{\text{man}}(mCJC) = \frac{192}{15\sigma} \rho_s \varepsilon_s \sigma_i^2 a_y \sqrt{\frac{\Theta_i}{\pi}} \]

\[ \eta_i \left[ (1+\eta_i) + (1 - 0.5 \eta_i) \left\{ \frac{\lambda_i^3 + 16 \lambda_i^2 + 18 \lambda_i + 3}{3(1 + \lambda_i)} \right\} + 9(1 + 4 \eta_i)(1 + 2 \lambda_i) A_o - 0.5(11 \lambda_i^2 + 12 \lambda_i + 3) \right] \]

\[ - \left( (3 \lambda_i + 1)(4 \lambda_i + 3)(\lambda_i + 1) + \lambda_i^2 \right) A_o + 6 \lambda_i(1 + 2 \lambda_i) A_3 + 3(\lambda_i + 1)^2 A_{13} - 0.5 \lambda_i(\lambda_i + 1)(\lambda_i + 2) A_{12} \] (B8)

\[ \chi_e(mCJC) = -12 \varepsilon_s \varepsilon_s \rho_s g_0 \Theta_i \frac{\partial \Theta_i}{\partial x_j} \]

\[ \left\{ 3 \eta_i^2 + 3 \eta_i + \frac{4 \lambda_i \eta_i}{3} + \frac{4 \eta_i(8 \eta_i^2 + 10 \lambda_i + 2.5)}{15(1 + \lambda_i)} - 10(1 + \eta_i)(1 + 2 \lambda_i) A_3 + 5 A_4 \right\} \] (B9)

\[ a_{\text{man}}F_{\text{man}}(CJC) = \frac{-320 \varepsilon_s \varepsilon_s \rho_s g_0 a_{pp}}{\sigma} \sqrt{\frac{\Theta_i}{\pi}} \]

\[ \eta_i \left[ (1+\eta_i) \left\{ \frac{10.5(11 \lambda_i^3 + 12 \lambda_i + 3) + 10.5 \lambda_i(\lambda_i + 2)(\lambda_i + 3)}{450(\lambda_i + 1)^2} + \frac{61}{450} \right\} + \frac{(11 \lambda_i^2 + 12 \lambda_i + 3) + \lambda_i(\lambda_i + 2)(\lambda_i + 3)}{75(\lambda_i + 1)^2} \right] \]

\[ + \frac{140 A_2 + 116(2 \lambda_i + 1) A_3 - 24 A_4 - 0.04(102 \lambda_i^2 + 272 \lambda_i + 6)(A_3 + A_4)}{315} \]

\[ - 0.04[(\lambda_i + 1)(96 \lambda_i^2 + 99 \lambda_i + 21) + 9 \lambda_i^3](A_{10} + A_0) \]

\[ - 0.48(1 - \eta_i)(2 \lambda_i + 1)(\lambda_i + 1) A_6 \] (B10)

\[ b_{\text{man}}D_{\text{man}}(I\Omega_j \Omega_j, C_i) = \frac{-32 \sigma \varepsilon_s \varepsilon_s \rho_s g_0 b_{pp}}{25} \sqrt{\frac{\Theta_i}{\pi}} \]

\[ \left\{ \frac{50 A_2}{\lambda} - 10 A_1 - \frac{100}{3} A_{11} \right\} - \frac{50}{3 \lambda_i}(\lambda_i + 1)(\lambda_i + 2) A_{12} + \frac{20}{3}(3 \lambda_i + 4) A_9 \] (B11)

\[ N_2 = 5 - 6 \varepsilon_s g_0 \left\{ \eta_i \left[ \frac{-24 \lambda_i^2 + 20 \lambda_i + 50}{15(\lambda_i + 1)} + \frac{30(4 \eta_i + 3) \eta_i - 50}{15} \right] + (40 \eta_i + 10) A_4 - 20 \eta_i(2 \lambda_i + 1) A_3 \right\} \] (B12)

\[ \Theta_i M_2 = \sqrt{F_{\text{man}}(mCJC)/a_{ij}} \] (B13)

\[ \varepsilon_s \rho_s N_1 = \sqrt{F_{\text{man}}(mCJC)/a_{pp}} \] (B14)

\[ \varepsilon_s \rho_s L_1 = \sqrt{D_{\text{man}}(I\Omega_j \Omega_j, C_i)/b_{pp}} \] (B15)

\[ L_2 = g_0 \varepsilon_s \Theta_i \left[ \frac{56 \eta_i \lambda(\lambda_i + 2)}{5(\lambda_i + 1)} - 60(1 + 4 \eta_i)(2 A_3 + A_4) \right] \] (B16)

\[ L_3 = \left(1 + \frac{12}{5} g_0 \varepsilon_s \lambda \Theta_i \right) \left[ - \frac{8 \eta_i(2 + \lambda_i)}{3(1 + \lambda_i)} + 50(1 + \eta_i) A_3 \right] \] (B17)