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LARGE DEVIATIONS FOR CODE DIVISION MULTIPLE ACCESS SYSTEMS∗

REMCO VAN DER HOFSTAD†, GERARD HOOGHEMSTRA†, AND MARTEN J. KLOK‡

Abstract. We derive approximations for the probability of a bit error for a code division multiple access (CDMA) system with one-stage soft decision parallel interference cancellation. More precisely, we derive the exponential rates, \( J_k \) with cancellation and \( I_k \) without cancellation, of a CDMA system with \( k \) users and processing gain equal to \( n \) as \( n \to \infty \).

Whereas the rates \( I_k \) follow explicitly from Cramér’s theorem, the rates \( J_k \) are given in terms of an optimization problem that can be evaluated numerically. We prove that \( J_k > I_k \) for \( k \geq 3 \), which shows that interference cancellation is effective. For the case without interference cancellation, we investigate the second order (Bahadur–Rao) asymptotics. For the case with interference cancellation, we can obtain second order asymptotics only for \( k = 3 \). Together the limits provide excellent approximations for the probability of a bit error in a wide range of interest.
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1. Introduction. We consider a problem from telecommunications. Suppose that a system has \( k \) users and that all users transmit data simultaneously. In order to do so, each user multiplies his data signal by an individual coding sequence. At the receiver, the signal of the \( m \)th \((1 \leq m \leq k)\) user can be retrieved by taking the inner product of the transformed total signal and the \( m \)th coding sequence. In the case in which the coding sequences are orthogonal, all data that does not originate from the \( m \)th user will be annihilated. This technique is known as code division multiple access (CDMA); cf. [7].

More precisely, we define the data signal \( b_m(t) \) of the \( m \)th user as

\[
b_m(t) = \sum_{i=-\infty}^{\infty} b_{mi} p_T(t - iT), \quad 1 \leq m \leq k,
\]

where \( b_m = (\ldots, b_{m,-1}, b_{m0}, b_{m1}, \ldots) \in \{-1, +1\}^Z \) and where for \( T > 0 \),

\[
p_T(t) = \begin{cases} 1, & 0 \leq t < T, \\ 0, & \text{elsewhere}. \end{cases}
\]

Note that \( b_m(t) = b_{m,\lfloor t/T \rfloor} \), where for \( x \in \mathbb{R} \), \( \lfloor x \rfloor \) denotes the largest integer smaller than or equal to \( x \). For each \( m \), \( 1 \leq m \leq k \), a sequence \( a_m = (\ldots, a_{m,-1}, a_{m0}, a_{m1}, \ldots) \in \{-1, +1\}^Z \) is generated, and we put

\[
a_m(t) = \sum_{i=-\infty}^{\infty} a_{mi} p_T(t - iT_c),
\]
where $T_c = T/n$ for some integer $n$. In practice, the value of $n$ ranges from 30–180. The transmitted coded signal of the $m$th user is then

$$s_m(t) = \sqrt{2P} b_m(t) a_m(t) \cos(\omega_c t), \quad 1 \leq m \leq k,$$

where $P$ is the power and $\omega_c$ is the carrier frequency. The total transmitted signal is given by

$$r(t) = \sum_{j=1}^{k} s_j(t).$$

To retrieve the data bit $b_{m0}$, the signal $r(t)$ is multiplied by $a_m(t) \cos(\omega_c t)$ and then averaged over $[0,T]$:

$$\frac{1}{T} \int_{0}^{T} r(t) a_m(t) \cos(\omega_c t) \, dt = b_{m0} \frac{\sqrt{2P}}{T} \int_{0}^{T} \left\{ \frac{1}{2} + \frac{1}{2} \cos(2\omega_c t) \right\} \, dt$$

$$+ \frac{1}{n} \sum_{j \neq m}^{k} \sum_{i=0}^{n-1} a_{ji} a_{mi} \frac{\sqrt{2P}}{T_c} \int_{T_c}^{(i+1)T_c} \left\{ \frac{1}{2} + \frac{1}{2} \cos(2\omega_c t) \right\} \, dt.$$

In practice, we take $\omega_c T_c$ large. For simplicity, we pick $\omega_c T_c = \pi f_c$, where $f_c \in \mathbb{N}$, to get

$$\frac{1}{T} \int_{0}^{T} r(t) a_m(t) \cos(\omega_c t) \, dt = \frac{1}{2} \sqrt{2P} b_{m0} + \frac{1}{2} \sqrt{2P} \sum_{j \neq m}^{k} b_{j0} \frac{1}{n} \sum_{i=0}^{n-1} a_{ji} a_{mi}.$$

The decoded signal consists of the desired bit and interference due to the other users.

In an ideal situation the vectors $(a_{m0}, \ldots, a_{m,n-1})$ and $(a_{j0}, \ldots, a_{j,n-1}), j \neq m$, would be orthogonal, so that $\sum_{i=0}^{n-1} a_{ji} a_{mi} = 0$. In practice, however, the $a$-sequences are generated by a random number generator.

To model the pseudorandom sequence $a$, let $A_{mi}, m = 1,2,\ldots,k$, $i = 1,2,\ldots,n$, be an array of independent and identically distributed (i.i.d.) random variables with distribution

$$\mathbb{P}(A_{11} = +1) = \mathbb{P}(A_{11} = -1) = 1/2.$$

Assuming the coding sequences to be random, we model the signal in (4) as

$$\frac{1}{2} \sqrt{2P} b_{m0} + \frac{1}{2} \sqrt{2P} \sum_{j \neq m}^{k} b_{j0} \frac{1}{n} \sum_{i=1}^{n} A_{ji} A_{mi},$$

where we have replaced $i = 0,\ldots,n-1$ by $i = 1,\ldots,n$, for notational convenience. Note that for each $m$ and $j$, the sequence $A_{ji} A_{mi}, i = 1,\ldots,n$, is an i.i.d. sequence with mean 0, and so by the strong law of large numbers, $\frac{1}{n} \sum_{i=1}^{n} A_{ji} A_{mi} \to 0$ almost surely as $n$ increases to $\infty$. We shall see that the performance of the system increases with $n$; for this reason $n$ is called the processing gain. An estimator for $b_{m0}$ is given by

$$\hat{b}_{m0} = \text{sign} \left( \frac{1}{2} \sqrt{2P} b_{m0} + \frac{1}{2} \sqrt{2P} \sum_{j \neq m}^{k} b_{j0} \frac{1}{n} \sum_{i=1}^{n} A_{ji} A_{mi} \right),$$

where $\text{sign}(x)$ is the sign function, which returns $1$ if $x > 0$, $-1$ if $x < 0$, and $0$ if $x = 0$. This estimator is unbiased and has a minimum variance among all linear unbiased estimators.
where, for $x \in \mathbb{R}$,

$$\text{sign}(x) = \begin{cases} +1, & x > 0, \\ 0, & x = 0, \\ -1, & x < 0. \end{cases}$$

We are interested in the probability of a bit error, i.e., $P(\hat{b}_{m0} \neq b_{m0})$. If we define

$$(6) \quad Z^{(1)}_m = 1 + \sum_{j=1}^{k} \frac{1}{n} \sum_{i=1}^{n} A_{ji} A_{mi},$$

then

$$\frac{\hat{b}_{m0}}{b_{m0}} \overset{d}{=} \text{sign}(Z^{(1)}_m),$$

since $A_{ji} = b_{j0} A_{ji}$ and

$$(7) \quad b_{m0} + \sum_{j=1, j \neq m}^{k} b_{j0} \frac{1}{n} \sum_{i=1}^{n} A_{ji} A_{mi} = b_{m0} \left( 1 + \sum_{j=1, j \neq m}^{k} \frac{1}{n} \sum_{i=1}^{n} b_{j0} A_{ji} b_{m0} A_{mi} \right).$$

Hence

$$P(\hat{b}_{m0} \neq b_{m0}) = P\left( \frac{\hat{b}_{m0}}{b_{m0}} \neq 1 \right) = P(Z^{(1)}_m \leq 0).$$

If the probability of the event $\{\hat{b}_{m0} \neq b_{m0}\}$ is too large, we try to cancel the interference of the other users (i.e., the users with subscript $j \neq m$). We estimate the data signal $s_j(t)$ for $t \in [0, T]$ by (recall (2) and (4))

$$\hat{s}_j(t) = 2 \left( \frac{1}{T} \int_{0}^{T} r(\tau) a_j(\tau) \cos(\omega_c \tau) d\tau \right) (a_j(t) \cos(\omega_c t))$$

$$= \left( \sqrt{2P} b_{j0} + \sqrt{2P} \sum_{l=1, l \neq j}^{k} b_{l0} \frac{1}{n} \sum_{i=1}^{n} A_{li} A_{ji} \right) (a_j(t) \cos(\omega_c t)).$$

Then we estimate the total interference in $r(t)$ by (recall (3))

$$\hat{r}_m(t) = \sum_{j=1, j \neq m}^{k} \hat{s}_j(t).$$

We use the above to estimate the data bit $b_{m0}$ by the sign of

$$(8) \quad \frac{1}{T} \int_{0}^{T} (r(t) - \hat{r}_m(t)) a_m(t) \cos(\omega_c t) dt$$

$$= \frac{1}{2} \sqrt{2P} b_{m0} - \frac{1}{2} \sqrt{2P} \sum_{j=1, j \neq m}^{k} \frac{1}{n} \sum_{i=1}^{n} A_{ji} A_{mi} \left( \frac{1}{n} \sum_{l=1, l \neq j}^{k} b_{l0} \sum_{i=1}^{n} A_{li} A_{ji} \right).$$
This procedure is called soft decision interference cancellation; cf. [2]. Let $\hat{b}^{(2)}_{m0}$ be the sign of the quantity in (8). We are now interested in the probability that $\hat{b}^{(2)}_{m0} \neq b_{m0}$. Defining

$$Z^{(2)}_{m}=1+\sum_{j=1}^{k} \left( \frac{1}{n} \sum_{i=1}^{n} A_{ji}A_{mi} \right) \left[ 1 - Z^{(1)}_{j} \right], \quad (9)$$

we obtain, similarly as before,

$$\Pr(\hat{b}^{(2)}_{m0} \neq b_{m0}) = \Pr(Z^{(2)}_{m} \leq 0).$$

In this paper we describe the asymptotic behavior for the processing gain $n \to \infty$ of $\Pr(Z^{(s)}_{m} \leq 0)$, for $s = 1$ and $s = 2$, using large deviation theory; cf. [3, 6]. To date, the probability of a bit error has only been investigated using the central limit theorem or simulations (cf. Chapter 4 of [8] and the references therein). To our knowledge, the only paper on CDMA in which large deviation theory was involved is [9]. In that paper, rare event simulation was applied to obtain results for the bit error probability when $s = 1$.

Note that the random variables $Z^{(s)}_{1}, Z^{(s)}_{2}, \ldots, Z^{(s)}_{k}$ are exchangeable, so that it suffices to consider the case in which $m = 1$. Also, it is clear that for $k = 1$ there is no interference due to other users, and therefore $\Pr(Z^{(s)}_{1} \leq 0) = 0$, $s = 1, 2$. For $k = 2$, i.e., for two users, something peculiar happens. It is readily seen that for $k = 2$

$$\hat{b}_{10} = \text{sign} \left( b_{10} + \frac{b_{20}}{n} \sum_{i=1}^{n} A_{1i}A_{2i} \right), \quad \hat{b}^{(2)}_{10} = \text{sign} \left( b_{10} - \frac{b_{10}}{n} \left( \sum_{i=1}^{n} A_{1i}A_{2i} \right)^{2} \right).$$

Hence

$$\Pr(\hat{b}^{(2)}_{10} \neq b_{10}) = \Pr \left( \left( \sum_{i=1}^{n} A_{1i}A_{2i} \right)^{2} = n^{2} \right) = 2^{-n+1} = 2\Pr(\hat{b}_{10} \neq b_{10}),$$

so that after interference cancellation the probability of a bit error is twice as large as the probability of a bit error without cancellation. This is due to the fact that the same term, i.e.,

$$\frac{1}{n} \sum_{i=1}^{n} A_{1i}A_{2i}, \quad (10)$$

is used in estimating both $b_{10}$ and $b_{20}$. If the absolute error $|\hat{b}_{10} - b_{10}|$ is large, then the absolute error $|\hat{b}_{20} - b_{20}|$ is also large (they are both equal to the absolute value of the expression (10)), and interference cancellation reinforces the probability of a bit error.

For $k \geq 3$, which we assume from now on, interference cancellation is superior. Observe from (6) that

$$\Pr(Z^{(1)}_{1} \leq 0) = \Pr \left( \sum_{j=2}^{k} \sum_{i=1}^{n} A_{1i}A_{ji} \geq n \right),$$

This is the text that was extracted from the image. It is a continuation of the discussion on large deviations for CDMA systems, focusing on soft decision interference cancellation and the asymptotic behavior as the processing gain $n \to \infty$. The text introduces the use of large deviation theory to analyze the probability of a bit error, distinguishes between the cases of one and two users, and highlights the peculiar behavior for two users, where interference cancellation doubles the probability of a bit error. It also notes that for $k \geq 3$, interference cancellation becomes more effective.
which by Lemma 2.1 is the same as the probability that a sum of \(n(k-1)\) independent random variables, each with probability \(\frac{1}{2}\) on +1 and on -1, is equal to or exceeds \(n\). The large deviation properties are well known and follow from Cramér’s theorem (cf. [3]). This behavior will be briefly sketched in section 2 for later use in comparison with the behavior of \(\mathbb{P}(Z_{1}^{(2)} \leq 0)\). In section 2, we also describe the refined asymptotic behavior of

\[
\sqrt{n} e^{n I_k} \mathbb{P}(Z_1^{(1)} \leq 0),
\]

where \(I_k\) is given in (13). We note that this behavior depends on the parity of \(n\).

The results with interference cancellation appear in the sections 3 and 4. In section 3, we prove the rate result:

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(Z_1^{(2)} \leq 0) = -J_k,
\]

where the value of \(J_k\) is the minimum of the variational problem described in Theorem 3.2, which can be evaluated numerically. Here we also show that for \(k \geq 3\),

\[
J_k > I_k,
\]

so that the probability of a bit error with interference cancellation is indeed of smaller order than that without cancellation.

Concerning the second order asymptotics of \(\mathbb{P}(Z_1^{(2)} \leq 0)\), we could obtain a complete result only for \(k = 3\). This result is Theorem 4.1. The paper closes with a section on conclusions and open problems. In an appendix we prove three technical results.

**2. Bit error probabilities without cancellation.** In formula (13) below we give the rate of \(\mathbb{P}(Z_1^{(1)} \leq 0)\), and in Theorem 2.2 we present the second order (Bahadur–Rao) asymptotics for the quoted probability.

Let

\[
\mathcal{X} = \{ -1, +1 \}^{k-1}.
\]

Furthermore, we define the random vectors \(X_j \in \mathcal{X}\):

\[
X_j = A_{1j} (A_{2j}, A_{3j}, \ldots, A_{kj})^T, \quad 1 \leq j \leq n,
\]

where the distribution of \(A_{ij}\), for \(1 \leq i \leq k, 1 \leq j \leq n\), is defined in (5). The following lemma is straightforward and the proof is omitted.

**Lemma 2.1.** The vectors \(X_1, \ldots, X_n\) are i.i.d. Their common distribution \(\mu_0\) is the uniform distribution on the finite set \(\mathcal{X}\), i.e.,

\[
\mu_0(a) = \mathbb{P}(X_1 = a) = \frac{1}{2^{k-1}} \quad \forall a \in \mathcal{X}.
\]

Throughout this paper, \(M(\mathcal{X})\) will denote the set of all probability measures (laws) on \(\mathcal{X}\). Combining (6) and (12) gives

\[
Z_1^{(1)} = 1 + \sum_{j=1}^{k-1} \frac{1}{n} \sum_{i=1}^{n} (X_i)_j.
\]
It is clear that \( n(Z_1^{(1)} - 1) \) is the sum of \((k - 1)n\) i.i.d. random variables that assume values +1 or −1 with probability 1/2. The rate of \( P(Z_1^{(1)} \leq 0) \) follows from Cramér’s theorem [3]. For \( k \geq 3 \),

\[
\lim_{n \to \infty} \frac{1}{n} \log P(Z_1^{(1)} \leq 0) = -I_k,
\]

where

\[
I_k = \frac{k - 2}{2} \log \left( \frac{k - 2}{k - 1} \right) + \frac{k}{2} \log \left( \frac{k}{k - 1} \right).
\]

The next step is to consider the second order asymptotics of \( P(Z_1^{(1)} \leq 0) \). Since we deal with lattice random variables, we have, according to Theorem 1 of [1], the following.

**Theorem 2.2.** For \( k \geq 3 \),

\[
P(Z_1^{(1)} \leq 0) = A_n \sqrt{\frac{n}{k}} e^{-nI_k} (1 + o(1)),
\]

where

\[
A_n = \sqrt{\frac{k - 1}{2\pi}} \left( \frac{k - 2}{k} \right)^{\frac{n+k+1}{2}} \left( \frac{n+k+1}{2} \right).\]

3. **Exponential rate with interference cancellation.** The main result of this section is Theorem 3.2, which specifies the exponential rate for \( P(Z_1^{(2)} \leq 0) \) as \( n \to \infty \), for arbitrary values of \( k \geq 3 \). Furthermore, we present a theorem which states that the exponential rate for \( s = 2 \) is strictly larger than the exponential rate for \( s = 1 \). We close the section with uniqueness of the variational problem for \( k = 3 \).

The empirical measure (law) \( L_n^X \) is defined by

\[
L_n^X(a) = \frac{1}{n} \sum_{i=1}^n 1_{\{a\}}(X_i), \quad a \in \mathcal{X},
\]

i.e., \( L_n^X(a) \) is the fraction of occurrences of \( a \) in the sequence \( X_1, \ldots, X_n \). Let \( \mathcal{L}_n \) denote the set of all empirical measures. Thus, with \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \),

\[
\mathcal{L}_n = \{ \rho \in M(\mathcal{X}) : n \rho \in \mathbb{N}_0^{\{\mathcal{X}\}} \}.
\]

Note that the empirical measure \( L_n^X \) is a random element of the set \( \mathcal{L}_n \). We often abbreviate \( L_n^X(a) \) by \( (L_n)_a \).

We define

\[
I_k(\rho) = (k - 1) \log 2 + \sum_{a \in \mathcal{X}} \rho_a \log \rho_a.
\]

The function \( \rho \mapsto I_k(\rho) \) is called the rate function. It is nonnegative and convex; cf. [3]. Furthermore, \( I_k(\mu_0) = 0 \).

**Lemma 3.1.** For \( k \geq 3 \),

\[
Z_1^{(2)} = F_k(L_n),
\]
where for \( \rho \in M(\mathcal{X}) \)

\[
F_k(\rho) = 1 - \sum_{i=2}^{k} \sum_{j=i}^{k} \left( \sum_{a \in \mathcal{X}} a_{i-1} \rho_a \right) \left( \sum_{a \in \mathcal{X}} a_{i-1} a_{j-1} \rho_a \right),
\]

where \( a_0 = 1 \) for all \( a \in \mathcal{X} \).

**Proof.** According to the definitions (6) and (9),

\[
A_{it} A_{jl} = A_{it} A_{jl} A_{it} A_{jl} = (X_l)_{i-1} (X_l)_{j-1}, \quad i, j \geq 1, 1 \leq l \leq n,
\]

where by convention \( (X_l)_0 = 1 \). Switching over to empirical measures,

\[
\frac{1}{n} \sum_{l=1}^{n} (X_l)_i (X_l)_j = \sum_{a \in \mathcal{X}} a_i a_j (L_n)_a
\]

yields the lemma.

**Remark.** For \( k = 3 \), we write \( \rho_+ = \rho(+1, +1) \), \( \rho_\pm = \rho(+1, -1) \), \( \rho_{\mp} = \rho(-1, +1) \), and \( \rho_- = \rho(-1, -1) \). Then it is straightforward that for \( \rho \in M(\mathcal{X}) \) we have

\[
F_3(\rho) = 1 - 2(\rho_+ - \rho_-)(2\rho_+ - \rho_\pm - \rho_{\mp}) - 2(\rho_\pm - \rho_-)^2.
\]

For \( k \geq 3 \), we obtain the following from Sanov’s theorem (cf. [3]) and the contraction principle.

**Theorem 3.2.** For \( k \geq 3 \),

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(Z_1^{(2)} \leq 0) = -J_k,
\]

where

\[
J_k = \inf_{\rho \in M(\mathcal{X}): F_k(\rho) = 0} I_k(\rho).
\]

We now prove that, for \( k \geq 3 \), interference cancellation reduces the bit error rate if \( n \) is significantly large, i.e., \( J_k > I_k \).

**Theorem 3.3.** For \( k \geq 3 \),

\[
J_k > I_k.
\]

**Proof.** We will show that \( J_k \geq I_k \) here. The proof that \( J_k > I_k \) is similar but is more involved and is therefore deferred to Appendix A.

\[
\mathbb{P}(Z_1^{(2)} \leq 0) = \mathbb{P} \left( \bigcap_{j=2}^{k} \left\{ Z_j^{(1)} \in [0, 2] \right\} \bigcap \left\{ Z_1^{(2)} \leq 0 \right\} \right) + \mathbb{P} \left( \bigcup_{j=2}^{k} \left\{ Z_j^{(1)} \notin [0, 2] \right\} \bigcap \left\{ Z_1^{(2)} \leq 0 \right\} \right) \leq \mathbb{P} \left( \bigcap_{j=2}^{k} \left\{ Z_j^{(1)} \in [0, 2] \right\} \bigcap \left\{ Z_1^{(2)} \leq 0 \right\} \right) + 2(k - 1) \mathbb{P}(Z_1^{(1)} \leq 0).
\]
In the last step we used Boole’s inequality and the fact that $\mathbb{P}(Z_1 \notin [0, 2]) \leq 2\mathbb{P}(Z_1 \leq 0)$.

Furthermore,

$$
\mathbb{P}\left( \bigcap_{j=2}^{k} \left\{ Z_j^{(1)} \in [0, 2] \right\} \bigcap \left\{ Z_1^{(2)} \leq 0 \right\} \right)
\leq \mathbb{P}\left( \bigcap_{j=2}^{k} \left\{ Z_j^{(1)} \in [0, 2] \right\} \bigcap \left\{ 1 + \frac{1}{n} \sum_{j=2}^{k} \sum_{i=1}^{n} A_{1i} A_{ji} (1 - Z_j^{(1)}) \leq 0 \right\} \right)
\leq \mathbb{P}\left( 1 - \frac{1}{n} \sum_{j=2}^{k} \left| \sum_{i=1}^{n} A_{1i} A_{ji} \right| \leq 0 \right)
\leq 2^{k-1} \mathbb{P}\left( 1 + \frac{1}{n} \sum_{j=2}^{k} \sum_{i=1}^{n} A_{1i} A_{ji} \leq 0 \right)
= 2^{k-1} \mathbb{P}(Z_1^{(1)} \leq 0).
$$

Hence, $\mathbb{P}(Z_1^{(2)} \leq 0) \leq (2^{k-1} + 2(k - 1)) \mathbb{P}(Z_1^{(1)} \leq 0)$. This proves that $J_k \geq I_k$, since $k$ is fixed.

For $k = 3$, we can prove that the minimizer in Theorem 3.2 is unique and symmetric in the second and third coordinate. This theorem is important for the calculation of the second order asymptotics in the next section. Unfortunately, the proof is rather technical and therefore it is deferred to Appendix B.

**Theorem 3.4.** For $k = 3$, the minimizer $\nu$ of the variational problem of Theorem 3.2 is unique. Furthermore, $\nu_{-} = \nu_{+}$.

**4. Bahadur–Rao asymptotics.** The second order asymptotics of $\mathbb{P}(Z_1^{(2)} \leq 0)$ depend on the uniqueness of the minimizer and on irrationality of the partial derivatives of the rate function. For $k = 3$, our results are complete and formulated in Theorem 4.1.

**Theorem 4.1.** For $k = 3$,

$$
\lim_{n \to \infty} \sqrt{n} e^{nJ_3} \mathbb{P}(Z_1^{(2)} \leq 0) = A,
$$

where $A \approx 0.5946$ (see (23)), and where $J_3 \approx 0.3094$ is defined in Theorem 3.2.

**Proof.** The proof will be divided into 5 steps. We need some additional notation. Denote by $+$ the vector of $X$ consisting of only $+1$’s, and by $-$ the vector consisting of only $-1$’s.

**Step 1: Multinomial probabilities.** Using Stirling’s formula we approximate the multinomial distribution of $L_n$ by

$$
\mathbb{P}(L_n = \rho) = \frac{(2\pi n)^{-3/2}}{\prod_{a \in X} \rho_a^{1/2}} e^{-n I_3(\rho)} \left( 1 + O\left( \frac{\min_{a \in X} \rho_a}{n} \right)^{-1} \right),
$$

where

$$
I_3(\rho) = \log 4 + \sum_{a \in X} \rho_a \log \rho_a.
$$

As before, we denote by $\nu$ the unique minimizer of the variational problem. Then for every $\epsilon > 0$ there exists a $\delta > 0$ such that for $n$ large enough

$$
\mathbb{P}(F_3(L_n) \leq 0, \|L_n - \nu\|_1 > \epsilon) \leq e^{-n[I_3(\nu) + \delta]},
$$
where \( \| \cdot \|_1 \) is the \( \ell_1 \)-norm. Hence, since \( \nu \) is strictly positive (see Appendix B),
\[
\mathbb{P}(F_3(L_n) \leq 0) = \frac{(2\pi n)^{-3/2}}{\prod_{a \in X} \nu_a^{1/2}} \sum_{\rho : F_3(\rho) \leq 0} e^{-n J_3(\rho)}(1 + o(1)).
\]

**Step 2:** The sum over \( \rho_+ \). To obtain compact notation, we define \( \hat{\rho} = (\rho_+, \rho_\xi)^T \) and
\[
\begin{aligned}
J(\hat{\rho}) &= I_3(r(\hat{\rho}), \hat{\rho}_1, \hat{\rho}_2, 1 - r(\hat{\rho}) - \hat{\rho}_1 - \hat{\rho}_2), \\
r(\hat{\rho}) &= \frac{1}{4} + \frac{1}{4} \sqrt{(4\hat{\rho}_1 - 1)(4\hat{\rho}_2 - 1) + 2},
\end{aligned}
\]

Write \( \rho_- = 1 - \sum_{a \in X \setminus \rho_0} \rho_a \), fix \( \rho_\xi \) and \( \rho_\xi \), and invoke the notation \( \hat{\rho} \). For ||\( \rho - \nu \)||_1 < \epsilon, the condition \( F_3(\rho) \leq 0 \) is now equivalent to \( \rho_+ \geq r(\hat{\rho}) \).

If we make a Taylor expansion in \( \rho_+ = r(\hat{\rho}) \), we obtain
\[
I_3(\rho) = J(\hat{\rho}) + (\rho_+ - r(\hat{\rho}))(\alpha \frac{\partial}{\partial \rho_+} I_3(\rho))|_{\rho_+ = \xi},
\]
where \( \xi \) is between \( r(\hat{\rho}) \) and \( \rho_+ \). Since \( ||\rho - \nu||_1 < \epsilon \), we have that \( \xi - r(\hat{\rho}) = \mathcal{O}(\epsilon) \).

Define
\[
\alpha_{\hat{\rho}} = e^{-\frac{\rho}{n\nu}} I_3(\rho)|_{\rho_+ = r(\hat{\rho})}.
\]
Then
\[
\sum_{\rho : \rho_+ \geq r(\hat{\rho})} e^{-n J_3(\rho)} = \sum_{\hat{\rho}} e^{-n J(\hat{\rho})} \sum_{\rho : \rho_+ \geq nr(\hat{\rho})} \alpha_{\hat{\rho}}^{n(\rho_+ - r(\hat{\rho}))}(1 + o(1)).
\]
Furthermore, since \( ||\rho - \nu||_1 < \epsilon \), we have that \( \alpha_{\hat{\rho}} = \alpha_{\hat{\nu}} + \mathcal{O}(\epsilon) = \frac{\nu_-}{\nu_+} + \mathcal{O}(\epsilon) < 1 \) (see Appendix B). This proves that with \( \alpha = \alpha_{\hat{\nu}} \),
\[
\sum_{\rho : \rho_+ \geq r(\hat{\rho})} e^{-n J_3(\rho)} = \sum_{\rho} e^{-n J(\hat{\rho})} \frac{\alpha^{[nr(\hat{\rho})] - nr(\hat{\rho})}}{1 - \alpha}(1 + o(1)),
\]
where \( [x] \) is the smallest integer larger than or equal to \( x \). Hence, using that \( I_3(\nu) = J_3 \), we arrive at
\[
\sqrt{n} e^{n J_3} \mathbb{P}(F_3(L_n) \leq 0) = \frac{(2\pi n)^{-3/2}}{\prod_{a \in X} \nu_a^{1/2}} \sum_{\hat{\rho}} \alpha^{[nr(\hat{\rho})] - nr(\hat{\rho})} e^{-n J(\hat{\rho})}(1 + o(1)).
\]

**Step 3:** Taylor expansion of the exponential rate. Since \( F_3(\nu) = 0 \), \( \hat{\nu} \) minimizes \( \hat{\rho} \mapsto J(\hat{\rho}) \). Therefore, we have that \( \nabla J(\hat{\nu}) = 0 \), and Taylor expansion of \( J \) leads to
\[
J(\hat{\rho}) - J(\hat{\nu}) = (\hat{\rho} - \hat{\nu})^T \nabla^2 J(\tau)(\hat{\rho} - \hat{\nu})/2,
\]
where \( \tau \) is some interpolation point between \( \hat{\rho} \) and \( \hat{\nu} \). Since we can restrict ourselves to \( \rho \)'s with \( ||\rho - \nu||_1 < \epsilon \), we also have that \( \nabla^2 J(\tau) = M + \mathcal{O}(\epsilon) \), where \( M = \nabla^2 J(\hat{\nu}) \).

This gives
\[
\sqrt{n} e^{n J_3} \mathbb{P}(F_3(L_n) \leq 0) = \frac{(2\pi n)^{-3/2}}{\prod_{a \in X} \nu_a^{1/2}} \sum_{\hat{\rho}} \alpha^{[nr(\hat{\rho})] - nr(\hat{\rho})} e^{-n(\hat{\rho} - \hat{\nu})^T M(\hat{\rho} - \hat{\nu})/2}(1 + o(1)).
\]
Step 4: Strategy of the proof. It is time to reveal how we intend to prove the theorem. Introduce a sequence of distribution functions $G_n$ on $[0, 1]$,

$$G_n(x) = \frac{1}{Z_n} \sum_{\tilde{\rho}} \mathbb{I}_{\{[0, x]\}} \left( \left\lfloor nr(\tilde{\rho}) \right\rfloor - nr(\tilde{\rho}) \right) e^{-n(\tilde{\rho} - \tilde{\nu})^T M(\tilde{\rho} - \tilde{\nu})/2},$$

where $Z_n$ is defined by $G_n(1) = 1$:

$$Z_n = \sum_{\tilde{\rho}} e^{-n(\tilde{\rho} - \tilde{\nu})^T M(\tilde{\rho} - \tilde{\nu})/2}.$$  

(20)

Observe that

$$\frac{1}{n} \sum_{\tilde{\rho}} \alpha^\left\lfloor nr(\tilde{\rho}) \right\rfloor - nr(\tilde{\rho}) e^{-n(\tilde{\rho} - \tilde{\nu})^T M(\tilde{\rho} - \tilde{\nu})/2} = \frac{Z_n}{n} \int_0^1 \alpha^x dG_n(x),$$

and hence, according to (19),

$$\sqrt{n} e^{nJ_3} \mathbb{P}(F_3(L_n) \leq 0) = \frac{(2\pi)^{-3/2}}{(1 - \alpha) \prod \nu_a^{1/2}} \frac{Z_n}{n} \int_0^1 \alpha^x dG_n(x)(1 + o(1)).$$

(21)

We will show that for $m = 1, 2, \ldots$

$$\lim_{n \to \infty} \int_0^1 e^{2\pi imx} dG_n(x) = \int_0^1 e^{2\pi imx} dx = 0.$$  

(22)

By the selection principle [4, p. 267], each subsequence $\{n'\}$ has a further subsequence $\{n''\}$ such that $G_{n''}$ converges weakly to a proper distribution function $G$ on $[0, 1]$. This implies, in particular, that every continuous function $u$ on $[0, 1]$ which is periodic ($u(0) = u(1)$) satisfies

$$\lim_{n'' \to \infty} \int_0^1 u(x) dG_{n''}(x) = \int_0^1 u(x) dG(x).$$

In turn, (22) will then imply that the Fourier coefficients $\int_0^1 e^{2\pi imx} dG(x)$ are those of the uniform distribution, and this pinpoints the limit $G$, so that in fact each convergent subsequence has the same weak limit, which is the uniform distribution function, if (22) holds. This implies that the sequence $G_n$ converges weakly to the uniform distribution on $[0, 1]$.

Since $u(x) = \alpha^x$, $x \in [0, 1]$, is continuous, we conclude that

$$\lim_{n \to \infty} \int_0^1 \alpha^x dG_n(x) = \int_0^1 \alpha^x dx = \frac{1 - \alpha}{\log(1/\alpha)},$$

and hence this implies that for $n \to \infty$

$$\sqrt{n} e^{nJ_3} \mathbb{P}(F_3(L_n) \leq 0) \to A = |\log \alpha|^{-1} \left( 2\pi |M| \prod_{a \in \mathcal{X}} \nu_a \right)^{-1/2},$$

(23)

because obviously

$$\frac{Z_n}{n} \int \int e^{-(s, t)^T M(s, t)/2} ds dt = \frac{2\pi}{\sqrt{|M|}}.$$
The determinant $|M|$ is strictly positive by Lemma B.6. In the final step we will show (22).

**Step 5. The Fourier coefficients.** The last step, in which we deal with the Fourier coefficients for $m > 0$, is the most delicate one. Fix $m > 0$. By a Taylor expansion of $r(\tilde{\nu})$ around $\tilde{\nu} = \tilde{\nu}$, we get that
\[
r(\tilde{\nu}) = r(\tilde{\nu}) + (\tilde{\nu} - \tilde{\nu})^T \nabla r(\tilde{\nu}) + (\tilde{\nu} - \tilde{\nu})^T \nabla^2 r(\tilde{\nu})(\tilde{\nu} - \tilde{\nu})/2
\]
where $\tilde{\tau}$ is between $\tilde{\nu}$ and $\tilde{\nu}$ and where $r'(\tilde{\nu})$ is defined as
\[
\frac{\partial r}{\partial \tilde{\nu}_1}(\tilde{\nu}) = \frac{\partial r}{\partial \tilde{\nu}_2}(\tilde{\nu}),
\]
which are equal by symmetry of the minimizer. Hence, with $j = (n\tilde{\nu}_1 - [n\tilde{\nu}_1], n\tilde{\nu}_2 - [n\tilde{\nu}_2])^T \in \mathbb{Z}^2$ and using that $\tilde{\nu}_1 = \tilde{\nu}_2$, we can write
\[
(24) \quad nr(\tilde{\nu}) = n\nu_+ + r'(\tilde{\nu})(j_1 + j_2)
\]
Using (24) gives, since $M$ is strictly positive definite,
\[
(25) \quad \sum_{\tilde{\nu}} e^{-2\pi imn r(\tilde{\nu})} e^{-n(\tilde{\nu} - \tilde{\nu})^T M(\tilde{\nu} - \tilde{\nu})/2} = e^{-2\pi im|\nu_+ + 2r'(\tilde{\nu})([n\tilde{\nu}_1] - n\tilde{\nu}_1)|}
\]
Because $mr'(\tilde{\nu})$ is not an integer (which we know from Lemma C.1 of Appendix C), we have
\[
e^{-2\pi i r'(\tilde{\nu})m \ell} = \frac{c_m}{1 - e^{-2\pi i m r'(\tilde{\nu})}}
\]
Use this result and the fact that for $\|x - j\|_1 \leq 2$
\[
e^{-j^T (M + 2\pi im \nabla^2 r(\tilde{\nu}))/2n} = e^{-x^T (M + 2\pi im \nabla^2 r(\tilde{\nu}))/2n} \left(1 + \mathcal{O}\left(\frac{\|x\|}{n}\right)\right)
\]
to obtain
\[
\frac{1}{n} \sum_{j \in \mathbb{Z}^2} e^{-2\pi i (j_1 + j_2)r'(\tilde{\nu})} e^{-j^T (M + 2\pi im \nabla^2 r(\tilde{\nu}))/2n}
\]
\[
= \frac{c_m}{n} \int_{\mathbb{R}^2} e^{-2\pi i (x_1 + x_2)r'(\tilde{\nu})} e^{-x^T (M + 2\pi im \nabla^2 r(\tilde{\nu}))/2n} dx (1 + o(1))
\]
\[
= \frac{c_m}{n} \int_{\mathbb{R}^2} e^{-2\pi i \sqrt{\pi} (x_1 + x_2)r'(\tilde{\nu})} e^{-x^T (M + 2\pi im \nabla^2 r(\tilde{\nu}))/2n} dx (1 + o(1)).
\]
The resulting integral equals zero by the Riemann–Lebesgue lemma, which shows that for $m > 0$
\[
\lim_{n \to \infty} \int_0^1 e^{2\pi im x} dG_n(x) = \lim_{n \to \infty} \frac{1}{Z_n} \sum_{\tilde{\nu}} e^{-2\pi imn r(\tilde{\nu})} e^{-n(\tilde{\nu} - \tilde{\nu})^T M(\tilde{\nu} - \tilde{\nu})/2} = 0,
\]
because $Z_n/n \to \frac{2\pi}{\sqrt{|M|}}$. \(\square\)
5. Discussion. In the preceding sections we have used large deviation theory to analyze the probability of a bit error in CDMA, with and without one stage of interference cancellation. We have been able to prove that the rate for \( s = 2 \), i.e., with interference cancellation, is larger than for \( s = 1 \), the case without cancellation, implying that the bit error probability is significantly smaller through interference cancellation. Below we display a table with the numerical values of the exponential rate for \( s = 1, s = 2, \) and \( k = 3, 4, \ldots, 10 \). Note that both rates are monotone in \( k \).

This empirical fact is easy to prove.

<table>
<thead>
<tr>
<th>( s )</th>
<th>( k = 3 )</th>
<th>( k = 4 )</th>
<th>( k = 5 )</th>
<th>( k = 6 )</th>
<th>( k = 7 )</th>
<th>( k = 8 )</th>
<th>( k = 9 )</th>
<th>( k = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2616</td>
<td>0.1699</td>
<td>0.1263</td>
<td>0.1007</td>
<td>0.0837</td>
<td>0.0717</td>
<td>0.0627</td>
<td>0.0557</td>
</tr>
<tr>
<td>2</td>
<td>0.3094</td>
<td>0.2398</td>
<td>0.2058</td>
<td>0.1845</td>
<td>0.1696</td>
<td>0.1582</td>
<td>0.1492</td>
<td>0.1418</td>
</tr>
</tbody>
</table>

An even sharper result has been obtained for \( k = 3 \). We have been able to prove that the minimizer of the variational problem is unique, which we have used to prove the second order asymptotics of section 4.

In Figure 1 we display, for \( k = 3 \) and for the processing gain \( n \) running from 1 to 160, the large deviation approximation without interference cancellation, \( s = 1 \), the large deviation approximation after interference cancellation, \( s = 2 \) (almost a straight line), and the absolute difference of the latter approximation with the exact values. The exact values of the error probabilities have been obtained from extensive numerical calculations.

The analysis in this paper answers various questions; nevertheless, many other questions remain unanswered. We summarize the most important ones:

1. Is the minimizer for \( k \geq 4 \) unique? We think that the answer to this question is affirmative. This problem becomes more difficult with increasing \( k \).

2. Can we describe the second order asymptotics for \( k \geq 4 \)? The answer to this question is tied up with an affirmative answer to the first question and the question of irrationality of expressions that describe the boundaries of regions to which the empirical measure is constrained (see the proof of Theorem 4.1).

3. What happens when one applies multi-stage interference cancellation? In the paper, we defined \( Z^{(s)}_1 \) for \( s = 1, 2 \). We can recursively define

\[
Z^{(s+1)}_m = 1 + \sum_{j=1 \atop j \neq m}^{k} \left( \frac{1}{n} \sum_{i=1}^{n} A_{ji} A_{mi} \left[ 1 - Z^{(s)}_j \right] \right), \quad s = 2, 3, \ldots
\]

The probabilities \( P(Z^{(s+1)}_1 \leq 0) \), for \( s \geq 1 \), correspond with bit error probabilities after \( s \) stages of interference cancellation. It is interesting to see how these error probabilities behave for increasing \( s, s \geq 3 \).

4. In hard decision interference cancellation, one studies

\[
1 + \sum_{j=2}^{k} \left( \frac{1}{n} \sum_{i=1}^{n} A_{ji} A_{1i} \right) \left[ 1 - \text{sign}(Z^{(1)}_j) \right],
\]

instead of the statistic \( Z^{(2)}_1 \) (compare (8)). Results for this case will appear in [5].

Another practical problem is that of a noisy channel, meaning that the received signal is corrupted by Gaussian noise.
Appendix. The appendix is split into three parts A, B, and C. In A we will present the proof of Theorem 3.3, that is, the proof that $J_k > I_k$. In B we will give the proof of Theorem 3.4, which states that for $k = 3$ the minimizer is unique and symmetric. Finally, in C we will show that for $k = 3$ the derivative $r'(\hat{\nu})$ is irrational.

Appendix A. Proof of Theorem 3.3. For the proof of this theorem the following lemma is helpful. The lemma shows that the exponential rate of the rare event

$$\{Z_1^{(1)} \leq 0, Z_2^{(1)} \notin [7/10, 1]\}$$

is strictly larger than $I_k$ for $k \geq 3$.

Lemma A.1. For $k \geq 3$

$$\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(Z_1^{(1)} \leq 0, Z_2^{(1)} \notin [7/10, 1]) < \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(Z_1^{(1)} \leq 0) = -I_k.$$

Proof. The rate of a rare event can be obtained as the infimum of the rate function $\rho \mapsto I_k(\rho)$, where $\rho \in M(\mathcal{X})$ is restricted to some specified region (compare section 3). More precisely, we have that

$$Z_1^{(1)} = E_k(L_n), \quad Z_2^{(1)} = D_k(L_n),$$

Fig. 1. L.D. approximations for $k = 3$. The top curve is $s = 1$; the center curve is $s = 2$, the curve of Theorem 4.1; and the bottom curve is the absolute error between the exact value and the approximation for $s = 2$. 
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where, for \( \rho \in M(\mathcal{X}) \),
\[
E_k(\rho) = 1 + \sum_{j=2}^{k} \sum_{a \in \mathcal{X}} a_{j-1} \rho_a, \quad D_k(\rho) = 1 + \sum_{a \in \mathcal{X}} a_1 \rho_a + \sum_{j=3}^{k} \sum_{a \in \mathcal{X}} a_1 a_{j-1} \rho_a.
\]

Let \( \mu \) be the (unique) minimizer of \( \rho \mapsto I_k(\rho) \), subject to \( \rho \in M(\mathcal{X}) \) and \( E_k(\rho) \leq 0 \), i.e., \( I_k(\mu) = I_k \), the rate without interference cancellation. It is not hard to verify that \( \mu \) is the product measure:
\[
\mu_a = \otimes_{j=1}^{k-1} \left[ \frac{k}{2(k-1)} \delta_{j-1}(a_j) + \frac{k-2}{2(k-1)} \delta_{j+1}(a_j) \right], \quad a \in \mathcal{X}.
\]
Hence
\[
D_k(\mu) = 1 - \frac{k}{2(k-1)} + \frac{k-2}{2(k-1)} + (k-2) \left( - \frac{k}{2(k-1)} + \frac{k-2}{2(k-1)} \right)^2
= 1 - \frac{1}{k-1} + \frac{k-2}{(k-1)^2} = 1 - \frac{1}{(k-1)^2}.
\]
This implies that \( D_k(\mu) \in [3/4, 1) \) for \( k \geq 3 \). Since \( D_k(L_n) = Z^{(1)}_2 \) and \( 7/10 < 3/4 \), the conclusion of the lemma follows.

We proceed with the proof of Theorem 3.3. For \( \varepsilon > 0 \) and \( 0 < \delta < 1 \), we define
\[
S = \text{card}\{2 \leq j \leq k : Z^{(1)}_j \in (-\infty, -\varepsilon) \cup (2 + \varepsilon, \infty)\},
T = \text{card}\{2 \leq j \leq k : Z^{(1)}_j \in [\delta, 2 - \delta]\},
R = \text{card}\{2 \leq j \leq k : Z^{(1)}_j \in [-\varepsilon, \delta) \cup (2 - \delta, 2 + \varepsilon]\}.
\]
Then
\[
(26) \quad P(Z^{(2)}_1 \leq 0) = P(Z^{(2)}_1 \leq 0, S \geq 1) + P(Z^{(2)}_1 \leq 0, T = k - 1)
+ P(Z^{(2)}_1 \leq 0, R = 1, T = k - 2) + \sum_{i=2}^{k-1} P(Z^{(2)}_1 \leq 0, R = i, T = k - i - 1),
\]
since \( S + T + R = k - 1 \). We will show that for some fixed \( \varepsilon > 0 \) and for some fixed \( \delta, 0 < \delta < 1 \), each of the four terms on the right-hand side of (26) has exponential rate strictly larger than \( I_k \).

We bound the first term in (26) as
\[
(27) \quad P(Z^{(2)}_1 \leq 0, S \geq 1) \leq 2(k-1)P(Z^{(1)}_1 < -\varepsilon),
\]
which has rate larger than \( I_k \), for each \( \varepsilon > 0 \).

For the second term in (26), we obtain
\[
(28) \quad P(Z^{(2)}_1 \leq 0, T = k - 1)
= P \left( \bigcap_{j=2}^{k} \left\{ Z^{(1)}_j \in [\delta, 2 - \delta] \right\} \cap \left\{ 1 + \frac{1}{n} \sum_{j=2}^{k} \sum_{i=1}^{n} A_{1i} A_{ji} \left( 1 - Z^{(1)}_j \right) \leq 0 \right\} \right)
\leq P \left( 1 - (1 - \delta) \frac{1}{n} \sum_{j=2}^{k} \sum_{i=1}^{n} A_{1i} A_{ji} \leq 0 \right)
\]
function that for

\[ \delta \]

by choosing

These second probability has rate larger than

\[ I_k \]

For the third term in (26), a similar calculation gives

Finally, the first term of the right-hand side in (29) has rate larger than \( I_k \), because \( \delta / (1 - \delta) > 0 \).

For the third term in (26), a similar calculation gives

(29) \( P(Z_1^{(2)} \leq 0, R = 1, T = k - 2) \)

\[ \leq (k - 1) P \left( \left\{ 1 + \frac{1}{n} \sum_{j=2}^{k} \sum_{i=1}^{n} A_{ii} A_{ji} (1 - Z_j^{(1)}) \leq 0 \right\} \right) \]

\[ \bigcap \left\{ Z_2^{(1)} \in [\varepsilon, \delta) \cup (2 - \delta, 2 + \varepsilon] \right\} \bigcap \left\{ Z_j^{(1)} \in [\delta, 2 - \delta] \right\} \]

\[ \leq (k - 1) P \left( 1 - (1 + \varepsilon) \frac{1}{n} \sum_{i=1}^{n} A_{ii} A_{2i} \right) \]

\[ \leq (k - 1) 2^{k-1} P \left( 1 + \frac{1}{n} \sum_{j=2}^{k} \sum_{i=1}^{n} A_{ii} A_{ji} \leq \frac{-\delta - (\delta + \varepsilon)}{1 - \delta} \right) \]

by intersecting with \( (\sum A_{ij} A_{2j})/n > -\alpha \) and its complement. Take \( \alpha = 7/10 \) and \( \varepsilon = \delta/4 \). Clearly, the first term of the right-hand side in (29) has rate larger than \( I_k \).

The second probability has rate larger than \( I_k \), because the exponential rate satisfies

\[ \frac{1 + 7/10}{2} \log(1 + 7/10) + \frac{1 - 7/10}{2} \log(1 - 7/10) > \frac{3}{2} \log 3 - 2 \log 2 = I_3 \geq I_k \]

for \( k \geq 3 \).

Finally,

\[ \sum_{l=2}^{k-1} P(Z_l^{(2)} \leq 0, R = l, T = k - l - 1) \leq P(R \geq 2) \]

\[ \leq \left( \frac{k - 1}{2} \right) P \left( Z_1^{(1)} \in [\varepsilon, \delta) \cup (2 - \delta, 2 + \varepsilon], Z_2^{(1)} \in [\varepsilon, \delta) \cup (2 - \delta, 2 + \varepsilon] \right) \]

\[ \leq (k - 1)^2 P(Z_1^{(1)} < \delta, Z_2^{(1)} \not\in [7/10, 13/10]) \]

\[ \leq (k - 1)^2 P(Z_1^{(1)} < \delta, Z_2^{(1)} \not\in [7/10, 1]) \]

by choosing \( \delta \leq 7/10 \). Observe from Lemma A.1 and the continuity of the rate function that for \( \delta \) small enough

\[ \lim_{n \to \infty} \frac{1}{n} \log P \left( Z_1^{(1)} \leq \delta, Z_2^{(1)} \not\in [7/10, 1] \right) < -I_k. \]
Hence for some $\delta \in (0, 7/10]$ the rate of $\mathbb{P}(R \geq 2)$ is larger than $I_k$.

**Appendix B. Proof of Theorem 3.4.** We start with three lemmas concerning unconstrained minima of $I_3(\rho)$, for $\rho = (\rho_+, \rho_-, \rho_\tau, \rho_-) \in M(X)$. Denote by

$$e = \rho_+ + \rho_-, \quad e \in [0, 1], \quad d = \rho_\tau - \rho_-, \quad d \in [-1, 1].$$

**Lemma B.1.** For $|d| \geq d_0 \in (0, 1)$,

$$I_3(\rho) \geq I_3\left(\frac{1-d_0^2}{4}, \frac{(1-d_0)^2}{4}, \frac{(1+d_0)^2}{4}, \frac{1-d_0^2}{4}\right).$$

**Proof.** Minimize $I_3(\rho)$ over all $\rho$ with $d \geq d_0$ (which suffices by symmetry). The infimum is attained at a $\rho$ for which $d = d_0$. Hence, we have to compute

$$\inf_{\rho_+, \rho_\tau, \rho_-} I_3(\rho_+, \rho_\tau - d_0, \rho_-, 1 - \rho_\tau - 2\rho_\tau + d_0).$$

Setting the partial derivatives with respect to $\rho_+$ and $\rho_\tau$ equal to zero, we obtain

$$\log \rho_+ - \log (1 - \rho_+ - 2\rho_\tau + d_0) = 0,$$

$$\log \rho_\tau + \log (\rho_\tau - d_0) - 2\log (1 - \rho_\tau - 2\rho_\tau + d_0) = 0.$$

Solving for $\rho_+$ and $\rho_\tau$ gives $\rho_+ = \frac{1-d_0^2}{4}$ and $\rho_\tau = \frac{(1+d_0)^2}{4}$.  

**Lemma B.2.** For $|d| \geq d_0 \in (0, 1)$ and $\rho_+ \geq m \in ((1-d_0^2)/4, 1-d_0)$,

$$I_3(\rho) \geq I_3(m, D - d_0/2, D + d_0/2, 1 - m - 2D),$$

where

$$D = \frac{2(1-m)}{3} - \frac{1}{6} \sqrt{4(1-m)^2 - 3d_0^2}.$$

**Proof.** The approach is similar to that of the above proof. Minimize $I_3(\rho)$ over all $\rho$ with $d \geq d_0$ and $\rho_+ \geq m$. Since $m \in ((1-d_0^2)/4, 1-d_0)$, the infimum is attained at a $\rho$ for which $d = d_0$ and $\rho_+ = m$. Hence, we have to compute

$$\inf_{\rho_\tau} I_3(m, \rho_\tau - d_0, \rho_\tau, 1 - m - 2\rho_\tau + d_0).$$

Setting the derivative with respect to $\rho_\tau$ equal to zero, we obtain

$$\log \rho_\tau + \log (\rho_\tau - d_0) - 2\log (1 - m - 2\rho_\tau + d_0) = 0.$$

Solving for $\rho_\tau$ gives $\rho_\tau = \frac{2(1-m)}{3} + \frac{1}{6} \sqrt{4(1-m)^2 - 3d_0^2} + d_0/2$. For the minus root, $\rho_\tau - d_0$ is negative, and hence only the plus root remains.

**Lemma B.3.** For $|d| \geq d_0 \in (0, 1)$ and $\rho_+ \leq m \leq (1-d_0^2)/4$,

$$I_3(\rho) \geq I_3(m, D - d_0/2, D + d_0/2, 1 - m - 2D).$$

**Proof.** Minimize $I_3(\rho)$ over all $\rho$ with $d \geq d_0$ and $\rho_+ \leq m$. Since $m \leq \min((1-d_0^2)/4, 1-d_0)$, the infimum is attained at a $\rho$ for which $d = d_0$ and $\rho_+ = m$. This gives precisely the same minimization problem as in the proof of Lemma B.2.
Besides these lemmas we use the following (trivial) inequality for \( x, y \in \mathbb{R} \):

\[
-4d^2 \leq (4\rho_\pm - 1)(4\rho_\pm - 1) \leq (2e - 1)^2.
\]  

Also note that the solution of the minimization problem is attained at the boundary \( F_3(\rho) = 0 \) (cf. Theorem 3.2). Since \( \rho = [0.6213, 0.137, 0.137, 0.1047] \) satisfies \( F_3(\rho) < 0 \) and \( I_3(\rho) = 0.30967 < 0.31 \), we can exclude areas where the minimal value of the rate function satisfies \( I_3(\rho) \geq 0.31 \).

Now assume that \( \nu \in M(X) \) minimizes \( \rho \mapsto I_3(\rho) \) under the constraint \( F_3(\rho) = 0 \).

We will show that \( \nu \) is unique by proving that \( \nu \) lies in a set that makes convex the rate function constrained to \( F_3(\rho) = 0 \). This will be done in the following 13 steps:

1. Observe from Lemma B.1 that for \(|d| \geq 0.55\) the minimum of \( I_3(\rho) \) exceeds 0.31. Hence \( |\nu_\pm - \nu_\mp| < 0.55 \).

2. The condition \( F_3(\nu) = 0 \) can be written as

\[
\nu_\mp = \frac{1}{4} \pm \frac{1}{4} \sqrt{(4\nu_\pm - 1)(4\nu_\pm - 1) + 2}.
\]

It follows from (30) that \(|d| < 0.55\) implies that either \( \nu_\pm \leq 0.03 < 0.05 \) or \( \nu_\pm \geq 0.47 > 0.45 \).

3. For \( \nu_\pm > 0.45 \), Lemma B.2 applied with \( d_\pm = 0.5 \) and \( m = 0.45 \) implies that \( |\nu_\pm - \nu_\mp| < 0.5 \).

4. Similarly, for \( \nu_\pm < 0.05 \), Lemma B.3 implies that \( |\nu_\pm - \nu_\mp| < 0.5 \).

5. \(|d| < 0.5\) implies that either \( \nu_\pm < 0 \) or \( \nu_\pm > 0.5 \). Therefore the minus root can be excluded and \( \nu_\pm = r(\nu_\pm, \nu_\mp) \), where

\[
r(\rho_\pm, \rho_\mp) = \frac{1}{4} \pm \frac{1}{4} \sqrt{(4\rho_\pm - 1)(4\rho_\pm - 1) + 2}.
\]

6. For \( \nu_\pm > 0.5 \), Lemma B.2 implies that \( |\nu_\pm - \nu_\mp| < 0.32 \).

7. From (30), \(|\nu_\pm - \nu_\mp| < 0.32\) implies that \( \nu_\pm > 0.56 \).

8. For \( \nu_\pm > 0.56 \), Lemma B.2 implies that \( |\nu_\pm - \nu_\mp| < 0.23 \).

9. From (30), \(|\nu_\pm - \nu_\mp| < 0.23\) implies that \( \nu_\pm > 0.58 \).

10. For \( \nu_\pm > 0.58 \), Lemma B.2 implies that \( |\nu_\pm - \nu_\mp| < 0.19 \).

11. From (30), \(|\nu_\pm - \nu_\mp| < 0.19\) implies that \( \nu_\pm > 0.59 \).

12. Lemma B.2 also implies that \( |\nu_\mp - \nu_\pm| < 0.55 \). However, \( \nu_\pm > 0.59 \) then implies \( \nu_\pm > 0.04 \).

13. The latter statement implies that \( \nu_\mp + \nu_\pm \leq 1 - 0.59 - 0.04 = 0.37 \).

The following two lemmas now show that \( \nu \) is unique. Let

\[
J(\rho_\pm, \rho_\mp) = I_3 (r(\rho_\pm, \rho_\mp), \rho_\pm, \rho_\mp, 1 - r(\rho_\pm, \rho_\mp) - \rho_\pm - \rho_\mp) .
\]

**Lemma B.4.** For \(|d| \leq 0.19\) and \( 0 \leq e \leq 0.37 \),

\[
\rho_\pm \mapsto J(\rho_\pm, e - \rho_\pm), \quad \rho_\pm \in [\max(0, (e - 0.19)/2), (e + 0.19)/2]
\]

is convex and attains its minimal value at \( \rho_\pm = e/2 \).

**Proof.** Observe that

\[
\max_{0 \leq e \leq 0.37} \frac{1}{4} + \frac{1}{4} \sqrt{(2e - 1)^2 + 2} = \frac{1}{4} + \frac{1}{4} \sqrt{3} \leq 0.69 ,
\]

\[
\min_{|d| \leq 0.19} \frac{1}{4} + \frac{1}{4} \sqrt{2 - 4d^2} \geq 0.59,
\]

\[
\min_{0 \leq e \leq 0.37} \frac{3}{4} - e - \frac{1}{4} \sqrt{(2e - 1)^2 + 2} \geq 0.02.
\]
From the first two inequalities and (30), we obtain that for all $\rho_{\pm}$, with $|d| \leq 0.19$ and $0 \leq e \leq 0.37$,

$$0.59 \leq r(\rho_{\pm}, e - \rho_{\pm}) \leq 0.69.$$  

Using the above inequalities, we will now show that

$$\frac{\partial^2 J(\rho_{\pm}, e - \rho_{\pm})}{\partial \rho_{\pm}^2} > 0,$$

and thus the function is strictly convex.

Observe that

$$\frac{\partial r}{\partial \rho_{\pm}} = \frac{2(e - 2 \rho_{\pm})}{4r - 1}, \quad \frac{\partial^2 r}{\partial \rho_{\pm}^2} = -\frac{4}{4r - 1} - \frac{16(e - 2 \rho_{\pm})^2}{(4r - 1)^3},$$

where we abbreviate $r = r(\rho_{\pm}, e - \rho_{\pm})$.

Hence,

$$\frac{\partial^2 J(\rho_{\pm}, e - \rho_{\pm})}{\partial \rho_{\pm}^2} = -\frac{4}{4r - 1} \log \left( \frac{r}{\rho_-} \right) + \frac{4(e - 2 \rho_{\pm})^2}{(4r - 1)^3} \left[ \left( \frac{1}{r} + \frac{1}{\rho_-} \right) - \frac{4}{4r - 1} \log \left( \frac{r}{\rho_-} \right) \right] + \frac{1}{\rho_+} + \frac{1}{e - \rho_-},$$

where $\rho_- = 1 - e - r$. The inequalities $3 \log x \leq 1 + x$ for $x > 0$ and $\frac{4}{4r - 1} \leq 3$ (which follows from $r \geq 0.59 \geq 7/12$) together imply

$$\left( \frac{1}{r} + \frac{1}{\rho_-} \right) - \frac{4}{4r - 1} \log \left( \frac{r}{\rho_-} \right) \geq \left( \frac{1}{r} + \frac{1}{\rho_-} \right) \left( 1 - \frac{4r}{3(4r - 1)} \right) \geq 0.$$

Furthermore, we use that $1/\rho_{\pm} + 1/(e - \rho_{\pm}) = e/(\rho_{\pm}(e - \rho_{\pm})) \geq 4/e$ and the obtained bounds for $r$ and $\rho_-$ to arrive at

$$\frac{\partial^2 J}{\partial \rho_{\pm}^2} \geq \frac{4}{e} - 3 \log \left( \frac{0.69}{0.02} \right) > 0$$

for $0 \leq e \leq 0.37$. Since

$$\frac{\partial J}{\partial \rho_{\pm}}(e/2, e/2) = 0,$$

the minimum of $J$ over $\rho_{\pm}$ for fixed $e \in [0, 0.37]$ is attained in $e/2$.

**Lemma B.5.** The function

$$e \mapsto J(e/2, e/2)$$

is convex and therefore has a unique minimum.

**Proof.** We have

$$J(e/2, e/2) = I_3(\rho_{\pm}, e/2, e/2, \rho_-),$$

where

$$\rho_{\pm} = \frac{1}{4} + \frac{1}{4} \sqrt{(2e - 1)^2 + 2}, \quad \rho_- = 1 - e - \rho_{\pm}.$$
Then
\[
\frac{d^2J(e/2, e/2)}{de^2} = \frac{2}{4\rho_+ - 1} \log \left( \frac{\rho_+}{\rho_-} \right) + \frac{(2e - 1)^2}{(4\rho_+ - 1)^2} \left[ \left( \frac{1}{\rho_+} + \frac{1}{\rho_-} \right) - \frac{2}{4\rho_+ - 1} \log \left( \frac{\rho_+}{\rho_-} \right) \right] + \frac{1}{e}.
\]

From $\rho_+ > 1/2$ and $3 \log x < 1 + x$ for $x > 0$, we obtain that $d^2J/de^2 > 0$. \(\square\)

**Lemma B.6.** For $0 \leq e \leq 0.37$, the $2 \times 2$ matrix
\[
Q = \nabla^2 J(e/2, e/2)
\]
is strictly positive definite.

**Proof.** We have
\[
\frac{d^2J(e/2, e/2)}{de^2} = Q_{11} + 2Q_{12} + Q_{22},
\]
and by Lemmas B.4–B.5 both quantities are positive. By symmetry, we have that
\[
Q_{11} = Q_{22},
\]
so that $Q_{11} > |Q_{12}|$. This proves that $Q$ is positive definite. \(\square\)

**Appendix C. Irrationality for $k = 3$.** In this appendix we will prove the following lemma.

**Lemma C.1.** For $k = 3$ and for $a = \pm$ or $\mp$, $\partial r_{\hat{\nu}} / \partial \nu_a(\hat{\nu})$ is irrational.

**Proof.** Verify that $\partial r_{\hat{\nu}} / \partial \nu_a(\hat{\nu}) = \frac{4\nu_a - 1}{2(4\nu_a - 1)}$ for $a = \pm$ and $a = \mp$. We will prove that for $a = \pm$ or $\mp$, $\frac{4\nu_a - 1}{2(4\nu_a - 1)}$ is irrational.

For $\rho \in [0, 1]$, let
\[
v_\rho = \frac{1}{4} + \frac{1}{4} \sqrt{(4\rho - 1)^2 + 2}
\]
be the symmetric version of (17). We want to minimize with respect to $\rho$
\[
(32) \quad v_\rho \log v_\rho + 2\rho \log \rho + (1 - 2\rho - v_\rho) \log(1 - 2\rho - v_\rho)
\]
and show that for the minimizer $\rho^*$ we have that $\frac{4\rho^* - 1}{\sqrt{(4\rho^* - 1)^2 + 2}} \notin \mathbb{Q}$. Since the minimizer $\rho^*$ is equal to $\nu_\pm = \nu_\pm$, this proves the claim. The minimizer $\rho^*$ has to satisfy
\[
(33) \quad v^\prime_{\rho^*}(\log v_{\rho^*} - \log(1 - 2\rho^* - v_{\rho^*})) + 2(\log \rho^* - \log(1 - 2\rho^* - v_{\rho^*})) = 0,
\]
where
\[
v^\prime_{\rho} = \frac{4\rho - 1}{4v_\rho - 1}.
\]
Suppose that $v^\prime_{\rho^*} = -p/q$, with $p, q \in \mathbb{N}$, such that $p < q$. Then
\[
\left( \frac{p}{q} \right)^2 = \frac{(4\rho^* - 1)^2}{(4v_{\rho^*} - 1)^2} = \frac{(4\rho^* - 1)^2}{(4\rho^* - 1)^2 + 2},
\]
so that
\[
\rho^* = \frac{1}{4} - \frac{1}{4} \sqrt{\frac{2p^2}{q^2 - p^2}}.
\]
Here we have used that $2\rho^* = \nu_+ + \nu_- \leq (1 - \nu_+) < 1/2$. We can rewrite (33) as

$$
(34) \quad \left( \frac{\nu_\rho^*}{1 - 2p^* - \nu_\rho^*} \right)^{-p/q} \left( \frac{p^*}{1 - 2p^* - \nu_\rho^*} \right)^2 = 1.
$$

From $-p/q = (4p^* - 1)/(4\nu_\rho^* - 1)$, it follows that

$$
\nu_\rho^* = \frac{1}{4} + \frac{q}{4} \sqrt{\frac{2}{q^2 - p^2}}.
$$

Hence, (34) is equivalent to

$$
(\sqrt{2(q^2 - p^2)} + 2q)^p \left( \sqrt{2(q^2 - p^2)} + 4p - 2q \right)^{2q-p} = \left( \sqrt{2(q^2 - p^2)} - 2p \right)^{2q}.
$$

(35)

In the remainder of the proof we will show that (35) has no integer solutions $p < q$.

Choose $p$ and $q$ having no common factor. There are two cases, depending on whether $2(q^2 - p^2)$ is a square or not.

Case 1: $2(q^2 - p^2)$ is not a square. From (35) and Newton’s binomium we also obtain that

$$
(36) \quad \left( -\sqrt{2(q^2 - p^2)} + 2q \right)^p \left( -\sqrt{2(q^2 - p^2)} + 4p - 2q \right)^{2q-p} = \left( -\sqrt{2(q^2 - p^2)} - 2p \right)^{2q}.
$$

Combining (35) and (36), we get

$$
(37) \quad (p^2 + q^2)^p(q^2 - 8pq + 9p^2)^{2q-p} = (3p^2 - q^2)^{2q}.
$$

Now, $3p^2 - q^2$ must contain a prime factor, because if we suppose that $3p^2 - q^2 = 1$ or $-1$, then it follows from (37) that $p^2 + q^2 = 1$. This gives $p = 0, q = 1$, which is not a solution of (35).

Let $j$ be a prime factor of $3p^2 - q^2$. Then, from (37), $j$ must be a prime factor of $(p^2 + q^2)^p$, of $(q^2 - 8pq + 9p^2)^{2q-p}$, or of both. We will first show that $j$ cannot be a prime factor of both $(p^2 + q^2)^p$ and $(q^2 - 8pq + 9p^2)^{2q-p}$. Indeed, if $j$ is a prime factor of both terms, then it is also a prime factor of $p^2 + q^2$ and of $q^2 - 8pq + 9p^2$. Now, if $j$ is odd, then $j$ cannot be a prime factor of $p^2 + q^2$, since then it would also be a prime factor of $3p^2 - q^2 + p^2 + q^2 = 4p^2$ and of $3(q^2 - q^2) - (3p^2 - q^2) = 4q^2$, which would imply that $p$ and $q$ have a common (odd) factor. However, if $3p^2 - q^2$ is even, then $p$ and $q$ are both odd, since they cannot both be even. Furthermore, $p^2 + q^2$ is 2 modulo 4. Hence, by (37) and the fact that $3p^2 - q^2$ is a power of 2, we have that $p^2 + q^2 = 2$, which contradicts $p < q$.

At this stage, we know that $j^{2q}$ is a prime factor of $(p^2 + q^2)^p$, or of $(q^2 - 8pq + 9p^2)^{2q-p}$, but not of both. From $gcd(p,q) = 1$ it follows that $gcd(2q,p) = 1$ or 2. Hence, $j^p$ is a prime factor of $p^2 + q^2$ or of $q^2 - 8pq + 9p^2$. In the first case, this implies that

$$
2^q \leq j^q \leq p^2 + q^2 \leq 2q^2,
$$

so that $q \leq 6$. Similarly, in the second case,

$$
2^q \leq j^q \leq (q^2 - 8pq + 9p^2) = |(q - 3p)^2 - 2pq| \leq 2q^2,
$$

Thus, $q \leq 6$. In both cases, $2^{2q} \leq (2q^2)^2 = 4q^4$, which gives $q^4 \leq 2^{2q}$.
so that again \( q \leq 6 \). We see that there are no solutions of (35) with \( p < q \).

Case 2: \( 2(q^2 - p^2) \) is a square. Let \( 2(q^2 - p^2) = t^2 \). First of all, \( t \) is even and \( p, q \) are odd. But then \( t^2 = 2(q + p)(q - p) \) is an 8-fold, and therefore \( t \) is a 4-fold. We arrive at \( t = 4 \prod p_i^{\alpha_i} \), where \( p_i \) are prime. Now \( 2(q^2 - p^2) = t^2 \) factorizes into
\[
\frac{(q + p)\,(q - p)}{2} = 2 \prod p_i^{2\alpha_i}.
\]
Since \( (q + p)/2 \) and \( (q - p)/2 \) are relative prime, it follows that both terms are quadratic and one of them is multiplied by 2; i.e., we have either that \( (q - p)/2 = 2a^2 \) and \( (q + p)/2 = (b - a)^2 \), or that \( (q - p)/2 = a^2 \) and \( (q + p)/2 = 2(b - a)^2 \). This gives that either
\[
q = 2a^2 + (b - a)^2, \quad p = (b - a)^2 - 2a^2, \quad \text{or}
\]
\[
q = a^2 + 2(b - a)^2, \quad p = 2(b - a)^2 - a^2,
\]
where \( a \) and \( b \) are integers having no common prime factors. Suppose that we are in the first case. Then we have that \( 2(q^2 - p^2) = 16a^2(b - a)^2 \), so that (35) becomes
\[
(a^2 + b^2)p(b^2 - 7a^2)^{(q-p)-2} = (a^2 - 4ab + b^2)^{2q}.
\]
Let \( j \) be a prime factor of \( a^2 - 4ab + b^2 \). Then, similarly as above, if \( j \) is odd, \( j \) cannot be a prime factor of both \( (a^2 + b^2)p \) and \( (b^2 - 7a^2)^{(q-p)-2} \), since then it would also be a prime factor of \( (a^2 + b^2) - (b^2 - 7a^2) = 8a^2 \) and \( 7(a^2 + b^2) + (b^2 - 7a^2) = 8b^2 \), which implies that \( a \) and \( b \) have common factors. The latter is not possible by construction. Hence, we are left with the case in which \( a^2 - 4ab + b^2 \) is a power of 2. This again implies that \( a^2 + b^2 \) is a power of 2, so that \( a^2 + b^2 \) must be equal to 2. This leads to \( a = b = 1 \), which is not a solution to (38). Hence, \( j^{2q} \) is a prime factor of \( (a^2 + b^2)p \) or of \( (b^2 - 7a^2)^{(q-p)-2} \) but not of both. Again, since \( \gcd(2q, p) = 1 \) or 2, we have that \( j^{2q} \) is a prime factor of \( a^2 + b^2 \) or of \( b^2 - 7a^2 \). In the first case, we estimate
\[
2^q \leq r^q \leq a^2 + b^2 = (b - a)^2 + 2a(b - a) + 2a^2 \leq 2(b - a)^2 + 3a^2 \leq 2q.
\]
Hence, \( q \leq 2 \).

Similarly, in the second case,
\[
2^q \leq r^q \leq |b^2 - 7a^2| = |(b - a)^2 + 2a(b - a) - 5a^2| \leq (b - a)^2 + a^2 + (b - a)^2 + 5a^2 \leq 4q,
\]
so that \( q \leq 4 \). Again, there are no solutions with \( p < q \).

The case in which \( q = a^2 + 2(b - a)^2 \), \( p = 2(b - a)^2 - a^2 \) is proved the same way, using in this case that (35) turns into
\[
((b - a)^2 + b^2)p((b - a)^2 + b^2 - 4a^2)^{(q-p)-2} = (3(b - a)^2 - b^2)^{2q}.
\]
We again see that there are no solutions of (35) with \( p < q \). \( \Box \)
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