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Abstract

The aim of this paper is to use (very) elementary topology to gain insights about nonmonotonic reasoning. In Section 0 it is proved that for finite spaces our approach is equivalent to the partial order based approach as found in [KLM 90]. Section 1 deals with nested conditional phrases with at least one interesting result, namely that it is possible to think of the monotonicity rule as valid in our (nonmonotonic) system, but valid only as a rule with possible exceptions. In Section 2, it is shown how the AGM postulates for revision are too strong, pointing in the direction of one postulate in particular.

0 Preliminaries

The reader of this paper is assumed to be familiar with (only) elementary notions from topology, such as "topology on a set", "closed set", "dense set", "induced topology on a subset", etc. (Say the first few pages of any elementary course on topology, for example [F&R 84]).

Note: In this paper variable names like O, O' etc. are used only for open sets. P(X) denotes the power set of a set X.

0.1 Let \((X, \tau)\) be a topological space (\(\tau\) is the collection of open sets).

Definition 0.1 A subset "a" of X is called full (in X) if every nonempty open subset of X contains a nonempty open subset of X which is also a subset of a.

[This is equivalent both to: "a" is nowhere dense in X" and to: "the interior of a is dense in X" and is considered to be a possible interpretation of the phrase: "almost all elements of X are in a".]

Example In the Euclidean plane, the complement of any line is a full subset; we intend to think about that as: given a line, almost all points in the plane are not on the line.

Definition 0.2 For a, b \(\subseteq X\), we say "b is full in a" and write "a \(\rightarrow\) b" if a \(\cap\) b is a full subset of a_with_induced_topology.

[This is equivalent to: "for all (open) O with O \(\cap\) a \(\neq\) \(\emptyset\) there is an O' \(\subseteq\) O with O' \(\cap\) a \(\neq\) \(\emptyset\) and O' \(\cap\) a \(\subseteq\) b", and is considered to be a possible interpretation of the phrase "almost all elements of a are in b".]
Example Let $X$ be some finite set, $\tau := \{\emptyset, O_1, O_2, X\}$, with $\emptyset \subset O_1 \subset O_2 \subset X$ (strict subsets). Instead of "X", read "bird". Let "flies" and "penguin" be subsets of "bird" as in the picture below (sets that appear to be nonempty in the picture are supposed to be nonempty).

![Diagram of birds and subsets]

Then: 
- $\text{bird} \rightarrow \text{flies}$
- $\text{bird} \cap \text{penguin} \not\rightarrow \text{flies}$
- $\text{bird} \not\rightarrow \emptyset$ (there are non-flying birds)
- $\text{penguin} \rightarrow \neg \text{flies}$
- $\text{bird} \rightarrow \neg \text{penguin}$
- $\text{penguin} \cap \text{flies} \not\rightarrow \emptyset$ (there are exceptional flying penguins)

(Where $\neg$ denotes complement.)

**Proposition 0.3** For all topological spaces $(X, \tau)$ and all $a, b, c \subseteq X$:

- $a \rightarrow a$
- if $a \rightarrow b$ and $b \subseteq c$ then $a \rightarrow c$
- if $a \rightarrow b$ and $a \cap b \rightarrow c$ then $a \rightarrow c$
- if $a \rightarrow b$ and $a \rightarrow c$ then $a \cap b \rightarrow c$
- if $a \rightarrow c$ and $b \rightarrow c$ then $a \cup b \rightarrow c$
- $a \rightarrow \emptyset$ iff $a = \emptyset$

And as a consequence:

- if $a \subseteq b$ then $a \rightarrow b$
- if $a \leftrightarrow b$ (that is: $a \rightarrow b$, $b \rightarrow a$) and $a \rightarrow c$, then $b \rightarrow c$
- if $a \rightarrow b$, $a \rightarrow c$ then $a \rightarrow b \cap c$
- if $a \rightarrow b^c \cup c$ and $a \rightarrow b$ then $a \rightarrow c$
- if $a \cap b \rightarrow c$ then $a \rightarrow b^c \cup c$
- $a \rightarrow b$ iff $a \rightarrow a \cap b$

(Proof: Elementary check.)

**Proposition 0.4** Not true (in general) are:

- if $a \rightarrow b$ then $a \subseteq b$
- if $a \rightarrow b$ then $a \cap c \rightarrow b$
- if $a \rightarrow b$ and $b \rightarrow c$ then $a \rightarrow c$
- if $a \rightarrow b$ then $b^c \rightarrow a^c$
- if $a \rightarrow b^c \cup c$ then $a \cap b \rightarrow c$

(Proof: Elementary check.)

**Remark** Readers familiar with the paper [KLM 90] will immediately recognize this set of properties as their "system P". They would write "$\leadsto$" instead of "$\rightarrow$", and call this relation a "preferential consequence relation".

Our topological presentation allows us to state some "additional" properties. As mentioned above, $a \rightarrow b$ does not imply $a \cap c \rightarrow b$. However:

**Proposition 0.5** If $a \rightarrow b$ and $O$ is open, then $a \cap O \rightarrow b$.

(Proof: Elementary check.)
Proposition 0.6  If $a \rightarrow b$, $d \subseteq X$ and $d$ is dense in $a$, then $a \cap d \rightarrow b$.

If $a, b \subseteq X$ then $b$ is called dense in $a$, if $a \cap b$ is dense in $a$ with induced topology. This is equivalent to: (for all open $O$) $O \cap a \neq \emptyset$ implies $O \cap a \cap b \neq \emptyset$.

For example, $Q$ is dense in $IR$, as is $Q^c$. The open interval $(0,1)$ is not dense in $IR$, but it is dense in the closed interval $[0,1]$.

Proof of Proposition 0.6: Suppose $a, b, d \subseteq X$, $a \rightarrow b$ and $d$ is dense in $a$.

If $p \in a \cap d$ and $p \in O$ then there is an $O' \subset O$ with $O' \cap a \neq \emptyset$ and $O' \cap a \subseteq b$.

Since $d$ is dense in $a$, $O' \cap a \cap d \neq \emptyset$ (and $O' \cap a \cap d \subseteq b$).

Hence $a \cap d \rightarrow b$.

Remark If $(X, \tau)$ is a topological space, then the following properties are equivalent:

i) for all $a, b, c \subseteq X$, $a \rightarrow b$ implies $a \cap c \rightarrow b$, ('$(X, \tau)$ is monotonic')

ii) for all $a, b \subseteq X$, $a \rightarrow b$ implies $a \subseteq b$.

(If ii) is not true, think about $a \cap b^c$.)

0.2 Finite spaces and partial order based semantics

In this section $X$ is a finite set; every topology $\tau$ on $X$ is said to induce a conditional on $X$ (i.e. some binary relation on $P(X)$) according to the definitions in part 1, as follows: (for $a, b \subseteq X$):

$a \rightarrow_b \iff a \rightarrow b$ in $(X, \tau)$.

Every partial ordering $\leq$ on $X$ induces a conditional on $X$ as follows:

$a \rightarrow_b \iff$ all $\leq$-minimal elements of $a$ are in $b$.

[p \in X is called $\leq$-minimal in $a$ if: i) $p \in a$, and ii) $q \in a$, $q \leq p$ implies $q = p$.]

Proposition 0.7 For every partial ordering on $X$ there is a topology on $X$ inducing the same conditional as that ordering.

Proof: Let $(X, \leq)$ be a partial ordering.

Define $\tau := \{v \subseteq X |$ if $p \in v$ and $q \leq p$ then $q \in v \}$ (which is a topology on $X$).

Then (for all $a, b \subseteq X$): $a \rightarrow_b \iff a \rightarrow \tau b$.

[For every $p \in X$, let $O_p$ denote \{ $q \in X | q \leq p$ \}.]

1) Suppose $a \rightarrow_b$.

If $p$ is $\leq$-minimal in $a$, then $O_p \cap a = \{p\}$.

Now there is an $O' \subseteq O_p$ with $O' \cap a \neq \emptyset$, hence $O' \cap a = \{p\}$

and: $O' \cap a \subseteq b$, hence $p \in b$.

Hence $a \rightarrow_b$.

2) Suppose $a \rightarrow \leq b$.

If $p \in a$ and $p \in O$ then there is a $q$ with $q \leq p$ and $q \leq$-minimal in $a$.

For such $q$: $O_q \subseteq O_{p} \subseteq O$ and $q \in b$ (since $a \rightarrow \leq b$).

Hence: $O_q \subseteq O$, $O_q \cap a = \{q\}$ $\neq \emptyset$, and $O_q \cap a \subseteq b$.

Hence $a \rightarrow_b$.
Proposition 0.8 For every topology on $X$ there is a partial ordering on $X$ inducing the same conditional as that topology.

Proof: Let $(X, \tau)$ be a topological space. For every $p \in X$, define $O_p$ to be the smallest open set containing $p$. Now define the following strict partial ordering on $X$: (for $p, q \in X$)

\[ p < q \iff O_p \subset O_q \] (strict subset)

and the associated ordinary partial ordering:

\[ p \leq q \iff p < q \text{ or } p = q. \]

1) Suppose $a \prec b$.
   
   Let $p$ be $\prec$-minimal in $a$.
   
   There is an $O$ with $O \subseteq O_p$, $O \cap a \neq \emptyset$, $O \cap a \subseteq b$.
   
   Say $q \in O \cap a$, then $O_q \subseteq O_p$ and $O_q \cap a \subseteq b$.
   
   Since $p$ is $\leq$-minimal in $a$, $O_q = O_p$, hence $O_p \cap a \subseteq b$, hence $p \in b$.
   
   Hence $a \prec b$.

2) Suppose $a \prec\!\prec b$.

   If $p \in a$, $p \in O$ then there is a $q$ with $q \leq p$ and $q \leq$-minimal in $a$.
   
   For such $q$: if $r \in O_q \cap a$ then $O_q \subseteq O_q$, hence $O_q = O_q$ by the $\leq$-minimality (in $a$) of $q$.
   
   Hence $r$ is $\leq$-minimal in $a$, hence $r \in b$ (since $a \prec\!\prec b$).
   
   Hence $O_q \cap a \subseteq b$, and $O_q \cap a \neq \emptyset$ (since $q \in O_q \cap a$).
   
   Hence $a \prec\!\prec b$.

\[ \blacksquare \]

Remarks 1) Proposition 0.8 obviously does not hold for infinite spaces in general. Think, for instance, about the Euclidean-plane example.

2) Given a conditional, there is at most one partial ordering inducing that conditional. On the other hand, a topology is in general not uniquely determined by the conditional that it induces. For example: if $O_1$ and $O_2$ are two disjoint, non-empty subsets of a set $X$, then the topology $\{\emptyset, O_1, O_2, O_1 \cup O_2, X\}$ induces the same conditional on $X$ as the topology $\{\emptyset, O_1 \cup O_2, X\}$.

Conclusion of Section 0 For finite spaces, semantics using topology is the same thing as semantics using partial orderings, as found in [KLM 90]. For infinite spaces, our topological definitions are a natural generalization of the finite case.

1 Nesting

So far, we gave simple conditional phrases of the form "$a \to b$" a non-standard interpretation. We will now investigate several possible ways to give nested conditional phrases an interpretation using the very same idea. Moreover, since rules of inference are implicational phrases by their very nature, it is only natural and consequent to use the new interpretation for inference rules as well.

Definition 1.1 An implication ($\prec$-operator) on a topological space $(X, \tau)$ is a binary operation $\prec(a, b)$ on $P(X)$ satisfying

\[ \prec(a, b) = X \iff a \to b \] (for all $a, b \subseteq X$).

Let $L$ be a propositional language closed under $\land, \lor, \to, \neg$, and $\top, \bot$, having (finitely many) basic formulas as well as $\top$ (for "true") and $\bot$ (for "false").
Definition 1.2 A tuple \((X, \tau, \varphi)\) is called a topological model based on \(I\) if:

- \((X, \tau)\) is a topological space,
- \(I(\_, \_)\) is an implication on \(X, \varphi\) is a map \(L \rightarrow \mathcal{P}(X)\) such that (for all \(a, b \in L\))
  - \(\varphi(a \land b) = \varphi(a) \cap \varphi(b)\),
  - \(\varphi(a \lor b) = \varphi(a) \cup \varphi(b)\),
  - \(\varphi(\neg a) = \neg \varphi(a)\),
  - \(\varphi(\top) = X, \varphi(\bot) = \emptyset\).

We will freely speak about "model \((X, \tau)\)"", "model \(X\) (based on \(I\))" etc.

Definition 1.3 If \(a \in L\) and \(X = (X, \tau, \varphi)\) is a model, then

\[ X \models a \ ("\ a \ is \ true \ in \ X\") \iff \varphi(a) = X \]

1.1 Nesting in finite spaces

Let \((X, \tau)\) be a finite topological space, and \(a, b \subseteq X\).

Definition 1.4 \(S(a, b)\) is the union of all \(S \subseteq X\) with the property: \(S \cap a \rightarrow b\).

Since \(S_1 \cap a \rightarrow b\), \(S_2 \cap a \rightarrow b\) implies \((S_1 \cup S_2) \cap a \rightarrow b\), and since \(X\) is finite, we have:

Proposition 1.5 (For all \(a, b, c \subseteq X\))

\[ S(a, b) \cap a \rightarrow b, \]
\[ c \cap a \rightarrow b \implies c \rightarrow S(a, b). \]

(it even implies \(c \subseteq S(a, b)\))

Corollary \(S(a, b)\) is the largest \(S \subseteq X\) with the property: \(S \cap a \rightarrow b\).

Corollary \(S(a, b) = X\) iff \(a \rightarrow b\) (i.e. \(S(\_, \_)\) is an implication operator).

Furthermore it is easy (but important) to see:

\[ a^c \cup b \subseteq S(a, b) \ (\text{since } a^c \cap a \rightarrow b \text{ and } b \cap a \rightarrow b). \]

Let \(A_0, A_1, \ldots, A_n\) be formulae from \(L\).

Definition 1.6 We call

\[ A_1, \ldots, A_n \]
\[ A_0 \]

\(S\)-valid if \(A_1 \land \ldots \land A_n \rightarrow A_0\) is true in all finite models based on \(S\).

It is called strictly valid, or valid in the strict sense, if for all such models:

\[ X \models A_1 \land \ldots \land A_n \implies X \models A_0 \]

For example:

Proposition 1.7

Both \(\frac{A \rightarrow B}{\neg A \lor B}\) and \(\frac{\neg A \lor B}{A \rightarrow B}\) are \(S\)-valid rules.

Proof: 1) If \(X\) is a topological space, \(a, b \subseteq X\) and \(S = S(a, b)\) then \(S \cap a \rightarrow b\), hence \(S \rightarrow a^c \cup b\) (see Proposition 0.3). Hence \(S(a, b) \rightarrow a^c \cup b\).
2) See the remark after the corollaries of Proposition 1.5.

Note that, since \( a \rightarrow b \) does not imply \( a \subseteq b \), \( S(a,b) = X \) does not imply \( a^c \cup b = X \), hence of the rules in the proposition, the latter is valid in the strict sense, the former is not.

Another example:

**Theorem 1.8**

\[
\begin{align*}
(A \rightarrow B) & \quad \frac{A \land C \rightarrow B}{A \land C \rightarrow B} \\
\text{(mon)} &
\end{align*}
\]
is S-valid.

**Proof:** If \( S = S(a,b) \) then \( S \cap a \rightarrow b \), hence (for all \( c \subseteq X \))

\[
S \rightarrow a^c \cup b \subseteq (a \cap c)^c \cup b \subseteq S(a \cap c,b).
\]

Hence \( S(a,b) \rightarrow S(a \cap c,b) \).

Hence the rule of monotonicity is S-valid. But our system is non-monotonic, since \( a \rightarrow b \) does not imply \( a \cap c \rightarrow b \). What to think of such a result? Well, think of \( X \) as the set of possible worlds.

For \( a, b \subseteq X \), read \( a \rightarrow b \) as: "almost all worlds in \( a \) are in \( b \)", or: "\( a \) implies \( b \) (only) as a rule". The result now implies: if \( a \rightarrow b \) is true and \( c \subseteq X \), then there is a set \( S \subseteq X \) (namely \( S(a \cap c,b) \)) such that

\[
S \cap a \cap c \rightarrow b
\]

and \( X \rightarrow S \).

That is, under some extra condition "\( S \)", \( a \cap c \) implies \( b \) (as a rule), and almost all worlds satisfy condition "\( S \)". Or: "\( a \cap c \rightarrow b \) is true for almost all worlds". Hence in some way one could say that (mon) is a rule that might have exceptions, but that nevertheless is valid as a rule. ("The exception confirms the rule").

**Proposition 1.9** The following rules are S-valid:

\[
\begin{align*}
\begin{array}{c}
A \rightarrow B \\
- B \rightarrow - A \\
\end{array} & \quad \frac{A \land B \rightarrow C}{A \rightarrow (B \rightarrow C)} & \quad \frac{A \rightarrow (B \rightarrow C)}{A \land B \rightarrow C} \\
\end{align*}
\]

**Proof:**

1) If \( S = S(a,b) \) then \( S \cap a \rightarrow b \), hence \( S \rightarrow a^c \cup b = (b^c)^c \cup a^c \subseteq S(b^c, a^c) \).

Hence \( S(a,b) \rightarrow S(b^c, a^c) \).

2) If \( S = S(a \cap b, c) \) then \( S \cap a \cap b \rightarrow c \), hence \( S \cap a \rightarrow b^c \cup c \) (Proposition 0.5).

But \( b^c \cup c \subseteq S(b,c) \), hence \( S \cap a \rightarrow S(b,c) \). Hence \( S \rightarrow S(a, S(b,c)) \).

3) If \( S = S(a, S(b,c)) \) then \( S \cap a \rightarrow S(b,c) \), hence \( S \rightarrow a^c \cup S(b,c) \subseteq S \). So we have:

\[
\begin{align*}
S & \leftrightarrow a^c \cup S(b,c), \\
S & \rightarrow a^c \cup S(b,c) \quad \text{(because: } a^c \subseteq (a \cap b)^c \subseteq S(a \cap b,c) \text{ and } S(b,c) \rightarrow S(a \cap b,c) \text{ by Theorem 1.8) }
\end{align*}
\]

Hence \( S \rightarrow S(a \cap b,c) \) by Proposition 0.5.

Of these rules, only the second is valid in the strict sense. There are also rules that are valid in the strict sense, but are not S-valid:
Proposition 1.10

\[
\begin{align*}
A \rightarrow B, A \rightarrow C \\
\hline
A \rightarrow B \wedge C
\end{align*}
\]

is not S-valid.

Proof / Counterexample: Using an example from Section 0:

Then:

\begin{align*}
S(\text{bird, flies}) &= X \\
S(\text{bird, penguin}) &= \text{penguin} \cup O_2^c \\
S(\text{bird, flies} \cap \text{penguin}) &= \text{flies} \cap \text{penguin} \\
\text{but not} \ \text{penguin} \cup O_2^c &\rightarrow \text{flies} \cap \text{penguin}.
\end{align*}

Hence \( S(\text{bird, flies}) \cap S(\text{bird, penguin}) \rightarrow S(\text{bird, flies} \cap \text{penguin}) \) is not true.

Remarks

1) \( A, A \rightarrow B \) is S-valid, \( A, A \rightarrow B, \neg B \) and \( A, A \rightarrow B, C \) are not.

(Stated without proof.)

2) \( S(\_ , \_) \) is, for finite spaces, the most natural candidate to use. However, it has some annoying properties as well (e.g. Proposition 1.10), and the idea is of little use for infinite spaces. Note that the definition of \( S(\_ , \_ ) \) doesn't really use our topological presentation, since for finite spaces our approach is equivalent to the approach using partial orderings. In the next section we will define, using the topology, a less natural operator, but one with better behaviour. The main result will be a generalization of Theorem 1.8 for all spaces (not only finite ones), in combination with the validity of most rules of ordinary proposition logic, including the one in Proposition 1.10.

1.2 Nesting in general

Let \((X, \tau)\) be a topological space and \(a, b \subseteq X\).

Definition 1.11 \( O(a,b) \) is the union of all (open) \( O \subseteq X \) with the property: \( O \cap a \rightarrow b \).

\( O(a,b) \) is an open set for every \( a, b \), and we have:

Proposition 1.12 \( O(a,b) \cap a \rightarrow b \).

Proof: Suppose \( O \subseteq X \) (open) and \( O \cap (O(a,b) \cap a) \neq \emptyset \).

Say \( p \in O \cap (O(a,b) \cap a) \), hence \( p \in O(a,b) \). Say \( p \in O_1 \), and \( O_1 \cap a \rightarrow b \).

Then \( O \cap (O_1 \cap a) \neq \emptyset \). Hence there is an \( O' \subseteq O \) with

\[ O' \cap (O_1 \cap a) \neq \emptyset \] and \( O' \cap (O_1 \cap a) \subseteq b \).

Hence \( O'' := O' \cap O_1 \) satisfies \( O'' \cap a \neq \emptyset \) and \( O'' \cap a \subseteq b \).

Hence \( O'' \cap a \rightarrow b \), hence \( O'' \subseteq O(a,b) \).

Hence: \( O'' \cap (O(a,b) \cap a) = O'' \cap a \subseteq b \) and \( O'' \cap (O(a,b) \cap a) = (O' \cap O_1) \cap a \neq \emptyset \).
corollary $O(a, b)$ is the largest (open set) $O$ satisfying $O \cap a \rightarrow b$.
corollary $a \rightarrow b$ iff $O(a, b) = X$ (i.e. $O(\_ , \_ )$ is an implication operator).
[ (Stated without proof:) $O(\_ , \_ )$ does, in general, not satisfy $a^\circ \cup b \subseteq O(a, b)$, and $c \cap a \rightarrow b$ does not imply $c \rightarrow O(a, b)$ ]

The definitions of validity (Definition 1.6) are used mutatis mutandis:
Let $A_0$, $A_1$, ..., $A_n$ be formulae from $L$.
Definition 1.13

\[
\frac{A_1, \ldots, A_n}{A_0}
\]

is called $O$-valid if $A_1 \land \ldots \land A_n \rightarrow A_0$ is true in all models based on $O(\_ , \_ )$.
It is called valid in the strict sense, if for all such models:

$X \models A_1 \land \ldots \land A_n$ implies $X \models A_0$

Proposition 1.14

\[
\frac{A \rightarrow B}{A \land C \rightarrow B}
\]

is $O$-valid.
Proof: Suppose $O = O(a, b)$ and $O \rightarrow O(a \cap c, b)$ is not true. Then $O(a \cap c, b)^c$ is somewhere dense in $O$, say $O' \subseteq O$, $O' \neq \emptyset$, and $O(a \cap c, b)^c$ is dense in $O'$. Then:

$O' \subseteq O(a \cap c, b)^c$ (since the right hand side is closed and dense in $O'$.)
i.e.: $O' \cap O(a \cap c, b) = \emptyset$.
This implies:

- $a \cap c$ is dense in $O'$ and
- $c$ is dense in $O' \cap a$.

By Proposition 0.5, $O' \cap a \rightarrow b$, hence by Proposition 0.6: $O' \cap a \cap c \rightarrow b$.
Hence $O' \subseteq O(a \cap c, b)$. Hence $O' = \emptyset$, contradiction.

As a corollary we have, for all topological spaces $(X, \tau)$, $a, b \subseteq X$:
Theorem 1.15 If $a \rightarrow b$ is true, then there is a $v \subseteq X$ such that:

- $v \cap a \cap c \rightarrow b$
- $v$ is a full subset

We could read that as: the monotonicity rule is valid as a rule, though it might have exceptions.
The same is true of the transitivity rule:

\[
\frac{A \rightarrow C, C \rightarrow B}{A \rightarrow B}
\]

(Sketch of the proof: $O(c, b) \rightarrow O(a \cap c, b)$ by Proposition 1.14, and $O(a, c) \cap O(a \cap c, b) \subseteq O(a, b)$.)
Theorem 1.16 The following rules are O-valid:

\[
\begin{align*}
C & \rightarrow A, \ C \rightarrow B & C & \rightarrow A \wedge B & C & \rightarrow A \wedge B \\
\hline
C & \rightarrow A & \rightarrow B & C & \rightarrow A \vee B, \ C \wedge A & \rightarrow D, \ C \wedge B & \rightarrow D & C & \rightarrow D
\end{align*}
\]

As well as:

\[
\begin{align*}
C & \rightarrow A & T & \rightarrow A & C \wedge A & \wedge B & \rightarrow D & C \wedge A & \wedge A & \rightarrow B & C & \rightarrow B
\end{align*}
\]

Proof: (For X a topological space, a,b,c,d \subseteq X.)

It is easy to see that \( O(c,a) \cap O(c,b) \subseteq O(c, a \wedge b) \).

If \( O_1 = O(c,a) \) and \( O_2 = O(c,b) \) then \( O_1 \cap O_2 \cap c \rightarrow a \) and \( O_1 \cap O_2 \cap c \rightarrow b \) (Proposition 0.5).

Hence \( O_1 \cap O_2 \cap c \rightarrow a \wedge b \), hence \( O_1 \cap O_2 \subseteq O(c, a \wedge b) \).

Likewise:

\[
\begin{align*}
O(c,a \wedge b) & \subseteq O(c,a), \ O(c,a \wedge b) \subseteq O(c,b), \\
O(c,a) & \subseteq O(c,a \cup b), \ O(c,b) \subseteq O(c,a \cup b), \\
O(c,a \cup b) & \cap O(c \cap a,d) \cap O(c \cap b,d) \subseteq O(c,d), \\
[ (O \cap c) \cap a \rightarrow d, \ (O \cap c) \cap b \rightarrow d & \text{ implies } (O \cap c) \cap (a \cup b) \rightarrow d \\
\text{ and: } (O \cap c) \cap (a \cup b) \rightarrow d, \ (O \cap c) \rightarrow a \cup b & \text{ implies } (O \cap c) \rightarrow d ] \\
O(c \cap a,b) & \subseteq O(c,a^c \cup b), \\
[ \forall \cap a \rightarrow b & \text{ implies } \forall \rightarrow a^c \cup b ] \\
O(c,a^c \cup b) & \cap O(c,a) \subseteq O(c,b), \\
[ (a^c \cup b) \cap a \subseteq b & ] \\
O(c \cap a,b) & \cap O(c \cap a,b^c) \subseteq O(c,a^c) \\
O(c,a) & \cap O(c,a^c) \subseteq O(c,b).
\end{align*}
\]

The validity of the monotonicity rule is proved in Proposition 1.14, the rest is trivial.

Remarks

1) Note that under normal circumstances these are enough to determine ordinary classical proposition logic. Our system, however, is non-monotonic: \( a \rightarrow b \) does not imply \( a \wedge c \rightarrow b \).

2) The rule of monotonicity is the only rule (in the theorem above) that is not valid in the strict sense.

3) The following variants of rules are O-valid as well:

\[
\begin{align*}
C & \rightarrow A, \ C \wedge A & \rightarrow B & C \wedge A & \rightarrow D, \ C \wedge B & \rightarrow D \\
\hline
C & \rightarrow B & C \wedge (A \vee B) & \rightarrow D
\end{align*}
\]

(Proof is easy.)
Not $O$-valid are:

\[
\begin{array}{c}
i) \quad C \land A \rightarrow B \\
\quad C \rightarrow (A \rightarrow B) \\
ii) \quad A, A \rightarrow B, \neg B \\
\quad B \\
iii) \quad A \rightarrow B, A, C \\
\quad B
\end{array}
\]

Proof / Counterexamples: i) Let $X$ be $\mathbb{R}$, $a = X$, $b = c = \emptyset$. Then $O(c \cap a, b) = O(c, c) = X$, $O(a, b) = \emptyset$, $O(c, \emptyset) = \emptyset$. Hence $O(c \cap a, b) \rightarrow O(c, O(a, b))$.

ii) Choose $X, a, b$ such that $a \rightarrow b$ is true in $X$ and $a \cap b^c \neq \emptyset$, then $O(a, b) = X$ and $O(a, b) \cap a \cap b^c \neq \emptyset$, but $O(a, b) \cap a \cap b^c \rightarrow b$ iff $O(a, b) \cap a \cap b^c \rightarrow \emptyset$.

iii) Choose $X, a, b$ as in the preceding example, define $c$ to be $b^c$, and proceed as before.

The non-validity of iii) could be thought of as: the information "bird", "green" and the rule that "bird" implies "flies" is not enough to conclude "flies". This is usually called the irrelevancy problem. It is a drawback common to most "conditional" approaches towards non-monotonic reasoning.

Conclusion of Section 1 The main result of this section is that, in some way, the monotonicity rule can be thought of as being valid in a nonmonotonic system like ours (be it valid only as a rule that might have exceptions).

Remark Using the topology on $X$, several other implication operators can easily be defined and investigated. In this paper however, we restrict our attention to $S(\_ , \_ )$ and $O(\_ , \_ )$.

2 Nesting and Theory Revision*

In this section $(X, \tau)$ is assumed to be a finite, non-monotonic space. (That is: there are $a, b, c \subseteq X$ with $a \rightarrow b$ but not $a \cap c \rightarrow b$. Or equivalently: there are $a, b \subseteq X$ with $a \rightarrow b$, but $a \not< b$.)

The word "implication" is used as before, i.e. an implication is a binary operation $I(\_ , \_ )$ satisfying

\[
I(a, b) = X \text{ iff } a \rightarrow b \text{ (for all } a, b \subseteq X). 
\]

Now it is clear that $O(\_ , \_ )$ is an implication which does not satisfy the "deduction theorem" (dt)

\[
a \cap b \rightarrow c \text{ iff } a \rightarrow O(b, c).
\]

(Proof: if $b \rightarrow c$ and not $a \cap b \rightarrow c$, then $O(b, c) = X$, hence $a \rightarrow O(b, c)$ ...)

This is a little bit disappointing, and nothing can be done about it, since the argument can be applied to any implication. Therefore, there is no alternative for $O(\_ , \_ )$ satisfying (dt).

However, there might be an alternative for the operator " $\cap$ ".

Definition 2.1 A combination is a pair $(I, \ast)$ of binary operators on $P(X)$ with:

\[
I(\_ , \_ ) \text{ is an implication on } X, \\
a \ast b \rightarrow c \text{ iff } a \rightarrow I(b, c) \text{ (for all } a, b, c \subseteq X) 
\]

One could think of $\ast$ as a belief revision operator, cf. [Gär 92] or [F&L 94]. Here one should think of "a" as representing some theory, "b" as new information and "$a \ast b$" as the revised theory.

In literature on revision, a central role is played by the AGM postulates for revision: a collection of proposed properties any revision operator ought to have. When translated into our terminology, these are:

* Sometimes also called 'belief revision'.
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K1 if a and b are subsets of X, a*b is a subset of X,
K2 a*b ⊆ b,
K3 a ∩ b ⊆ a*b,
K4 if a ∩ b ≠ Ø then a*b = a ∩ b,
K5 if a*b = Ø then b = Ø or a = Ø,
K6 if b₁ = b₂ then a*b₁ = a*b₂,
K7 (a*b₁) ∩ b₂ ⊆ a*(b₁ ∩ b₂),
K8 if (a*b₁) ∩ b₂ ≠ Ø then a*(b₁ ∩ b₂) = (a*b₁) ∩ b₂.

In our framework, K1 and K6 are trivially true, and our version of K1 is necessarily stronger than the original K1 (see, e.g., [F&L 94]). K5 has been modified as well, see remark 5) after Theorem 2.3.

Definition 2.2 A revision operator is said to satisfy the Ramsey test if it can be combined with some implication operator.

Let us now prove our version of the well known Gärdenfors impossibility theorem:

Theorem 2.3 There is no operator * satisfying both the Ramsey test and K4.

Proof: Suppose (I, *) is a combination, and * satisfies : (for all a,b,c ⊆ X)
if a ∩ b ≠ Ø then a*b = a ∩ b.

Then (for all p ∈ X, a,b ⊆ X :)
{p}*a → b iff p ∈ I(a,b)

1) Now suppose p ∈ I(a,b) ∩ a, then:
{p} ∩ a ≠ Ø, hence {p}*a = {p} ∩ a = {p}.
But {p}*a → b, hence {p} → b, i.e. p ∈ b.
Hence I(a,b) ∩ a ⊆ b, for all a,b ⊆ X.

2) Now a → b implies I(a,b) = X, hence a ⊆ b, contrary to our assumption at the beginning of this section.

Remarks 1) Theorem 2.3 sounds like an impossibility result, but it is in fact a triviality result: if (I, *) satisfies both the Ramsey test and K4 then the space (X, τ) is monotonic, hence not interesting.

2) Most researchers in the field of belief revision seem to accept without the slightest hesitation the principle that, as long as the new information is (classically) consistent with the knowledge so far, the revised theory should just be the classical expansion. This is the idea behind the AGM postulate K4.

3) There is no combination with * satisfying:
if a ⊬ b then a*b = a ∩ b
(proof is similar to the proof of Theorem 2.3, therefore skipped), which could be considered to be a better representation of the idea behind K4.

4) For stronger results, see, for example, [Gär 87], [Mak 90], [Mor 92].

[Gär 87] already blamed the combination Ramsey test + K4. (His version of the Ramsey test is slightly different from ours, however.) Some researchers blame the Ramsey test in particular, continuing research in the direction of the revision operator alone. Recent results [F&L 94] have shown that the AGM postulates are too strong for other reasons as well. [Mor 92] proved that the combination Ramsey test + K4 is possible in a different conceptual framework, hence blaming
technicalities. (For example, our version essentially needs \(a \ast b \neq \emptyset\) whenever \(b \neq \emptyset\), which is the direct translation of the original version of AGM postulate K5. (If \(\ast\) is combinable, then \(\emptyset \ast b = \emptyset\) for all \(b \subseteq X\) since \(\emptyset \rightarrow I(b, \emptyset)\) for all \(b\).) This is why we have replaced the original postulate by our version.

Let us investigate the combinability of \(S(\_ , \_ )\) and \(O(\_ , \_ )\).

The implication operator \(S(\_ , \_ )\) cannot be combined with any revision operator:

**Theorem 2.4** There is no combination with \(I\) satisfying (for all \(a, b, c \subseteq X\))
\[
I(a, b) \cap a \rightarrow b \\
\text{c \cap a \rightarrow b implies c \rightarrow I(a, b)}.
\]

**Proof:** Suppose \((I, \ast)\) is a combination and \(I\) satisfies those properties. Then:

1) \(I(a, \emptyset) = a^c\) for all \(a \subseteq X\):
- If \(p \not\in a\), then \(\{p\} \cap a \rightarrow \emptyset\), hence \(\{p\} \rightarrow I(a, \emptyset)\), hence \(p \in I(a, \emptyset) : a^c \subseteq I(a, \emptyset)\).
- \(I(a, \emptyset) \cap a \rightarrow \emptyset\), hence \(I(a, \emptyset) \subseteq a^c\).

2) \(I(a, b) \cap a \subseteq b\) for all \(a, b \subseteq X\):
- Suppose \(p \in a \cap I(a, b)\). Then \(\{p\} \rightarrow I(a, b)\), hence \(\{p\} \ast a \rightarrow b\).
- Since \(\{p\} \cap a \rightarrow \{p\} \cap a : \{p\} \rightarrow I(a, \{p\} \cap a)\), hence \(\{p\} \ast a \rightarrow \{p\} \cap a = \{p\}\).
- Hence \(\{p\} \ast a \rightarrow \{p\} \rightarrow b\).
- \(I(a, \emptyset) = a^c\), hence \(p \not\in I(a, \emptyset)\), hence \(not\ \{p\} \ast a \rightarrow \emptyset\), hence \(\{p\} \ast a \neq \emptyset\).
- Now \(\{p\} \ast a \rightarrow \{p\}\) implies \(p \in \{p\} \ast a\).
- Hence \(\{p\} \ast a \cap \{p\} = \{p\}\), hence \(\{p\} \rightarrow b\), i.e. \(p \in b\).

3) The proof now proceeds like step 2) of Theorem 2.3.

Note that \(S(\_ , \_ )\) does satisfy these conditions (Proposition 1.5).

But combinations do exist:

**Theorem 2.5** If \(X\) is a finite space and \(I\) an implication operator on \(X\) satisfying
(for all \(a, b, c \subseteq X\))
\[
\begin{align*}
(i) & \quad I(a, b) \subseteq I(a, c) \text{ if } b \subseteq c \\
(ii) & \quad I(a, b) \cap I(a, c) \subseteq I(a, b \cap c) \\
(iii) & \quad I(a, b) \cap I(a \cap b, c) \subseteq I(a, c)
\end{align*}
\]
then there is an operator \(\ast\) such that \((I, \ast)\) is a combination.

**Proof:** Define, for \(a, b \subseteq X\), \(a \ast b\) to be the intersection of all \(c \subseteq X\) with the property: \(a \rightarrow I(b, c)\).
Then, by i) and ii),
\[
a \ast b \subseteq c \text{ if } a \rightarrow I(b, c)\).
\]
We will prove: \(a \ast b \rightarrow c\) if \(a \ast b \subseteq c\).
(We only prove the non-trivial part.) Suppose \(a \ast b \rightarrow c\).
Then by (iii):
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\[ I(b_1, a\ast b) \cap I(b_1 \cap (a\ast b), c) \subseteq I(b_1, c). \]

But \( a\ast b \subseteq b \), \hspace{1cm} \text{(by (\#)).}

hence: \( I(b_1 \cap (a\ast b), c) = I(a\ast b, c) = X \), \hspace{1cm} \text{(since \( a\ast b \rightarrow c \))}

hence: \( I(b_1, a\ast b) \subseteq I(b_1, c) \). \hspace{1cm} \text{(by (i))}

\[ a \rightarrow I(b_1, a\ast b), \hspace{1cm} \text{(by (\#))} \]

hence: \( a \rightarrow I(b_1, c) \),

hence: \( a\ast b \subseteq c \). \hspace{1cm} \text{(by (\#)).}

Note that \( O(\_ , \_ ) \) satisfies the three necessary conditions (see the proof of Theorem 1.16. It is easy to prove iii) using the same idea).

**Remark** There are revision operators satisfying K1, K2, K5 (that is, our version) K6 as well as the Ramsey test.

(Stated without proof: (for every \( X \)) there is an implication operator satisfying the three conditions of Theorem 2.5 and: \( I(a, \emptyset) = \emptyset \) whenever \( a \neq \emptyset \).

**Conclusions of Section 2**

1) In this final section we investigated the implication operators \( O(\_ , \_ ) \) and \( S(\_ , \_ ) \), as defined in the previous section. The former is combinable with a revision operator, the latter is not.

2) The Ramsey test is a fair and plausible property for a revision operator to have, and should not be forgotten in the field of theory revision just because of the Gärdenfors-like Impossibility Theorems.

3) Several researchers agree about the AGM postulates being too strong, without agreement about a particular reason. Our set-up points in the direction of postulate K4 in particular.

**Overall conclusions**

1) It is possible to investigate non-monotonic reasoning using standard notions from elementary topology, without any reference to probability or preference of some possible worlds over others. For finite spaces our approach is equivalent to the partial order based approach as found in [KLM 90].

2) There are several possible ways to handle nested conditional phrases. We investigated a very natural one for finite spaces, and a slightly less natural one for the general case.

3) We used this "nesting" to interpret rules of inference, and it turned out that each of the standard rules of ordinary proposition logic, including the rule of monotonicity, is valid in this non-standard sense. In a strict sense, the system is non-monotonic however. This is a nice way to think of non-monotonic reasoning.

**Directions of further research**

1) Find a more convincing non-monotonic system that is based on the idea: "just accept (almost) each of the rules of ordinary logic, including the rule of monotonicity, but only as a rule that might have exceptions", hence creating a logic which is non-monotonic in the mathematical sense, but in which the rule of monotonicity is valid as a rule. This paper already presents such a system, but I'm looking for a more direct implementation of the idea.

2) Extend to predicate calculus.
3) Find a way to solve the irrelevancy problem (see the final remark after Theorem 1.16) using the general principle of 1) above.
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