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We propose a protocol for multi-party authentication for any number of parties, which generalizes the well-known Needham-Schroeder-Lowe protocol. We show that the protocol satisfies authentication of the communicating parties (by proving injective synchronisation) and secrecy of the generated challenges. For \( p \) parties, the protocol consists of \( 2p - 1 \) messages, which we show to be the minimal number of messages required to achieve the desired security properties in the presence of a Dolev-Yao style intruder. The underlying communication structure of the generalized protocol can serve as the backbone of a range of authentication protocols.

1 Introduction

In the context of Dolev-Yao style modeling of security protocols, several protocols have been proposed in order to satisfy forms of mutual authentication (for an overview of authentication protocols see [9, 25]). Of these, the best known is Needham-Schroeder-Lowe (NSL) from [21, 23]. The NSL protocol satisfies even the strongest forms of authentication [15], and has been studied extensively.

The operation of the three-message base protocol is as follows (see Figure 1). In the first step, the initiator of the protocol, executing the \( a \) role, creates a random value (often called a nonce or a challenge) \( na \). He encrypts this value along with his name with the public key \( pk_b \) of the intended responder. When the responder, executing the \( b \) role, receives such a message, he generates his own random value \( nb \). He responds to the challenge by encrypting both nonces as well as his own name, with the public key of the initiator. In the third step, the initiator sends back the random value \( nb \) to the responder, encrypted by the public key of the responder.

This protocol was designed for two parties who want to authenticate each other, which is often referred to as bilateral authentication. In many settings such as modern e-commerce protocols there are three or more parties that need to authenticate each other. In such a setting we could naively instantiate multiple NSL protocols to mutually authenticate all partners. For \( p \) parties, such mutual authentication would require \( (p \times (p-1))/2 \) instantiations of the protocol, and three times as many messages. In practice, when multi-party authentication protocols are needed, protocol designers instead opt to design new protocols (often 3 or 4-
The goal of the current paper is to improve upon this approach and to generalize the NSL protocol as to obtain a multi-party authentication protocol with optimal message complexity (which turns out to be $2p - 1$ for $p$ parties).

Since the development of correct security protocols has proven to be a notoriously difficult task we use the framework introduced in [14–16] to prove the proposed protocol correct.

Although many methodologies and tools for verifying security protocols in a Dolev-Yao setting have been developed, these have been focused on protocols with a fixed number of parties. The challenge is in proving the proposed parameterized protocol correct.

We proceed as follows. In Section 2 we generalize the Needham-Schroeder-Lowe protocol for any number of parties. In Section 3 we show the security properties that the protocol satisfies and sketch proofs of correctness and preconditions. We discuss some variations of the pattern of the generalized protocol in Section 4. Related work is discussed in Section 5. We draw conclusions and discuss further work in Section 6.

## 2 A multi-party authentication protocol

The basic idea behind the NSL protocol is that each agent has a challenge-response cycle to validate the other agent’s identity. These two challenge-response cycles are linked together by identifying the response of the second agent with its challenge.

Its generalization follows the same line of thinking. Every agent conducts a challenge-response cycle with its neighbouring agent, while combining its own challenge with a response to another agent’s challenge whenever possible.

We will first explain the four-party version of the protocol in some detail. Afterwards we give a generalized specification for $p$ parties.

The four-party protocol goes as follows (see Figure 2). First, the initiating agent chooses which parties he wants to communicate with. He creates a new random value, $n_0$, and combines this with his name and the names of agents $R_2$ and $R_3$. The resulting message is encrypted with the public key of $R_1$, and sent to $R_1$. Upon receipt and decryption of this message, the second agent adds his own name and a fresh nonce, and removes the name of the next agent in the line from the message. This modified message is then encrypted with the public key of the next agent and sent along. This continues until each agent has added his nonce, upon which the message is sent back to the initiating agent. The subsequent agents again check whether their own nonces are in the message, remove this nonce, and
Figure 3. Generalized NSL pattern

pass the resulting message on.

This four-party protocol can be generalized to any number of agents $p$. In Figure 3 we schematically describe the communication structure of the protocol. The abstract messages are defined below. The function $next$ determines the next role in the list of participants in a cyclic way. The ordered list $AL(x)$ contains all roles, except for role $x$. The protocol makes use of two types of messages. The first $p$ messages are of type $MsgA$ and the final $p - 1$ messages are of type $MsgB$.

$$next(i) = R((i + 1) \mod p)$$

$$AL(x) = [R0, R1, \ldots, R(p - 1)] \setminus x$$

$$MsgA(i) = \{ [n(0) \ldots n(i)], AL(next(i)) \}_pk(next(i))$$

$$MsgB(i) = \{ [n(i + 1) \ldots n(p - 1)] \}_pk(next(i))$$

For $i$ such that $0 \leq i < 2p - 1$, protocol message labeled with $(p, i)$ is now defined by

$$Msg(i) = \begin{cases} 
    MsgA(i) & \text{if } 0 \leq i < p, \\
    MsgB(i - p) & \text{if } p \leq i < 2p - 1.
\end{cases}$$

The purpose of the protocol is to achieve authentication of all parties and secrecy of all nonces, in the presence of a Dolev-Yao intruder, that has full control over the network. We will make this precise in the next section, but first we make two observations. First, agent $Rx$ reads messages with labels $(p, x - 1)$ and $(p, x + p - 1)$, and sends out messages with labels $(p, x)$ and $(p, x + p)$. Second, a nonce created by agent $Rx$ occurs in $p - 1$ messages: to be exact, it occurs in the messages labeled with $(p, i)$, where $x \leq i < x + p$.

The protocol can be deployed in two main ways. First, it can be instantiated for a specific number of parties, to yield e.g. a four-party authentication protocol. In this way it can be used instead of custom $n$-way handshake protocols.

Second, it can be used in its most generic form, and have the initiating role $R0$ choose the number of participants $p$. Agents receiving messages can deduce the chosen $p$ at runtime from the number of agents in the first message, and their supposed role from the number of nonces in the message. For the analysis in the next section we use the generic form, where the number of parties $p$ is not fixed: the properties that we prove will then automatically hold for specific instantiations as well, where only a certain number of parties is allowed.

3 Analysis

In this section we will prove that the protocol satisfies injective synchronisation. Informally, for a two-party protocol, it states the following:

Initiator $I$ considers a protocol synchronising, whenever $I$ as initiator completes a run of the protocol with responder $R$, then $R$ as responder has been running the protocol with $I$. Moreover, all messages are received exactly as they were sent, in the order as described by the pro-
tocol. Initiator $I$ considers a protocol injectively synchronising if the protocol synchronizes and each run of $I$ corresponds to a unique run of $R$.

This definition extends in a natural way to multi-party protocols. We refer the reader to [15, 16] for a detailed definition of injective synchronisation and a proof that the more common notion of agreement is implied by injective synchronisation.

Important to the approach here is that we consider local synchronisation claims. That means that an agent may decide that the complete protocol has been executed exactly as expected, based on his local observations only. These observations only take into account the contents of the communications that the agent was involved in. Whenever such an agent successfully completes a run of a synchronising protocol, all other parties involved in the protocol have executed their part exactly as expected.

We notice that the proposed multi-party authentication protocol performs an all or none authentication. This means that whenever an agent finishes his part of the protocol successfully, he will be sure that all other parties are authenticated to him. On the other hand, if any of the communication partners is not able to authenticate himself, the protocol does not terminate successfully. So, this protocol does not establish authentication of a subset of the selected agents.

A second observation concerning this protocol is the fact that authentication is only guaranteed if all agents indicated in the first message of the initiator are trusted. This means that if the decryption key of any of the agents is compromised, the other agents in the list can be falsely authenticated. The reason is that e.g. agent $R0$ only verifies the authenticity of agent $R1$. Verification of the identity of agent $R2$ is delegated to agent $R1$, and so on. This chain of trust is essential to the design of an efficient multi-party authentication protocol.

Finally we want to mention that the proof does not only imply correctness for any specific choice of $p$: rather, we prove that the protocol is correct when $p$ is chosen at run-time by the initiator. Put differently, we prove correctness of the protocol in an environment with all $p$-party variants running in parallel.

3.1 Properties of generalized NSL

The multi-party authentication protocol described above has a number of interesting properties. It satisfies secrecy of each of the nonces, and injective synchronisation for all parties (and therefore also agreement). Furthermore, it uses a minimal number of messages to achieve these properties.

Correctness holds in the presence of an active Dolev-Yao intruder, thus assuming perfect cryptographic primitives, but with compromised/dishonest agents in the system. It is possible that agents start a protocol session with dishonest agents, in which case no security properties are guaranteed. We prove that even though honest agents sometimes communicate with dishonest agents, the communications among groups of honest agents remain secure.

3.2 Proof of correctness

We will show the proofs of the security claims of the generalized version of Needham-Schroeder-Lowe in some detail. For these proof descriptions we rely on the concepts introduced in [14–16]. Although it is our intention that this paper is as self-contained as possible, many subtleties are explained more clearly in the papers mentioned.

We briefly introduce some of the concepts involved. Black box modeling of security protocols starts from a term algebra with at least two constructors: tupling of terms $t_1$ and $t_2$, denoted as $(t_1, t_2)$, and encryption of a term $t$ with a term $k$, denoted as $\{t\}_k$.

We assume a typed model, in other words we assume the messages are constructed in such a way that the recipient can distinguish e.g. a nonce from an agent name. This assumption is addressed in more detail in Section 3.3.

The subterm relation $\sqsubseteq$ concerns all terms involved in the construction of a term. It therefore also contains the keys used in the construction.

**Definition 1** The subterm relation $\sqsubseteq$ is the least reflexive, transitive relation satisfying $t_1, t_2 \sqsubseteq (t_1, t_2)$ and $t_1, t_2 \sqsubseteq \{t_1\}_{t_2}$.

We also define a subterm with an encryption depth parameter, that signals the number of encryptions applied to a term, using a subscript notation. Thus we still have $t \sqsubseteq_0 t$. We have $t_1 \sqsubseteq_0 (t_1, t_2)$ and $t_1 \sqsubseteq_1 \{t_1\}_{t_2}$. Note that we have $t_2 \sqsubseteq_0 \{t_1\}_{t_2}$ because the key is not encrypted itself. If a term occurs at more levels of encryption, we refer to the lowest level.

We consider an unbounded number of agents, each executing one or more instances of one or
more roles of the protocol in parallel. An instantiated role is called a run. Agents communicate via a network that is under complete control of the (Dolev-Yao) intruder. The operational semantics describes all possible behaviours of such a system. This gives rise to a set of traces: each trace is a sequence of (instantiated) send and read events. A send (or read) event executed in run $rx$ is denoted by $send_{rx}$ or $read_{rx}$. So, an execution trace consists of a possible interleaving of the send and read events of the runs. In this model, the network is equated with the intruder. Therefore a send event implies that the intruder learns the contents of the sent message, and possibly decomposes it using available decryption keys. A read event implies that the intruder was able to construct the contained message. The intruder knowledge models the collection of messages that the intruder is able to construct.

**Definition 2** The initial knowledge of the intruder is denoted as $M_0$. Given a trace $\alpha$ and an index $i$, the knowledge of the intruder before an event $\alpha_i$ is denoted as:

$$M(\alpha, i) = M_0 \cup \{m \mid \exists j < i : \alpha_j = send(m)\}$$

The intruder knowledge is closed with respect to the available operators, such as tupling/projection and encryption/decryption. We assume perfect encryption: an encrypted term can only be decrypted if the intruder is in possession of the key. Thus we have $\{x\} k \in M \land k^{-1} \in M \Rightarrow x \in M$.

Fresh values (nonces) created in runs are not known to the intruder initially. Even if the intruder learns them at some point, there is a point before which the nonce was not known.

**Lemma 1** Given a trace $\alpha$, and a nonce $n$ that was created by a run $rx$ in role $y$, we have that:

$$\exists j : n \in M(\alpha, j) \Rightarrow \exists i : n \not\in M(\alpha, i) \land n \in M(\alpha, i + 1)$$

If a fresh value is not known to the intruder, he cannot construct terms that have this fresh value as a direct subterm himself. Thus, these messages must have been learned somewhere before.

**Lemma 2** Assume a protocol model with explicit type checking for terms. Given a trace $\alpha$, terms $t$, $m$, $k$, and an index $i$:

$$t \subseteq_0 m \land t \not\in M(\alpha, i) \land \alpha_i = read(\{m\} k) \Rightarrow \exists (j < i : m \subseteq m' \land \alpha_j = send(m'))$$

The proof of this Lemma is not detailed here.

The following lemmas only hold for the specific protocol under investigation.

Based on Lemma 2 we can establish the following property:

**Lemma 3** Consider the generalized version of NSL. Let $\alpha$ be a trace, and $rx$ a run executing role $x$, in which a nonce $n$ was created. Let $ry$ be a run and $m$ a message such that $n \subseteq_1 m$. If we have

$$n \not\in M(\alpha, i) \land \alpha_i = send(m) \Rightarrow ry$$

then we have

$$ry = rx \lor (\exists m', j, j', rz : j < j' < i \land n \subseteq_1 m' \land \alpha_j = send(m') \Rightarrow rz \land \alpha_{j'} = read(m') \Rightarrow ry)$$

Intuitively, the lemma states that if an agent sends out a nonce that the intruder does not know, it is either its own nonce or it is one that it learned before from the send of some other agent.

The previous lemma gives us a preceding run for a message that is sent. If we repeatedly apply this lemma on a similar situation where a nonce is received, we can establish a sequence of events that must have occurred before a nonce is received. We introduce the notation run($e$) to denote the run that executes the trace event $e$.

**Lemma 4** Consider the generalized version of NSL. Let $\alpha$ be a trace, and $rx$ a run executing role $x$ in which a nonce $n$ was created. Let $ry$ be a run and $m$ be a message such that $n \subseteq_1 m$. If we have

$$n \not\in M(\alpha, i) \land \alpha_i = read(m)$$

then there exists a non-empty finite sequence of events $\beta$ such that the events in $\beta$ are a subset of the events in $\alpha$, and

$$run(\beta_0) = rx \land \beta_{|\beta|-1} = send(m) \land (\forall n : 0 \leq n < |\beta| : \exists m', j, r : n \subseteq_1 m' \land \beta_n = \alpha_j = send(m') \Rightarrow r \land (\exists rr, j' : j < j' < i : \alpha_{j'} = read(m') \Rightarrow rr \land (n < |\beta| - 1 \Rightarrow rr = run(\beta_{n+1}))))$$

The resulting sequence of events is a chain of send events that include the nonce: each sent message is read by the run of the next send. This lemma is used to trace the path of the nonce from the creator of a nonce to a recipient of a message with
the nonce, as long as the nonce is not known to the intruder. In other words, $\beta$ represents a subset of send events of $\alpha$ through which the nonce $n$ has passed before $\alpha_i$.

Given a run identifier $r$, we denote the local mapping of roles to agents (which is used to denote the intended communication partners of a run) with $\rho(r)$). We use $A_T$ to denote the set of trusted agents: these are the agents that are “honest”, and thus not compromised by, or conspiring with, the intruder. Intuitively, we prove the following: even though not all agents in the system can be trusted, we still want the communications between trusted agents to be secure. For a run $r$ that wants to communicate with trusted agents we have that $\rho(x) \subseteq A_T$, whereas for a run $r'2$ that sets up a communication with an untrusted agent we have that $\rho(r2) \not\subseteq A_T$. We use this terminology in the next lemma.

**Lemma 5** For the generalized version of NSL, given a trace $\alpha$, and a nonce $n$ that was created by a run $rx$, and a trace index $k$:

$$\rho(rx) \subseteq A_T \land n \in M(\alpha, k) \Rightarrow$$

$$(\exists ry, j, m : \rho(ry) \subseteq A_T \land j < k \land n \notin M(\alpha, j) \land n \in M(\alpha, j + 1) \land n \subseteq m \land \alpha_j = \text{send}(m)_{\|^x}ry)$$

Intuitively, this lemma expresses that the protocol only reveals any terms to the intruder in runs that communicate with an untrusted agent. The lemma follows from the notion of untrusted agents, Lemma 1 and Lemma 2.

We now return to the sequence of events $\beta$ as established by Lemma 4. Given a send event $e$, the type of message is either A or B, and is denoted as $mtype(e)$.

**Lemma 6** Given a sequence of run events $\beta$ established by application of Lemma 4, we have that there exists a $k$, where $1 \leq k \leq |\beta|$ such that

$$(k < |\beta| \Rightarrow \text{role}(\beta_k) = R0) \land$$

$$\forall n : 0 \leq n < k : \rho(\text{run}(\beta_n)) = \rho(rx) \land$$

$$\text{role}(\beta_n) = R(n + x)$$

3.2.1 Secrecy of nonces created in role R0

**Lemma 8** Given a trace $\alpha$, a nonce $n$ created by a run $rx$ in role $R0$, we have that

$$\rho(rx) \subseteq A_T \Rightarrow \forall i : n \notin M(\alpha, i)$$

Proof by contradiction. We assume the generated nonce is leaked to the intruder, and establish a contradiction, from which we conclude the nonce cannot be leaked.

Assume that there exists a trace $\alpha$ in which a nonce $n$ was generated in a run $rx$ executing role $R0$, and that this run tries to communicate with trusted agents only. In other words, $\rho(rx) \subseteq A_T$. Assume the nonce is learned by the intruder at some point. We apply Lemma 5 to find an event $\alpha_j$ of a run $ry$ where the nonce is first leaked. Thus we have $n \notin M(\alpha, j)$ and $n \in M(\alpha, j + 1)$. Note that $rx \neq ry$: the nonce could not have been created in run $ry$ because that would imply $ry$ only communicates with trusted agents, contradicting the lemma. In fact, in all sub case we will arrive at a contradiction of the type $\rho(rx) = \rho(ry)$ combined with the communication with (un)trusted
agents in the runs. We apply Lemmas 4 and 6 to yield a sequence of events \( \beta \) and an index \( k \).

We split cases based on the type of message of the send event at \( \alpha_j \). We distinguish two cases, and show that both lead to a contradiction.

- **The message sent at \( \alpha_j \) is of type A.** Thus we conclude \( k = |\beta| \), and from Lemma 7 we have that \( \rho(\alpha_j) = \rho(r_y) \). Because \( r_x \) communicates with trusted agents only, and \( r_y \) does not, we arrive at a contradiction.

- **The message sent at \( \alpha_j \) is of type B,** so it does not contain agent names. Because the nonce \( n \) was not created by the run \( r_y \), it must have been received before. If we look at the protocol definitions, we see that each send of message B is preceded by a read of a message containing one extra nonce: the one created by the run. Thus, there must be a read event \( \alpha_{j2} = j^2 < j \), with message \( \{ n_y, \ldots, n, \ldots \} _{\beta(k \ldots)} \), where \( n_y \) is the nonce created by run \( r_y \). Because this message again contains \( n \), the intruder could not have created this message himself, and an agent must have sent it. If we look at the messages in the sequence \( \beta \) and the protocol rules, we find that there must exist an index \( k' \), such that \( \text{run(} \beta(k') \text{)} = r_y \) (where \( n_y \) was sent out first), and that \( k' < k \) on the basis of Lemma 6. If we combine this with Lemma 7, we arrive at \( \rho(\alpha_j) = \rho(r_x) \), which yields a contradiction.

### 3.2.2 Non-injective synchronisation of role \( R_0 \)

Given that the secrecy of nonces generated by role \( R_0 \) holds, the following is straightforward:

**Lemma 9** Non-injective synchronisation holds for role \( R_0 \).

As stated before, a full definition of synchronisation is given in [15]. Briefly, it states that when an agent reaches the end of its role, there are other runs, that fulfil the other roles of the protocol, with which messages are exchanged as prescribed by the protocol. We have to prove that all communications that precede the end of the role have occurred correctly: in this case, for role \( R_0 \) we only have to prove that the communications of type A have occurred as expected, because from the viewpoint of role \( R_0 \), we cannot be sure that any messages of type B ever arrive.

Here we sketch the proof, which is not difficult given the secrecy of the nonce: Given a trace \( \alpha \) with a run \( r_x \) executing role \( R_0 \), we have that the nonce \( n \) generated by this role is secret on the basis of Lemma 8. Thus, if the agent completes his run, there must have been two indices \( j \) and \( i, j < i \) such that \( \alpha_j = \text{send}(\alpha_0)(m) \) and \( \alpha_i = \text{read}(\alpha_{p-1})(m') \). If we use Lemma 4 and Lemma 6 we find that the events in the sequence \( \beta \) are exactly the events that are required to exist for the synchronisation of the role \( R_0 \): they are received exactly as they were sent, which is required for synchronisation. This leaves us with only one proof obligation: we have to show that the sequence \( \beta \) contains all the messages of type A, in the right order, after the start of run \( r_x \), and before the end of run \( r_x \). This follows directly from the role assignment in Lemma 7.

#### 3.2.3 Secrecy of nonces created in role \( R_x \) for \( x > 0 \)

**Lemma 10** Given a trace \( \alpha \), a nonce \( n \) created by a run \( r_x \) executing role \( R_x \) with \( x > 0 \), we have that

\[
\rho(r_x) \subseteq A_T \Rightarrow \forall i : n \not\in M(\alpha, i)
\]

Proof by contradiction, similar to that of Lemma 8. Assume the nonce \( n \) was created by a run \( r_x \) executing role \( x \), and is leaked by a run \( r_y \) to the intruder in some trace \( \alpha \). We have \( \rho(r_x) \subseteq A_T \) and \( \rho(r_y) \not\subseteq A_T \). We use Lemma 4 and Lemma 6 to yield a sequence \( \beta \) and index \( k \). We distinguish two cases:

- **\( k = |\beta| \)**: We derive \( \rho(r_x) = \rho(r_y) \), leading to a contradiction.

- **\( k < |\beta| \)**: Because role(\( \beta_k \)) = \( R_0 \), we use Lemma 9 to extend the sequence \( \beta \) backwards, by merging the sequence from the leaking of the nonce with the sequence from the synchronisation. From the messages in the initial segment, which now includes all roles, we find that \( \rho(r_x) = \rho(r_y) \), leading to a contradiction.

### 3.2.4 Non-injective synchronisation of role \( R_x \) for \( x > 0 \)

For non-injective synchronisation of role \( R_x \) for \( x > 0 \), we not only have to prove that all messages of type A have occurred as expected, but also all messages \( \text{MsgB}(x) \), and that there is so-called run-consistency: for each role \( R_y \) we want there to be a single run that sends and receives the actual messages.
Lemma 11  Non-injective synchronisation holds for role $Rx$, where $x > 0$.

Proof sketch: based on the secrecy of the nonce generated in such a role, we determine an index $k$, and sequence $\beta$ that precedes the last read event of the role, with $\text{role}(\beta_0) = Rx$. Because the sequence must include an event of role $R0$, for which non-injective synchronisation holds, we merge the sequences for both (as in the previous lemma). This gives us a complete sequence of send and events which exactly meet the requirements for non-injective synchronisation: they are received exactly as they were sent. The requirement of the existence of all messages of type A follows from Lemma 7: thus there is a run for each role in the protocol. Furthermore, the nonce of each these runs is present in the message sent at $\alpha_k$. If we examine the protocol rules, we see that the message of type B is only accepted by runs whose own nonce is contained in the message: therefore we have that the run executing role $R1$ must be equal to run$(\alpha_{k+1})$, and that the read event must be labeled as the $\text{MsgB}(0)$. Similarly, we establish that the correct messages have been consistently read and sent by the runs that created the nonces. Thus all conditions for non-injective synchronisation are met.

3.2.5 Injective synchronisation of all roles

The additional requirement of injectivity ensures that a security protocol is not vulnerable to a certain class of replay attacks. In [16] we formalised the notion of injectivity and proved that for synchronising protocols inspection of the protocol at a syntactic level suffices to conclude injectivity. This syntactic criterion, the loop-property, roughly states that there must be a sequence of messages from the claiming role to each of the other roles, and back. For the proposed protocol this boils down to verifying that each role has a challenge-response loop to each of the other roles, which is obviously the case. Therefore, the synchronisation proof presented above implies injective synchronisation as well.

3.3 Observations

The Needham-Schroeder protocol If we instantiate the generalized protocol for $p = 2$, we get exactly the three message version of the NSL protocol. The NSL protocol was designed to fix a flaw in the Needham-Schroeder protocol, shown in Figure 4. If we compare our generalized version with the original Needham-Schroeder protocol, we see that the second message of the Needham-Schroeder protocol does not contain the agent list ($\text{AL}(a)$). Therefore we cannot conclude all the contradictions based on the matching agent lists, as we did in the proof of our protocol.

![Figure 4. The Needham-Schroeder protocol with public keys.]

Type-flaw attacks We have assumed that type-flaw attacks are not possible, i.e. agents can verify whether an incoming message is correctly typed. There are several reasons for doing this. Without this assumption, there are type-flaw attacks on the generalized version of the protocol: not only simple ones for specific instances of $p$, but also multi-protocol type-flaw attacks involving instances for several choices of $p$ in one attack, as in [13]. Thus, we find that typing is crucial. Solutions for preventing type flaw attacks using type information is examined in detail in e.g. [19]. Such type information can be easily added to each message, but a simple labeling will also suffice. If we add a tuple $(p, l)$ before each message inside the encryption, where $p$ is the number of participants for this instance, and $l$ is the label of the message, the protocol becomes robust against type-flaw attacks and multi-protocol attacks with other instances of itself.

Using an automatic protocol verification tool (Scyther, [12]) we have established that the type-flaw attacks are not due to the specific ordering of the nonces and agent names within the messages. In particular, we examined different options for the message contents (without adding labels): reversing the order of either the agent or the nonce list,
interleaving the lists, etc. We established the existence of type-flaw attacks for some choices of $p$ for all variants we constructed.

3.4 Message minimality

As discussed in Section 3.2.5, the loop-property is instrumental to achieve injectivity. Moreover, in the context of a unicast communication model with a Dolev-Yao intruder, this loop-property turns out to be a necessity. Phrased in terms of challenge-response behaviour: in order to achieve injective synchronisation, each role must send a challenge that is replied to by all other roles.

From this requirement we can easily derive the minimal number of messages to achieve injective synchronisation. Consider the first message sent by some role $Rx$, and call this message $m$. In order to achieve a loop to all other roles after this first message, every role will have to send at least one message after $m$. Including message $m$ this will yield at least $p$ messages. Next we observe that every role must take part in the protocol and we consider the first message sent by each of the roles. If we take $Rx$ to be the last of the $p$ roles that becomes active in the protocol, it must be the case that before $Rx$ sends his first message, at least $p - 1$ messages have been sent. Adding this to the $p$ messages that must have been sent after that message, yields a lower bound of $2p - 1$ messages.

4 Variations on the pattern

The communication structure from Figure 3 can be instantiated in several different ways as to obtain authentication protocols satisfying different requirements. In this section we list some of the more interesting possibilities. Due to space limitations, we present the protocols without analysing their properties in detail.

Generalized Bilateral Key Exchange First, we observe that the nonces generated in the protocol are random and unknown to the adversary, which makes them suitable keys for symmetric encryption. Furthermore, if we examine the proofs, the authentication of the messages is only derived from the encryption of the messages of type A, not of type B. Similar to the Bilateral Key Exchange protocol (BKE) as described in [10] we can opt to replace the asymmetric encryption for the messages of type B by symmetric encryption with the nonce of the recipient. We can then omit this nonce from the list. We use $\epsilon$ to denote a constant representing the empty list. This yields the following message definitions.

$$nlist(i) = \begin{cases} [n(i + 2)\ldots n(p - 1)] & \text{if } i < p - 1 \\ \epsilon & \text{if } i = p - 1 \end{cases}$$

$$\text{MsgA}(i) = \{ [n0\ldots ni], \text{AL}(\text{next}(i)) \}_{sk(\text{next}(i))}$$

$$\text{MsgB}(i) = \{ nlist(i) \}_{n(i+1)}$$

Using private keys If secrecy of the nonces is not required, we can use the private key of the sender of a message for encryption, instead of the public key of the receiver. This gives the following protocol.

$$\text{MsgA}(i) = \{ \text{AL}(Ri), [n0,\ldots, ni] \}_{sk(Ri)}$$

$$\text{MsgB}(i) = \{ \text{AL}(Ri), [n(i + 1),\ldots, n(p - 1)] \}_{sk(Ri)}$$

Although this protocol is minimal in the number of messages, it is not minimal in the complexity of the messages. In the first message of role $R0$, e.g., we can take the role names outside the encryption operator. Although there are some other local optimizations, we prefer to present this more regular protocol. Finding such a protocol with minimal complexity of the messages is still an open question.

Rearranging message contents In the proofs of correctness, we have used some (but not all) information that distinguishes the messages in the protocol. In particular, we used:

- The ordered agent list $\text{AL}(\cdot)$. We used this to derive the parameter $p$ from an incoming message, and the order in the list is required to be able to derive that the agent list of the sender is identical to the agent list of the recipient.
- The list of nonces. We used the number of nonces to derive the role an agent is supposed to assume (given $p$).

A direct consequence of this is that the exact order of the agent list and nonce list is not relevant, as long as it is consistent. We could e.g. redefine messages of type A as to start with a reversed list of roles, followed by the list of nonces.

Furthermore we did not require in the proof of the protocol, that there was nothing else inside the encrypted terms besides names and nonces. Thus,
we can add any payload inside the encryption, as long as we ensure that it cannot be confused with an agent term or a nonce.

This opens up several possibilities for establishing e.g. keys between pairs of agents inside of the generalized NSL protocol. We discuss one such option in the next paragraphs.

Key agreement protocols In the field of cryptographic protocols many, so-called, group key agreement protocols have been developed. Although these have different goals from the protocol mentioned here, we see some possibilities to use the underlying structure of the protocol for these purposes.

The generalized NSL presented here can be turned into a naive group key agreement protocol by deriving a session key using a hash function over all the nonces, e.g. \( h(n(0) \ldots n(p-1)) \). This would constitute a fresh authenticated session key, which is shared by all the participants. However, the resulting protocol would not satisfy e.g. forward secrecy of the session key: if one of the private keys of one of the participants is leaked after a session, the nonces that were used can be determined. From this the original session key can be retrieved, which allows an intruder to decrypt a session afterwards.

To establish forward secrecy of a session key, derivatives of the Diffie-Hellman key agreement protocol are used, as e.g. in [27]. We envisage that such an approach would be possible here as well: either by adding Diffie-Hellman derivatives as payload, or more efficiently, by replacing the nonces that are sent by the public halves of the Diffie-Hellman constructs.

5 Related Work

In Dolev-Yao style analysis of security protocols, where black-box abstractions of cryptographic operators are considered, protocols usually consist of two or three roles only. There are many recent successful methodologies [17,28] and analysis tools [3,4,11,12,24] that can be used to analyse protocols in the Dolev-Yao model. All the tools mentioned assume the protocols have a fixed number of participants. Therefore, they cannot be used to analyze multi-party protocols in general, but they can be used to analyze specific instances of such protocols. For example, Proverif [4] has been used to analyze instances of the GDH protocols from [2], and here we have used Scyther [12] to analyze instances of our protocol.

In spite of the success of these methods, few multi-party protocols have been constructed in the Dolev-Yao setting. As a notable exception we would like to mention [7], where the authors construct a challenge-response protocol for any number of parties. However, the protocol described there does not satisfy synchronisation or agreement.

On the other hand, many multi-party protocols have been constructed and analyzed in a cryptographic setting, e.g. [1,2,5]. These protocols are typically assumed to employ a multicast primitive, and based on this primitive their complexity can be analyzed, as in e.g. [20,22]. Unfortunately the protocols in this category are designed to meet different goals than the protocol presented here, and therefore cannot be used to compare with our approach.

Recently, a corpus of multi-party protocols have been established as part of the Coral project [26], aiming to establish a reference set for multi-party protocol analysis.

Regarding proving authentication protocols correct, there have been some recent attempts to simplify such proofs. For example, one successful approach is to use static analysis of the protocol to prove authentication properties, as described in e.g. [6]. However, the notions of authentication used there are weaker than synchronisation or agreement, and the methods used there do not seem suitable for proving synchronisation.

Another approach to proving authenticity is taken in [8], where a simple logic is developed to prove authentication, assuming that some secrecy properties hold. The idea is then to delegate the proof of the secrecy properties to a dedicated secrecy logic. While a promising idea, in this case we have seen that the lemmas used to prove secrecy (i.e. yielding a sequence of send events) are also used to prove authenticity: thus, in this particular case, the proof structure seems to suggest that splitting the proof strictly into two (one for secrecy, one for authentication) leads to duplication of a large part of the proof. It would be interesting to see how a dedicated proof in this authentication logic would differ from our proof.

6 Conclusions and Future Work

We proposed a security protocol for multi-party authentication and proved it correct, i.e. the protocol satisfies injective synchronisation and all
nonces are secret. The proof is formulated in terms of the operational semantics framework introduced in [14–16] and takes the number of parties \( p \) as a parameter. This is in line with more recent attempts (e.g. [26]) to develop methodologies for such (parameterised) multi-party protocols, for which this protocol could be used as a case study.

Correctness of the protocol is subject to the assumption that the messages include enough information as to allow a receiving agent to check if a message is correctly typed.

As has been shown by history, constructing correct security protocols is not trivial. Even knowing this, we were surprised to find that all variants of the proposed protocol (irrespective of the ordering of nonces and role names in the messages) suffer from type-flaw attacks. We found this out by using the Scyther tool [12]. In fact, we extensively used this tool to investigate instances of the protocol for a specific number of participants to guide us in our research and to study the variations presented in Section 4. A simple (and standard) extension of the messages will make the protocol resilient against such type-flaw attacks.

The communication structure underlying the protocol can serve as a generic pattern for multi-party challenge-response mechanisms, in which we can capture generalized NSL, BKE, and several other variants.
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