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Abstract

This paper revisits worst-case response time analysis of real-time tasks under hierarchical fixed-priority pre-emptive scheduling. Using an example consisting of a single server and a single hard real-time task, we show that existing worst-case response time analysis can be improved for deferrable servers and sporadic servers when a server is exclusively used for hard real-time tasks. Moreover, we show that improving the existing analysis in this setting is not straightforward, because the worst-case response time of a task is not necessarily assumed for the first job when released at a critical instant. Finally, we briefly investigate best-case response times of tasks.

1. Introduction

One of the main scheduling approaches in real-time computing systems is given by fixed-priority preemptive scheduling (FPPS) [10, 12]. The approach is founded on a fixed-priority scheduling theory, supported by a suite of open software standards, commercially available schedulability analysis tools and real-time operating systems, and adopted by leading companies and institutions world-wide.

Scheduling a set of real-time tasks sharing a resource gives rise to the so-called temporal interference problem, i.e. a malfunctioning task may cause other tasks to fail to meet their time constraints. A standard solution for this problem is to introduce resource budgets for tasks, which provide temporal protection between tasks by guaranteeing a minimal amount of resources [16]. Those budgets can be implemented using so-called servers that dispatch the available resources to the tasks that are appointed to them [9, 21]. Appointing servers to tasks gives rise to hierarchical scheduling. For two-level hierarchical scheduling, a global scheduler is used to determine which set of tasks is allowed to use the resource at any given moment in time and a local scheduler is used to determine which of those tasks should actually execute. In this paper, we assume two-level hierarchical scheduling using FPPS at both levels.

In general, a server for a shared processing resource, such as a CPU, is characterized by a capacity and a replenishment period [6]. The capacity is the maximum amount of resources (i.e. the maximum amount of processing time) that a server can provide to its associated tasks during its replenishment period. The replenishment period is the minimum time between replenishments of the capacity. Servers typically differ with respect to the amount and moment in time of the replenishments and to the preservation of the remaining capacity when their associated tasks are not ready to use it. In this paper, we consider deferrable servers [24], sporadic servers [23], and periodic servers [9].

Analysis of real-time tasks under hierarchical FPPS (H-FPPS) has been addressed in [1, 3, 9, 21, 22], where the analysis presented in [9] improves on the earlier work. In this paper, we show that the existing worst-case response time analysis can be improved for deferrable servers and sporadic servers when a server is exclusively used for hard real-time tasks. To this end, we consider an example consisting of a single server and a single hard real-time task. We show that improving the existing analysis is not straightforward, because the worst-case response time of a task is not necessarily assumed for the first job when released at a critical instant. We merely illustrate best-case response times.

This paper is organized as follows. In Section 2 we briefly describe a real-time scheduling model for the classes of systems considered in this paper. Next, in Section 3, we recapitulate existing worst-case response time analysis. We illustrate the existing analysis for an example using a periodic server in Section 4. We revisit the analysis for deferrable servers and sporadic servers in Sections 5 and 6, respectively. We discuss our findings in Section 7 and conclude the paper in Section 8.
2. A real-time scheduling model

This section describes a basic real-time scheduling model for H-FPPS. Most of the definitions of this model are taken from [4, 9], and originate from [15]. We start this section with a description of a general scheduling model in terms of tasks and servers. We subsequently characterise the classes of systems which we consider in this paper. Next, we introduce specific terminology, concepts, and assumptions for tasks and servers for the systems under consideration.

2.1. A general scheduling model

We assume a single processor, a set of \( n \) servers \( \sigma_1, \sigma_2, \ldots, \sigma_n \), and a collection of \( n \) disjunct sets \( T_1, T_2, \ldots, T_n \) of tasks, where the server \( \sigma_i \) is appointed to the set of tasks \( T_i \). Each set \( T_i \) consists of \( m_i \) periodically released, independent hard real-time tasks and \( m'_i \) soft real-time tasks. At any moment in time, the processor is used to execute the highest priority task that has work pending of the highest priority server that still has processing time remaining.

In this paper, we assume that the tasks of \( T_i \) only execute under the server \( \sigma_i \). Moreover, we assume that the \( m_i \) hard real-time tasks in a task set \( T_i \) execute at higher priorities than the \( m'_i \) soft real-time tasks. We also assume that servers and tasks have fixed priorities and are fully pre-emptive. For notational convenience we assume that the servers are given in order of decreasing priority, i.e. server \( \sigma_1 \) has highest priority and server \( \sigma_n \) has lowest priority.

2.2. Systems under consideration

In this paper, we consider three main classes of systems:

- \( \Gamma \), consisting of a single server \( \sigma \) and a single hard real-time task \( \tau \), i.e. \( n = 1, m_1 = 1, \) and \( m'_1 = 0 \);

- \( \Gamma' \), with a single hard real-time task \( \tau \) running on a highest priority server \( \sigma \), i.e. \( n \geq 1, m_1 = 1, \) and \( m'_1 = 0 \);

- \( \bar{\Gamma} \), consisting of a single server \( \sigma \), a single hard real-time task \( \tau \), and one or more soft real-time tasks, i.e. \( n = 1, m_1 = 1, \) and \( m'_1 \geq 1 \).

We observe that \( \Gamma \) is a special case of the class \( \Gamma' \). Note that \( \bar{\Gamma} \) only differs from \( \Gamma \) by its constituent non-empty set of soft real-time tasks. Finally, we mention that \( \Gamma \) can be transformed into \( \Gamma' \) by appointing all soft real-time tasks to a dedicated server \( \sigma' \) which receives a lower priority than \( \sigma \).

2.3. A task model

The hard real-time task \( \tau \) is characterized by a period (or inter-arrival time) \( T \in \mathbb{R}^+ \), a worst-case computation time \( C \in \mathbb{R}^+ \), a (relative) deadline \( D \in \mathbb{R}^+ \) where \( C \leq 0 \), and a phasing (or first activation time) \( \phi \in \mathbb{R} \). For the time being, we do not constrain the deadline, i.e. we assume an arbitrary deadline. An activation (or release) time is a time at which task \( \tau \) becomes ready for execution. A release of a task is also termed a job. The job of task \( \tau \) with release time \( \phi \) is referred to as job one. The release of job \( k \) of \( \tau \) therefore takes place at time \( a_k^1 = \phi^k + (k-1)T^k \), \( k \in \mathbb{N}^+ \). The (absolute) deadline of job \( k \) of \( \tau \) tasks place at \( d_k = a_k^1 + D^k \).

The active (or response time) interval of job \( k \) of \( \tau \) is defined as the time span between the activation time of that job and the completion time \( c_k \), i.e. \( [a_k^1, c_k] \). The response time \( r_k \) of job \( k \) of \( \tau \) is defined as the length of its active interval, i.e. \( r_k = c_k - a_k^1 \).

The worst-case response time \( WR \) of task \( \tau \) is the largest response time of any of its jobs. A critical instant of task \( \tau \) is defined as an (hypothetical) instant that leads to its worst-case response time. Typically, such an instant is described as a point in time with particular properties. As an example, a critical instant for tasks under FPPS is given by a point in time for which all tasks have a simultaneous release. Because the deadline of task \( \tau \) is hard, \( \tau \) can be scheduled iff, i.e. if and only if

\[
WR \leq D. \quad \text{(1)}
\]

The best-case response time \( BR \) of task \( \tau \) is the shortest response time of any of its jobs. An optimal instant of task \( \tau \) is defined to be an (hypothetical) instant that leads to its best-case response time.

The fraction of processor time spent on executing task \( \tau \) is \( C \over T \), and is termed the utilization (factor) \( U \) of task \( \tau \), i.e.

\[
U = C \over T. \quad \text{(2)}
\]

We assume that we do not have control over the phasing \( \phi \), for instance since the task is released by external events, so we assume that any arbitrary phasing may occur. This assumption is common in real-time scheduling literature [11, 12, 15]. We observe that, although we assume arbitrary phasing, we do assume that \( \tau \) is released at or after the first replenishment of the server \( \sigma \). We also assume other standard basic assumptions [15], i.e. task \( \tau \) is ready to run at the start of each period and does not suspend itself, a job of task \( \tau \) does not start before its previous job is completed, soft real-time tasks will be preempted instantaneously when task \( \tau \) becomes ready to run, and the overhead of context switching and task scheduling is ignored.
2.4. Server models

The server $\sigma$ is characterized by a replenishment period $T^\sigma \in \mathbb{R}^+$, a capacity (or maximum processing time) $C^\sigma \in \mathbb{R}^+$, a (relative) deadline $D^\sigma \in \mathbb{R}^+$, and a phasing (or first replenishment time) $\phi^\sigma \in \mathbb{R}$.

We assume that the server’s period and deadline are equal, i.e. $T^\sigma = D^\sigma$. Without loss of generality, we assume that the server $\sigma$ is replenished for the first time at $t = 0$, i.e. the server $\sigma$ is replenished instantaneously when the task consuming its processing time) will be preempted when none of its associated tasks has work pending, a lower priority server (and its associated tasks are not ready to use it. A periodic server preserves its processing time when its associated tasks are not ready to use it, but its processing time is never lost. Consumed processing time is replenished an interval of time corresponding with the replenishment period after the server became ready [23].

3. Recapitulation of worst-case analysis

In this section, we briefly recapitulate existing worst-case response time analysis of hard real-time tasks under H-FPSS as presented in [9]. The analysis is claimed to be exact by the authors of that paper for periodic servers, deferrable servers and sporadic servers. Given our scheduling model, the systems considered in that paper can be characterized by $n \geq 1$, $m_i \geq 1$, and $m'_i \geq 1$. As a result, $\tilde{\Gamma}$ is covered by that paper, but $\Gamma$ and $\Gamma'$ are not.

Deadlines of tasks are not explicitly constrained in [9]. Given a comment on page 18 of [8], a document on which [9] is based, the analysis assumes $D^\tau \leq T^\tau$, however. A task $\tau$ in [9] can be either bound or unbound. A task $\tau$ is bound if it has a period that is an exact multiple of the server’s period, i.e. $T^\tau = nT^\sigma$ for $n \in \mathbb{N}^+$, and an arrival time that coincides with the replenishment of the server’s capacity. Otherwise $\tau$ is unbound. Because we assume an arbitrary phasing for the hard real-time task $\tau$, we consider $\tau$ to be unbound.

3.1. Analysis for the class of systems $\tilde{\Gamma}$

We will now recapitulate the analysis of [9] for a class of systems $\tilde{\Gamma}$ consisting of a single server $\sigma$, a single hard real-time task $\tau$ with $D^\tau \leq T^\tau$ and one or more soft real-time tasks. The critical instant for $\tau$ under the server $\sigma$ occurs when:

1. The server’s capacity has been exhausted by the soft real-time tasks as early in the period as possible.
2. The task $\tau$ arrives just after the server’s capacity has been exhausted.

Moreover, the worst-case response time $WR^\tau$ of the task $\tau$ is given by

$$WR^\tau = C^\tau + \frac{C^\tau}{C^\sigma} (T^\sigma - C^\sigma).$$

3.2. An example

For illustration purpose, let’s assume that the deadline $D^\tau$ of task $\tau$ is equal to its period $T^\tau$. Using Equation (1), this leads to the following condition for schedulability for $\tau$

$$C^\tau + \frac{C^\tau}{C^\sigma} (T^\sigma - C^\sigma) \leq T^\tau.$$

Now, as an example, we fix $C^\tau$ and $T^\tau$ and plot the minimum utilization $U^\sigma_{\min}$ of the server as a function of $T^\sigma$, i.e. we plot

$$U^\sigma_{\min}(T^\sigma) = \min \left\{ \frac{C^\sigma}{T^\sigma} \mid T^\sigma \geq C^\tau + \frac{C^\tau}{C^\sigma} (T^\sigma - C^\sigma), C^\sigma \geq 0 \right\}.$$
The result for $C^\tau = 2$ and $T^\tau = 5$, obtained using Mathematica, is depicted in Figure 1. The horizontal line in this figure, shows the utilization $U^\tau = 0.6$ of the task.

The figure illustrates that according to [9] only for values of $T^\sigma$ equal to an integral fraction of $T^\tau$, i.e. $T^\sigma = \frac{T^\tau}{n}$ for $n \in \mathbb{N}^+$, the minimum server utilization $U^\sigma_{min}$ needed for schedulability of task $\tau$ is equal to the task utilization $U^\tau$. For other values of $T^\sigma$, $U^\sigma_{min}$ is higher than $U^\tau$.

## 4. Analysis for periodic servers

Based on Equation (6), we derive that for $\Gamma$ with $C^\tau = 2$, $T^\tau = D^\tau = 5$, and $T^\sigma = 3$ the minimum capacity $C^\sigma_{min}$ required for a periodic server $\sigma^p$ is 1.5. Using Equation (5), we derive that for $\Gamma$ with $C^\tau = 2$, $T^\tau = D^\tau = 5$, $T^\sigma = 3$, $W^\sigma = 5$. A critical instant for $\tau$ under $\sigma^p$ is shown in Figure 2. This is also illustrated in Figure 2. This behavior of periodic servers has the following implications for the execution of the hard real-time task $\tau$. Firstly, the execution of the hard real-time task $\tau$ is independent of (the absence or presence of) soft real-time tasks. As a consequence, the timeline for $\Gamma$ shown in Figure 2 is also valid for $\Gamma$. Secondly, the execution of a job of $\tau$ is independent of the execution of a previous job of $\tau$. The response time of a job of $\tau$ can therefore be determined in isolation. Thirdly, the behavior of the server $\sigma^p$ and the task $\tau$ becomes stable after an initial start-up phase of 0.5. In particular, the schedule in $[0.5, 15.5]$ is repeated in the intervals $[0.5 + hH, 0.5 + (h + 1)H]$, $h \in \mathbb{N}$ and $H = 15$, where $H$ is the hyperperiod of the server and the task, which is equal to the least common multiple (lcm) of their periods. Stated in other words, the schedule is periodic with period $H = 15$ from time 0.5.

We will now explore the example in more detail by determining the best-case response times and worst-case response times of $\tau$ as functions of $\varphi^\tau$. To this end, we first introduce the auxiliary notion of relative phasing $\varphi^R$ of task $\tau$ with respect to the server $\sigma$, which is given by

$$\varphi^R = (\varphi^\tau - \varphi^\sigma) \mod T^\sigma.$$ (7)

Note that $0 \leq \varphi^R < T^\sigma$. In general, we can therefore restrict $\varphi^\tau$ to values in the interval $[0, T^\sigma)$ for $\Gamma$. Because the execution of a job of $\tau$ is independent of the execution of a previous job of $\tau$, the length of the start-up phase is at most equal to $\varphi^\tau$ and the start-up phase does not contain any executions of $\tau$. As a result, we can restrict $\varphi^\tau$ even further to values in the interval $[0, \text{gcd}(T^\sigma, T^\tau))$, where $\text{gcd}$ is the greatest common divisor of $T^\tau$ and $T^\sigma$, i.e. $\text{gcd}(T^\sigma, T^\tau) = \text{gcd}(3,5) = 1$. Timelines with a first release of task $\tau$ at $\varphi^\tau \in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\}$ are shown in Figure 14 in Appendix B.1. The resulting functions for the best-case and worst-case response times of $\tau$ are illustrated in Figure 3. Notably, the function for the best-case response time is constant, i.e. $BR^\tau(\varphi^\tau) = 3.5$.

## 5. Analysis for deferrable servers revisited

A deferrable server has the ability to defer the provision of processing time in case no associated task is ready to use it. Unfortunately, this relative advantage of a deferrable server compared to periodic server can not be exploited for $\Gamma$ because of the presence of soft real-time tasks. Based on a novel schedulability theorem, we show that existing worst-case response time analysis can be improved when a deferrable server is exclusively used for hard real-time tasks.
This will be illustrated for an example system belonging to the class $\Gamma$. We will explore the example in detail by determining worst-case response times and best-case response times of task $\tau$ as a function of $\phi_\tau$.

5.1. A schedulability theorem

Given our scheduling model in Section 2, the following theorem holds for $\Gamma$; see [7], in which the theorem is derived from a formal model of a deferrable server with a single task, using the real-time calculus of [25].

**Theorem 1** Consider a highest-priority deferrable server $\sigma^D$ with period $T^\sigma$ and capacity $C^\sigma$. Furthermore, assume that the server is associated with a periodic task $\tau$ with period $T^\tau$, worst-case computation time $C^\tau$, and deadline $D^\tau = T^\tau$, where the first release of $\tau$ takes place at or after the first replenishment of $\sigma^D$. The deadline of $\tau$ is met when the respective utilizations satisfy the following inequality

$$U^\tau \leq U^\sigma \leq 1.$$  

This will be illustrated for an example system belonging to the class $\Gamma$. We will explore the example in detail by determining worst-case response times and best-case response times of task $\tau$ as a function of $\phi_\tau$.

5.2. Schedulability of task $\tau$

According to our theorem, the server utilization $U^\sigma$ may be chosen equal to the task utilization $U^\tau$ for the class of systems $\Gamma$, irrespective of $T^\sigma$. From this example, we conclude that the surplus of $U_{\sigma_{\text{min}}}$ compared to $U^\tau$ in Figure 1 is needed for $\Gamma$ using a deferrable server to compensate for the affect of the soft real-time tasks on the worst-case response time of the hard real-time task $\tau$. Notably, there is no need for compensation when $T^\sigma$ is an integral fraction of $T^\tau$. Moreover, we conclude that the schedulability condition expressed by (6) is sufficient but not necessary for $\Gamma$ assuming task $\tau$ to be unbound. As a result, the worst-case response time analysis presented in [9] can be improved when a deferrable server is exclusively used for hard real-time tasks.

5.3. Improving the worst-case analysis

We now consider improving the worst-case response time analysis for deferrable servers. To this end, we consider an example system $S \in \Gamma$ with characteristics as described in Table 1. According to Theorem 1, $S$ is schedulable. Conversely, $S$ is considered unschedulable according to the existing analysis, i.e. a worst-case response time equal to 5.6 is derived for $\tau$ using equation (5), a value which is larger than $\tau$’s deadline. Hence, $S$ is not schedulable with a periodic server.
time

largest response time of jobs in the stable phase. As a result, it is sufficient to consider values for \( \sigma^* \) in the interval \([0, \gcd(T^0, T^1)]\) when considering the worst-case response times of \( \tau \). Timelines for \( \tau \) and \( \sigma^D \) are shown for \( \sigma^* \in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\} \) in Figure 11 in Appendix A.

The worst-case response time \( \text{WR}^\tau \) of task \( \tau \) is shown as a function of \( \sigma^* \) in Figure 5. \( \text{WR}^\tau \) is equal to 4.4 and assumed for \( \sigma^* = 0 \), i.e., when \( \tau \) is released at the start of the period of the deferrable server \( \sigma \). Hence, a critical instant occurs for \( \sigma^* = 0 \).

![Timeline for task \( \tau \) and deferrable server \( \sigma^D \)](Image)

**Figure 4. Timeline for \( S \) with a simultaneous release of task \( \tau \) and deferrable server \( \sigma^D \).**

![Legend](Image)

**Figure 5. Worst-case response time of task \( \tau \) as a function of the first release time \( \sigma^* \) using a deferrable server \( \sigma^D \) for system \( S \).**

**Table 1. Characteristics of example system \( S \).**

<table>
<thead>
<tr>
<th></th>
<th>( T = D )</th>
<th>( C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma )</td>
<td>3</td>
<td>1.2</td>
</tr>
<tr>
<td>( \tau )</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

We will now explore the example in more detail by considering the worst-case response times for the task \( \tau \) for specific values of the first release time \( \sigma^* \). Because the executions of jobs of task \( \tau \) are not necessarily independent, we cannot straight away restrict \( \sigma^* \) to values in the interval \([0, \gcd(T^0, T^1)]\). Fortunately, the response times of jobs of \( \tau \) in the start-up phase are at most equal to the largest response time of jobs in the stable phase. As a

5.4. Investigating best-case response times

We will now explore the example by considering the best-case response times for the task \( \tau \) for specific values of the first release time \( \sigma^* \). Unlike worst-case response times, we cannot restrict \( \sigma^* \) to values in the interval \([0, \gcd(T^0, T^1)]\), but have to consider values in the interval \([0, T^0]\) instead. This is caused by the fact that the response time of \( \tau \) in the start-up phase can be smaller than the response time in the stable phase, as illustrated for \( \sigma^* = 0.8 \) in Figure 11 in Appendix A. Although the relative phasing of the 1st job of \( \tau \) compared to the 1st replenishment of \( \sigma^D \) is identical to that of the 4th job of \( \tau \) compared to the 6th replenishment of \( \sigma^D \), the response time of the 1st job \( R^\tau_1 \) = 3.0 and of the 4th job \( R^\tau_4 \) = 3.2. These differences in response times are caused by the fact that the execution of the 1st job is not influenced by earlier jobs, whereas the execution of
Figure 6. Best-case response time of task $\tau$ during its lifetime as a function of the first release time $\phi^\tau$ using a deferrable server $\sigma^{D}$ for system $S$. The dashed line shows the shortest response time in the stable phase.

Figure 7. Timeline for $S$ with a simultaneous release of task $\tau$ and sporadic server $\sigma^S$.

the $4^{th}$ job is. We merely observe that because the executions of the jobs of $\tau$ are independent under a periodic server in Section 4 we could restrict $\phi^\tau$ to $[0, \gcd(T^\tau, T^\sigma))$ for the best-case response time analysis in that section.

The best-case response times of $\tau$ are shown as a function of $\phi^\tau$ in Figure 6. The dashed line in this figure shows for which values of $\phi^\tau$ the shortest response time in the stable phase is larger than the shortest response time in the start-up phase. From this figure, we draw the following conclusions. Firstly, the best-case response time under arbitrary phasing is 2.0, which is equal to the computation time $C^\tau$ of $\tau$. Secondly, if we only consider response times of $\tau$ in the stable phase, the shortest response time becomes 2.6. Finally, $BR^\tau(\phi^\tau)$ is determined by the start-up phase for phasings $\phi^\tau \in (0, 2.6)$.

6. Analysis for sporadic servers revisited

Similarly to a deferrable server, a sporadic server suspends itself in case no associated task is ready to use it. Moreover, this relative advantage of a sporadic server compared to a periodic server also cannot be exploited for $\Gamma$ because of the presence of soft real-time tasks. Using the same example system $S$ as used for deferrable servers, we will show that the existing worst-case response time analysis can be improved when a sporadic server is exclusively used for hard real-time tasks.

Figure 7 shows a timeline with the available processing time of sporadic server $\sigma^S$ and the executions of task $\tau$ with a first release of $\tau$ at $\phi^\tau = 0$. From this figure, we conclude that $S$ is schedulable under a sporadic server for $\phi^\tau = 0$. Moreover, we derive that the worst-case response time $WR^\tau(\phi^\tau)$ and best-case response time $BR^\tau(\phi^\tau)$ of $\tau$ for $\phi^\tau = 0$ are given by $WR^\tau(0) = 4.4$ and $BR^\tau(0) = 3.8$, respectively. Because the processing time of a sporadic server is never lost, both the worst-case response time $WR^\tau(\phi^\tau)$ and best-case response time $BR^\tau(\phi^\tau)$ of $\tau$ are independent of the first release $\phi^\tau$ of the task, hence $WR^\tau(\phi^\tau) = 4.4$ and $BR^\tau(\phi^\tau) = 3.8$. This has the following consequences. Firstly, both a critical instant and an optimal instant occurs for every value of $\phi^\tau$. Next, the end-jitter $EJ^\tau$ of task $\tau$ is constant, i.e.

$$EJ^\tau = \sup_{\phi^\tau}(WR^\tau(\phi^\tau) - BR^\tau(\phi^\tau))$$

$$= WR^\tau - BR^\tau = 4.4 - 3.8 = 0.6.$$
of the task \( \tau \) is constant and equal to 4.4.

From \( WR^\Gamma = 4.4 \), we conclude that \( S \) is schedulable under a sporadic server. Hence, we can draw the same conclusions for a sporadic server as we did for a deferrable server in Section 5.2. In particular, the worst-case response time analysis presented in [9] can be improved when a sporadic server is exclusively used for hard real-time tasks.

We conclude this section with two observations. Firstly, the execution of any job of \( \tau \) after the 1\textsuperscript{st} job in Figure 7 is dependent on the execution of a previous job of \( \tau \). Secondly, the capacity of the server becomes fragmented with a size 0.4, which is equal to the greatest common divisor of the computation time \( C_\Gamma \) of task \( \tau \) and the capacity \( C^\sigma \) of the server \( \sigma^P \), i.e. \( \gcd(C_\Gamma, C^\sigma) = \gcd(1.2, 2.0, 0) = 0.4 \).

7. Discussion

In Section 4 it was shown that for \( \Gamma \) with \( C^\Gamma = 2 \), \( T^\Gamma = D^\Gamma = 5 \), and \( T^\sigma = 5 \) a periodic server would need at least a capacity \( C^\sigma_{\text{min}} = 1.5 \) to make the task schedulable. In this section, we will remove the constraint on the deadline to investigate the behavior of the system for a capacity \( C^\sigma = 1.2 \). This allows us to compare results for the periodic server with those of the deferrable server in Section 5 and the sporadic server in Section 6. This section includes an architectural consideration and a brief discussion on the notion of busy period for the hard real-time task \( \tau \) for the class of systems \( \Gamma \).

7.1. Periodic server revisited

Figure 8 shows a timeline with a simultaneous release of task \( \tau \) and a periodic server \( \sigma^P \). From this figure, we draw the following conclusions. Firstly, the start-up phase has a length of 10 and contains the executions of two jobs of \( \tau \). Secondly, the worst-case response time for a phasing \( \phi^\tau = 0 \) is equal to \( WR^\Gamma(0) = 6.2 \), which is larger than the period of the task, and assumed for a job in the stable phase. Because \( WR^\Gamma(0) > T^\Gamma \), the executions of jobs of \( \tau \) are not necessarily independent. Similar to the case of deadlines larger than periods for FPPS [13], a job of a task may delay the start-time of a next job of that task. As a result, the worst-case response time of a job is not necessarily found for the first job upon a critical instant. Thirdly, the best-case response time for a phasing \( \phi^\tau = 0 \) is equal to \( BR^\Gamma(0) = 3.8 \), and assumed for a job in the start-up phase.

We will now explore the example in more detail by considering the worst-case and best-case response times of task \( \tau \) as a function of \( \phi^\tau \); see also the timelines shown in Figures 15 and 16 in Appendix B.2. For the worst-case response times, we can restrict \( \phi^\tau \) to values in the interval \([0, \gcd(T^\sigma, T^\Gamma)]\); see Figure 9. From this figure, we conclude that the worst-case response time \( WR^\Gamma \) of task \( \tau \) is equal to 6.2 and assumed for \( \phi^\tau = 0 \). Hence, a critical instant occurs for \( \phi^\tau = 0 \), and Figure 8 therefore illustrates a critical instant.

![Figure 8. Timeline of task \( \tau \) using a periodic server \( \sigma^P \).](image)

Figure 9. Worst-case response times of task \( \tau \) as a function of the first release time \( \phi^\tau \) using a periodic server \( \sigma^P \) for system \( S \).

Because the executions of the jobs of \( \tau \) are not independent, we have to consider values of \( \phi^\tau \) in the interval \([0, T^\sigma]\) for best-case response times; see Figure 10. From this figure, we conclude that the best-case response time \( BR^\Gamma \) of task \( \tau \) is equal to 3.8 and also assumed for \( \phi^\tau = 0 \). Hence, an optimal instant occurs for \( \phi^\tau = 0 \), and Figure 8 therefore also illustrates an optimal instant.

7.2. A comparison of servers

As already became clear from the description of periodic servers, the processing time of a periodic server is provided
irrespective of tasks associated with the server being ready for execution. Stated in other words, a periodic server provides its processing time independent of the execution of its associated tasks. As a result, the execution of a task is independent of (the absence or presence of) lower priority tasks. Unlike periodic servers, the execution of a task can be influenced by lower priority tasks for sporadic and deferrable servers. As a result, the existing worst-case response time analysis of hard real-time tasks as presented in [9] can be improved for both deferrable servers and sporadic servers when a server is exclusively used for hard real-time tasks. In particular, we have shown for a specific example of a class of systems $\Gamma$ that a periodic server needs more capacity to make the system schedulable and results in a larger worst-case response time for a task than a deferrable server and a sporadic server. Without soft real-time tasks, the relative merits of both deferrable servers and sporadic servers compared to periodic servers can therefore be exploited for hard real-time tasks.

Using examples of a class of systems $\Gamma$ with $D^\tau \leq T^\tau$, we have shown that the execution of a job of task $\tau$ is not affected by the execution of a previous job of that task for a periodic server. This is an immediate consequence of the task independent provision of processing time by a periodic server. Conversely, the provision of processing time of a deferrable server and a sporadic server does depend on the execution of associated tasks, and the execution of a job of a task can therefore be affected by a previous job of that task. As a result, the worst-case response time of a task is not necessarily assumed for the first job when released at a critical instant when using a deferrable server or sporadic server. Moreover, the response time of a job of a task during the start-up phase can be smaller than the shortest response time of a job during the stable phase. Hence, for both deferrable servers and sporadic servers, we have to take the start-up phase into account for best-case response time analysis. This can be an important concern for systems with mode-changes [19] in a distributed context where jitter has to be taken into account [5, 17, 20].

For sporadic servers, we observed that the provision of processing time can become heavily fragmented. Finally, we considered the behavior of a task $\tau$ under a periodic server assuming the same characteristics for the server as we did for the deferrable server and the sporadic server by removing the constraint on the deadline of the task. We observed that the worst-case response time of the task became larger than the period, giving rise to similar complexities from an analytical perspective for the periodic server as for the deferrable server and sporadic server. An overview of the response times and jitter for the task for the different types of servers is given in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>$WR^\tau$</th>
<th>$BR^\tau$</th>
<th>$EJ^\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>periodic server</td>
<td>6.2</td>
<td>3.8</td>
<td>2.4</td>
</tr>
<tr>
<td>deferrable server</td>
<td>4.4</td>
<td>2.0</td>
<td>2.4</td>
</tr>
<tr>
<td>sporadic server</td>
<td>4.4</td>
<td>3.8</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 2. Response times and jitter for $\tau$ for different types of servers.

7.3. An architectural consideration

Above we have shown that without soft real-time tasks, the relative merits of both deferrable servers and sporadic servers compared to periodic servers can be exploited for hard real-time tasks for a specific example of a class of systems $\Gamma$. To better understand the relative merits of the various types of servers, the following two topics require further
investigation:

• exact worst-case response time analysis of hard real-time tasks under H-FPPS for deferrable servers and sporadic servers;

• the impact of the selection of a particular type of server on the schedulability of lower priority servers, given the required characteristics of that server to guarantee schedulability of its associated tasks.

We observe that schedulability of periodic servers and sporadic servers can be determined by means of classical worst-case response time analysis for FPPS and that schedulability of deferrable servers has been addressed in [2].

The result of this research may have an interesting implication for resource management from a software architecture point of view. To this end, consider the following two complementary approaches. On the one hand, an application may be viewed to consist of a set of tasks, and a server can be appointed to the entire application. Schedulability of the application is subsequently determined by means of the schedulability analysis of the hard real-time tasks of the application. As illustrated in [9], periodic servers are to be preferred for this approach. On the other hand, an application may be viewed to consist of multiple disjunct sets of tasks, where all tasks in a set have the same type, e.g. a set of hard real-time tasks, a set of firm real-time tasks, and a set of soft real-time tasks. A dedicated server is subsequently appointed to each set of tasks. Schedulability of the application is once again determined by the schedulability of the set of hard real-time tasks. When periodic servers do not dominate deferrable servers and sporadic servers when servers are exclusively used for hard real-time tasks, the schedulability will play a role in the selection of the server in this approach. As a consequence, this latter approach may be preferred from a schedulability point of view, and therefore also from an architectural point of view.

This latter subdivision of the set of tasks of applications can be complemented with dedicated spare capacity allocation strategies and mechanisms. As an example, [18] distinguishes different types of reservations (e.g. hard, firm, and soft) based on the way they compete for spare capacity. Alternatively, one can decide to allocate the gain time of a server appointed to the hard real-time tasks of an application to the sets of firm and soft real-time tasks of that application. Further elaboration of these alternatives are a topic of future work.

7.4. Towards a definition of busy period

For H-FPPS, we are investigating the notion of busy period. In this section, we briefly consider a busy period for the hard real-time task $\tau$ for the class of systems $\Gamma$.

Based on the timelines in Appendix A and B.2 we consider a busy period to start at time $t_S$ when

• a task $\tau$ is activated;

• deletion of the activations of all jobs of $\tau$ prior to $t_S$ does not change the execution of the job activated at time $t_S$.

Similarly, we consider the busy period to end at time $t_E$ with the latest completion of a job of task $\tau$ before the start of the next busy period. The busy period thus identified is given by $[t_S, t_E)$.

For Figure 2 in Section 4 with a timeline using a periodic server, the busy periods are given by the response intervals $[a^*_r, c^*_r]$ of the jobs of $\tau$.

Now consider Figure 11 in Appendix A with timelines using a deferrable server. Given the description above, the timelines contain a start of a busy period at

- time $t = \varphi^* + k \cdot \text{lcm}(T^\sigma, T^\tau)$ with $k \in \mathbb{N}$ for $\varphi^* \in \{0, 0.2, 0.4\}$;

- time $t = \varphi^* + k \cdot \text{lcm}(T^\sigma, T^\tau)$ with $k \in \mathbb{N}$ and time $t = \varphi^* + T^\tau + k \cdot \text{lcm}(T^\sigma, T^\tau)$ with $k \in \mathbb{N}$ for $\varphi^* = 0.6$;

- time $t = \varphi^*$ and time $t = \varphi^* + T^\tau + k \cdot \text{lcm}(T^\sigma, T^\tau)$ with $k \in \mathbb{N}$ for $\varphi^* = 0.8$.

Considering Figure 7 in Section 6 with timelines using a sporadic server, we conclude that the timeline contains a single start of a busy period at time $t = 0$, but that period never ends. Hence, we have to revert to other means to restrict the number of jobs to be considered to determine the worst-case response time of a task, e.g. by exploiting the periodic behavior in the stable phase, similar to the approach as described in, for example, [14].

Finally, consider Figure 15 in Appendix B.2. This figure illustrates busy periods $[0, 3.8], [5, 9.8], [10, 25]$, and the start of a busy period at time $t = 25$.

8. Conclusion

In this paper, we revisited worst-case response time analysis of real-time tasks under hierarchical FPPS. We showed by means of an example that existing worst-case response time analysis can be improved for deferrable servers and sporadic servers when a server is exclusively used for hard real-time tasks. Moreover, we showed that improving the existing analysis is not straightforward, because the worst-case response time of a task is not necessarily assumed for the first job when released at a critical instant. Finally, we briefly investigated best-case response times of a task.

Exact worst-case response time analysis of hierarchical FPPS using deferrable servers and sporadic servers is a topic of future work, and we are currently re-investigating the notions of critical instant and busy period in this context.
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A. Timelines for $S$ using a deferrable server

Figures 11 till 13 show timelines for $S$ of task $\tau$ for various values of the first release $\varphi^\tau$ using a deferrable server $\sigma^D$. As discussed in Section 5.3, it is sufficient to consider values of $\varphi^\tau$ in the interval $[0, \gcd(T^\sigma, T^\tau)] = [0, 1)$ to determine the worst-case response time $WR^\tau$ as a function of $\varphi^\tau$, because the response times of jobs in the start-up phase are at most equal to the response time of jobs in the stable phase. Figure 11 has been used to determine $WR^\tau(\varphi^\tau)$. Because the response time of $\tau$ in the start-up phase can be smaller than the response time in the stable phase, we need to consider values of $\varphi^\tau$ in the interval $[0, T^\sigma) = [0, 3)$ to determine the best-case response time $BR^\tau$ as a function of $\varphi^\tau$. We therefore also included Figures 12 and 13.

For this particular example with $U^\tau = U^\sigma$, the completion of the latest interval with capacity loss coincides with the end of the start-up phase and therefore the start of the stable phase. We merely observe that the stable phase for $\varphi^\tau = 0$ is simply shifted compared to the stable phase for $\varphi^\tau = 1.0$ and $\varphi^\tau = 2.0$. Similar observations hold for $\varphi^\tau = 0.2$, $\varphi^\tau = 0.4$, and $\varphi^\tau = 0.8$. There happens to be an exception for $\varphi^\tau = 0.6$, i.e. the stable phase is not simply shifted compared to the stable phase for $\varphi^\tau = 2.6$. This anomaly happens upon a sudden decrease in the number of jobs in the start-up phase during the increase of $\varphi^\tau$ when $\varphi^\tau$ becomes 2.6.

B. Timelines for a periodic server

This appendix shows timelines for an example system belonging to the class of systems $\Gamma$, where the single hard real-time task $\tau$ has characteristics $C^\tau = 2$ and $T^\tau = 5$ and the periodic server $\sigma^P$ has a period $T^\sigma = 3$. The capacity of the server $C^\sigma = 1.5$ in Section B.1 and $C^\sigma = 1.2$ in Section B.2.

B.1. Capacity $C^\sigma = 1.5$

Figures 14 show timelines for task $\tau$ and periodic server $\sigma^P$ with period $T^\sigma = 3$ and capacity $C^\sigma = 1.5$ for various values of the first release $\varphi^\tau$.

B.2. Capacity $C^\sigma = 1.2$

Figures 15 till 18 show timelines of task $\tau$ for various values of the first release $\varphi^\tau$ using a periodic server $\sigma^P$ with period $T^\sigma = 3$ and capacity $C^\sigma = 1.2$. Similar to the figures in Section A, the start-up phase ends when the latest interval with capacity loss is completed. Also similar to the figures in Section A, the stable phase is typically simply shifted. In this case, there happens to be an exception for $\varphi^\tau = 0.8$, i.e. the stable phase is not simply shifted compared to the stable phase for $\varphi^\tau = 1.8$. This anomaly happens upon a sudden decrease in the number of jobs in the start-up phase during the increase of $\varphi^\tau$ when $\varphi^\tau$ becomes 0.8.
Figure 11. Timelines for $S$ with a first release of task $\tau$ at $\phi^{\tau} \in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\}$ using a deferrable server $\sigma^D$. 
**Figure 12. Timelines for $S$ with a first release of task $\tau$ at $\phi^I \in \{1.2, 1.4, 1.6, 1.8, 2.0, 2.2\}$ using a deferrable server $\sigma^D$.**
Figure 13. Timelines for $S$ with a first release of task $\tau$ at $\phi^\tau \in \{2.4, 2.6, 2.8, 3.0\}$ using a deferrable server $\sigma^D$. 
Figure 14. Timelines with a first release of task $\tau$ at $\varphi_\tau \in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\}$ using a periodic server $\sigma^p$ with capacity $C^\sigma = 1.5$. 
Figure 15. Timelines for task τ with a first release at $\varphi^\tau \in \{0, 0.2, 0.4\}$ using a periodic server $\sigma^P$. 
Figure 16. Timelines for task $\tau$ with a first release at $\phi^\tau \in \{0.6, 0.8, 1.0\}$ using a periodic server $\sigma^P$. 
Figure 17. Timelines for task $\tau$ with a first release at $\phi^\tau \in \{1.2, 1.4, 1.6, 1.8, 2.0\}$ using a periodic server $\sigma^\rho$. 
Figure 18. Timelines for task $\tau$ with a first release at $\phi^\tau \in \{2.2, 2.4, 2.6, 2.8, 3.0\}$ using a periodic server $\sigma^p$. 