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1. Introduction

The notion of adjusted orthogonality for row-column designs was introduced in Eccleston and Russel (1975). Subsequently interesting and useful properties of adjusted orthogonal designs were shown in Shah (1977) and Shah and Eccleston (1986). Anderson and Eccleston (1985) gave a class of adjusted orthogonal designs. These were proved to be E-optimal in the class of all connected row-column designs in Shah and Sinha (1989). They were also shown to be optimal within the equireplicate class with respect to a large class of optimality criteria in Bagchi and Shah (1989).

We consider a new class of row-column designs which are adjusted orthogonal. For such a design, the row-column design is a t-ple lattice design and the column design is a linked block design. These are shown to be E-optimal within the class of all connected designs. We construct several series of such designs.

2. Optimality of lattice-LBD

A row-column design with parameters $b$, $k$ and $v$ is a design for comparing $v$ treatments using $bk$ experimental units arranged in $b$ rows and $k$ columns. Let $M = ((m_{ij}))$ and $N = ((n_{ij}))$ denote the treatment-row and treatment-column incidence matrices respectively. Let $r_i$ denote the replication number of the $i$-th treatment, $1 \leq i \leq v$. It is well-known that the $C$-matrix for the reduced normal equation for the treatment-effects is given by

$$C = r^8 - k^{-1} MM' - b^{-1} NN' + (bk)^{-1} rr',$$

where

$$r^8 = \text{diag}(r_1, \cdots, r_v) \text{ and } r = (r_1, \cdots, r_v)' .$$

By a block design with parameters $b$, $k$ and $v$ we mean a design for comparing $v$ treatments using $b$ homogeneous blocks each of size $k$. Note that for a row-column design we can think of two block designs, one of them with the $b$ rows, each of size $k$, as blocks and the other one with the $k$ columns of size $b$ as blocks. We shall call the former the row design and the latter the column design of the row-column design.
Thus, if \( C_{1d} \) and \( C_{2d} \) denote the \( C \)-matrices of the row design and the column design of a row-column design \( d \) and if \( C_0 \) denotes the \( C \)-matrix of a completely randomized design with the replication numbers same as those of \( d \), then

\[
\begin{align*}
C_{1d} &= r^δ - k^{-1} M M', \\
C_{2d} &= r^δ - b^{-1} N N', \\
C_{0d} &= r^δ - (bk)^{-1} rr',
\end{align*}
\]

(2.2)

so that (2.1) implies

\[
C_d = C_{1d} + C_{2d} - C_{0d}
\]

The suffix \( d \) will be dropped, when there is no scope of ambiguity.

**Notation 2.1.** \( D(b,k,v) \) denotes the class of all connected row-column designs with given \( b \), \( k \) and \( v \). \( D_r(b,k,v) \) denotes the class of all equireplicate designs in \( D(b,k,v) \).

**Definition 2.2.** In view of Shah and Eccleston (1986), we define a row-column design to be *adjusted orthogonal* if it is binary and it satisfies

\[
M' r^δ N = J_{bk},
\]

where \( J \) is the all-one matrix.

It is easily seen that for an adjusted orthogonal design in \( D_r \) the matrices \( C \), \( C_1 \) and \( C_2 \) commute and hence have a set of common eigenvectors. Further, the eigenvalues are related by the following.

**Theorem 2.3.** [Shah(1977)]. If for an equireplicate and adjusted orthogonal design the corresponding eigenvalues of \( C \), \( C_1 \) and \( C_2 \) are denoted by \( \lambda_i \), \( \theta_i \) and \( \phi_i \) respectively, one of the following must hold:

\[
\begin{align*}
\lambda_i &= \theta_i < r, \quad \phi_i = r, \\
\lambda_i &= \phi_i < r, \quad \theta_i = r, \\
\lambda_i &= \theta_i = \phi_i = r.
\end{align*}
\]
We now define a new class of adjusted orthogonal designs. First we recall the definition of a t-ple lattice design and of a linked block design.

**Definition 2.4.** A *t*-ple lattice design of order $s$ is defined when there exists $t-2$ mutually orthogonal latin squares of order $s$. The treatments are the positions of an $s \times s$ square. Every block is a set of $s$ positions which are either on the same row, or on the same column or are occupied by the same symbol in any of the $t-2$ latin squares.

It is well-known that such a design is a PBIBD with $L_t$ association scheme and $\lambda_1 = 1$, $\lambda_2 = 0$. It is also well-known that the dual of this design is a group divisible design with $t$ groups each of size $s$ and with $\lambda_1 = 0$ and $\lambda_2 = 1$. [See Raghavarao(1971) for details].

**Definition 2.5.** A binary block design is said to be a linked block design (LBD) if the size of intersection of every pair of distinct blocks is a constant. [See Raghavarao(1971)].

**Definition 2.6.** A row-column design is said to be a lattice-LBD if its row design is a t-ple lattice design of order $s$ for some integer $t < s$, its column design is an LBD and it is adjusted orthogonal. Note that a necessary condition for its existence is

$$s-1 \text{ divides } t(t-1) \quad (2.3)$$

Using the well-known properties of the row design and the column design of a lattice-LBD $d^*$ with parameters $t$ and $s$ together with the properties of an adjusted orthogonal design as given by Theorem 2.3, we get the following.

**Lemma 2.7.**

(a) The replication number of $d^*$ is $t$.

(b) The positive eigenvalues of $C_{1d^*}$ are $\theta_1 = t-1$ and $\theta_2 = t$ with multiplicities $t(s-1)$ and $(s-t+1)(s-1)$ respectively.

(c) The positive eigenvalues of $C_{2d^*}$ are $\phi_1 = s(t-1)/(s-1)$ and $\phi_2 = t$ with multiplicities $s-1$ and $s^2 - s$ respectively.

(d) Those of $C_{d^*}$ are $\lambda_1 = \theta_1$, $\lambda_2 = \phi_1$ and $\lambda_3 = t$ with multiplicities $t(s-1)$, $s-1$ and $(s-1)(s-t)$ respectively.
Theorem 2.8. A lattice-LBD \( d^* \) is E-optimal within \( D(b,k,v) \).

**Proof.** Let \( \mu_1(A) \) denote the minimum positive eigenvalue of a nonnegative definite matrix \( A \). Let \( d \) be any design in \( D(b,k,v) \).

From (2.2) we get \( C_{1d} - C_d = C_{0d} - C_{2d} \) which is a nonnegative definite matrix. Thus the result 1f.2.1 of Rao(1965) gives

\[
\mu_1(C_d) \leq \mu_1(C_{1d}).
\]

But from Theorem 4.1(ii) of Cheng(1980) we obtain

\[
\mu_1(C_{1d}) \leq \mu_1(C_{1d^*}).
\]

Now the result follows from Lemma 2.7 (d) and (e).

3. Construction of the optimal designs

**Theorem 3.1.** If \( s \) is a prime power and there exists a difference set of size \( t \) in the additive group of the field of order \( s \), then there exists a lattice-LBD, with parameters \( t \) and \( s \).

**Proof.** Let \( F \) denote the set of elements of the field of order \( s \). Let

\[
D_t = \{ \alpha_0, \alpha_1, \cdots, \alpha_{t-1} \}
\]  \hspace{1cm} (3.1)

denote the given difference set and let \( d \) denote the BIBD generated from this set. Our treatment set is

\[
V = F \times F = \{ (i,j) \mid i,j \in F \}.
\]

Let \( \beta_0 = 0, \beta_1, \cdots, \beta_{t-1} \) be \( t \) distinct members of \( F \). For \( 0 \leq l \leq t-1 \), we construct a \( s \times s \) square \( S_l \) having rows and columns indexed by \( F \) and the \((i,j)\)-th entry as \((x,y)\) where

\[
x = \beta_i y + i, \quad y = j + \alpha_l,
\]  \hspace{1cm} (3.2)

with \( \alpha_l \) given in (3.1).

Then the \( ts \times ts \) array

(e) \( \lambda_1 < \lambda_2 < \lambda_3 \).
A = \begin{bmatrix} S_0 \\ S_1 \\ S_{t-1} \end{bmatrix} \quad (3.3)

is our required row-column design.

To see that $A$ satisfies the desired properties of definition (2.6), we make the following observations.

Let $T_j = \{ (i,j) \mid i \in F \}$; let $R_{il}$ and $C_{jl}$ denote the set of treatments in the $i$-th row and $j$-th column of $S_l$ respectively. Then from (3.2), we see that for $i,j \in F$ and $0 \leq l, m \leq t-1$,

$$C_{jl} = T_j + \alpha_l,$$  \hspace{1cm} (3.4)

$$|R_{il} \cap C_{jm}| = 1,$$ \hspace{1cm} (3.5)

$$|R_{il} \cap R_{jm}| = \delta_{lm},$$ \hspace{1cm} (3.6)

where $\delta_{lm}$ is the Kronecker $\delta$ symbol.

Now note that (3.6) says that the row design is a t-ple lattice. Again (3.1) means that the column design is the design obtained by replacing the treatment $j \in F$ of $d$ by the set $T_j$. Since $T_j$'s are disjoint, it follows that the column design is an LBD with $s$ blocks, each of size $ts$. Further (3.5) implies that the size of intersection of every row and every column of $A$ is $t$, so that $D$ is adjusted orthogonal. Hence the proof is complete.

Examples. [See Lander(1983) for details]: for prime powers $s$,

1. the trivial difference set $D_{s-1} = F - \{0\}$ always exists,

2. if $s = 3 \mod 4$, then $D_t$ exists with $t = (s \pm 1)/2$,

3. if $s = 4m^2$ where $m$ is a power of 2, then $D_t$ exists with $t = 2m^2 \pm m$,

4. if $s = 4x^2 + 1$, where $x$ is an odd integer, then $D_t$ exists with $t = (s-1)/4$,

5. if $s = 4x^2 + 9$, where $x$ is an odd integer, then $D_t$ exists with $t = (s+3)/4$. 
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