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Explicitly Solving Vectorial ODEs

B. Tasić, R. M. M. Mattheij
Department of Mathematics and Computing Science,
Eindhoven University of Technology,
PO Box 513, 5600 MB, The Netherlands

Abstract

This paper concerns a new method for finding numerical solutions of multivariate ODE flows, where the flow field is not given explicitly. The method is based on the existing implicit numerical methods, such as Euler Backward and the implicit midpoint rule. The main aspect is that the method as such is explicit, but with the similar accuracy and stability properties as the original (implicit) methods. A higher dimensional analysis is given of both stability and accuracy. A couple of examples illustrates this analysis.
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1 Introduction

Solving ODEs (Ordinary Differential Equations) numerically is a well-studied problem both in theory and in numerous practical applications. Examples can be found in almost all technical disciplines and many numerical methods are developed for the time discretisation of an autonomous ODE

\[
\frac{dx}{dt} = u(x), \quad x \in \mathbb{R}^N
\] (1.1)

Frequently the method of choice is some implicit method, like for stiff problems (see e.g. [4, 8–10, 18, 23]) or problems where volume preservation is required (see e.g. [11]). The drawback of these methods is that the time discretisation leads to a system of nonlinear equations which needs to be solved at every time-level. This is usually done by some Newton type iterative method, which introduces additional computational costs and numerical errors in finding the solution. Nevertheless this approach gives satisfactory results in many applications and it became a “standard” way to (numerically) implicitly solve certain ODEs. However, in problems where the velocity field \( u \) is not
given explicitly on the entire space domain of interest $\Gamma \subset \mathbb{R}^N$, the use of an implicit method is not straightforward. Here one need to approximate $u$ and its Jacobian matrix $Du$ on $\Gamma$. This introduces new errors into the solution which cannot be neglected in the general case. Examples of such "implicit" problems are numerous. In problems from fluid dynamics the velocity is often numerically computed from a PDE (Partial Differential Equation), i.e it is known at the vertices only. The position then follows from an ODE given by (1.1). Often $\Gamma$ is bounded, like a deforming material blob (see [11,14–17,24]). In such a case only the boundary may be of interest to describe the evolution of this blob. The velocity can also be the numerical solution of another ODE, like in BVP (Boundary Value Problem), shown in [22], or when it is obtained experimentally. Examples of experimentally obtained $u$ can be found e.g. in electrical networks with nonlinear elements, such as transistors, diodes, nonlinear resistors, etc. (see [5]).

In a previous paper (see [22]) we introduced a new method (the so-called flow method), developed for solving the autonomous flow problem

$$\left\{ \begin{array}{l}
\frac{dx}{dt} = u(x), \\
x(0) \in I(0),
\end{array} \right.$$

where $I(0) \subseteq \Gamma \subset \mathbb{R}^N$ and the velocity is discretely given, i.e. it is given at some points of $\Gamma$ only. The method can be viewed as a modification of the Euler Backward method (EB), where the autonomy of the problem is employed and the solution is obtained by applying inverse interpolation. The result is a method which is explicit in a way, but with the accuracy and the stability properties similar to EB. The main goal of this paper is to extend the analysis given in [22], which was given for scalar case only, to multivariate problems. Even though the method principle remains the same, a further analysis is needed since multivariate inverse interpolation is more involved. We will also extend the analysis of our method to the IMR (Implicit Midpoint Rule) method. Since this method is closely related to EB (as we will show later), the implementation of IMR into the flow method is straightforward. Since IMR is a symplectic integrator, this allows us to employ our method in the applications where the volume preservation is essential issue.

The paper is built up as follows. In Section 2, we first give an outline of the mathematical problem and describe the basic idea behind the method. We also briefly discuss the properties of the inverse interpolation, since it is an essential ingredient of the method. The afore mentioned interpolation involves quite a complicated local error, justifying a separate error analysis, which is given in Section 3. In Section 4 it is shown that we obtain a stability behaviour similar to that of EB, despite the fact that our method is de facto explicit. We conclude the paper with some practical aspects of the method, given in Section 5, where we illustrate the method by two examples for a given discrete velocity field. The first example represents a problem where the velocity has to be found experimentally and the second problem involves a numerical solution of a discretised PDE.
2 Outline of the Method

Consider an autonomous flow problem (1.2) where \( x \) is a point of the flow and \( u(x) \) is not given explicitly; however, we will assume that \( u(x) \) is Lipschitz continuous. Here the flow, denoted by \( I(t) \), is meant to be the time evolution of a “continuum” of solutions (see [6]). This means that, in order to track \( I(t) \) numerically in time, one needs to properly discretise \( I(t) \) in space. Hence, we denote by \( \{x_j(t)\}_{j=1}^q \subset I(t) \) a set of points which gives a numerical spatial representation of the flow. Let us now assume that at a particular time point, \( u(x) \) is obtained numerically (or experimentally) at some spatial points, say \( \{x_k\}_{k=1}^n \subset \Gamma \), i.e. it is given by the set of values \( \{u_k\}_{k=1}^n \). Here \( \Gamma \) represents a convex hull of the set \( \{x_k\}_{k=1}^n \). We distinguish \( \{x_k\}_{k=1}^n \) from \( \{x_j\}_{j=1}^q \) since \( u(x) \) can be obtained not only at the flow points. Of course, \( I(t) \subset \Gamma \) should hold for all \( t \) to avoid lack of information about the velocity. One very important application is where \( u(x) \) is known only at the flow points \( \{x_k\}_{k=1}^n \). The method’s main idea is inspired by problems from uid dynamics (see [11]) where the solution \( x \) is in fact the Eulerian position of a deforming material blob. Here one needs to discretise the flow at the particular time point to numerically obtain \( u \), coming from PDE (in particular Stokes equation). After this, information about \( u \) should be used to obtain the flow at the next time level.

To solve (1.2) we need a proper time discretisation. If the problem is stiff or the volume preservation is required, the method of choice is most likely implicit. We will restrict ourselves to the EB and IMR (with a fixed step size \( h \)), although the flow method can be extended to any existing implicit method. For any point of the flow we denote by \( x_i^t \) the approximation of \( x_i(t^i) \), at \( t^i = i h \). Then, by applying EB, the solution at the next time-level follows from

\[
x_{i}^{i+1} = x_{i}^{i} + h u(x_{i}^{i+1}).
\]  

(2.1)

If we apply IMR then we have

\[
x_{i}^{i+1} = x_{i}^{i} + h u \left( \frac{x_{i}^{i+1} + x_{i}^{i}}{2} \right),
\]  

(2.2)

which can be transformed into

\[
x_{i}^{i+\frac{1}{2}} = x_{i}^{i} + \frac{h}{2} u(x_{i}^{i+\frac{1}{2}}),
\]  

(2.3)

\[
x_{i}^{i+1} = 2x_{i}^{i+\frac{1}{2}} - x_{i}^{i}.
\]  

(2.4)

Both (2.1) and (2.3) are systems of nonlinear equations which, in general, cannot be solved directly. One possible way to solve them is to employ some Newton type iterative method, but for that we need \( u(x) \) explicitly. The possible remedy is to find some approximation, say \( \tilde{u}(x) \), from the available information (in particular by interpolation), which can be used for iteration. Also the Newton iterative method requires the inverse of the Jacobian matrix. Hence it must be approximated as well. All this can be expensive computationally, especially if \( q \) is large. Also (theoretically more important) one
would have to answer the obvious question how good these approximations should be to guarantee the convergence of the iterative method, of course, if it converges at all.

We now come to our method. Let us first address the flow method based on EB. At time level \( t_{i+1} \) we define
\[
\hat{x}_{i+1}^k := x_k;
\]
and since (1.2) is autonomous, we clearly have
\[
u(\hat{x}_{i+1}^k) = u(x_k) = u_k.
\] (2.6)

Taking \( \hat{x}_{i+1}^k \) now as the result of an EB step then this should correspond to a value \( \hat{x}_k^i \) defined by
\[
f_k = \hat{x}_k^i := \hat{x}_{i+1}^k - hu(\hat{x}_{i+1}^k) = x_k - hu_k.
\] (2.7)

In Figure 2.1 a 2-D example is shown where the points \( \{x_k\}_{k=1}^n \) are the vertices of a triangular grid. Clearly there is a functional dependence between points at two consecutive time-levels (which is, of course, analytically unknown). Nevertheless we can employ this fact for finding approximate values for all points in \( \Gamma \) and thus for the solution points. For the general point \( x^i \in \Gamma \) we can rewrite (2.7) as
\[
x^i = x^{i+1} - hu(x^{i+1}) := f(x^{i+1}).
\] (2.8)

If \( f(x) \) satisfies conditions of the inverse function theorem (see [1]), then there exists
\[
g(x) = f^{-1}(x),
\] (2.9)

and we may write
\[
x^{i+1} = g(x^i).
\] (2.10)
Since \( g \) is unknown in general, we can try to find an approximation, say \( p \), by requiring \( p(\hat{x}_i^k) = g(\hat{x}_i^k) \). An obvious choice is to interpolate points \( \{(f_k, x_k)\}_{k=1}^{n} \) in 2N dimensional space. Now the solution at the next time-level follows from

\[
x_{i}^{j+1} = p(x_{i}^{j}).
\]  

The choice of the interpolation method involved can be seen as arbitrary, but there are some preferences which can help answering the question which method should be used. Firstly, the interpolation should preferably be local to avoid big costs in computations. Secondly, the additional (interpolation) error should be commensurate with the local discretisation error to preserve the accuracy of EB. Finally, the interpolation method should be applicable for irregular grids, since the new grid is obtained from the original (possibly regular) grid by the nonlinear mapping \( f: \mathbb{R}^N \rightarrow \mathbb{R}^N \), defined by (2.8). This mapping of the grid is probably the most crucial part of the method and will be addressed separately.

If we use IMR, the method goes essentially similar. Indeed, it can be seen, from (2.3) and (2.4), that IMR is just an EB step on a half-interval followed by an (explicit) algebraic evaluation. This means that we can apply the flow method with a step-size \( \frac{h}{2} \) and obtain the solution at the half-interval by

\[
x_{i}^{j+\frac{1}{2}} = p(x_{i}^{j}).
\]  

Now by using (2.12) in (2.4) we obtain the desired solution at the next time level.

The nonlinear system (2.8) is equivalent to a well-studied problem

\[
F(x) = 0.
\]  

The literature about this problem is rich (see e.g. [13]) and in the last decade a number of papers addressed the particular case arising from the use of implicit numerical methods for solving ODEs. Conditions for existence and uniqueness of the solution of (2.13) as well as a time step constraints for which these conditions are guaranteed are given in [27] and [25]. Hence we will assume that the solution exists and that it is unique. Our main interest here is to analyse the influence of the nonlinear mapping \( f \) (under the influence of \( u \)) on our interpolation technique. Also we will assume that \( f \) is a diffeomorphism (see [1]).

Let us assume that \( \Gamma \) (i.e. \( I(t^1) \) where all interpolation points are the flow points) is discretised in space, i.e. the grid which covers \( \Gamma \) is defined by points \( \{x_k\}_{k=1}^{n} \) and adequate elements: For example, one can think of a triangular grid in 2-D. For our algorithm, the grid needs to be mapped into a new grid defined by points \( \{f_k\}_{k=1}^{n} \) and elements of the same type. The diffeomorphism \( f \) can cause a change in the orientation of the grid elements, causing an overlapping of elements in the new grid; this makes interpolation difficult to handle or even highly ill-posed, which one should avoid of course. It is known (see [3]) that the orientation of certain manifold mapped by \( f \):
$\mathbb{R}^N \rightarrow \mathbb{R}^N$ is preserved if the Jacobian, say $|Df|$, of $f$ is positive on that manifold. This means that if

$$|Df| > 0,$$  \hspace{1cm} (2.14)

holds on a particular element in the original grid, the element in the new grid will have the same orientation. Of course, this should hold for all elements, i.e. on the entire $\Gamma$. Typically in stiff systems we have multiple time scales which are related to time-varying eigenvalues of the Jacobian matrix of $u$, say $\lambda_l(t)$, $l = 1, \ldots, N$ that are widely spread (but with a significant gap between them) in the left half of the complex plane. In other words all eigenvalues have negative real part. From (2.8) we see that the Jacobian matrix of $f$ reads

$$Df = I_N - h Du,$$  \hspace{1cm} (2.15)

where $I_N$ is the identity matrix of order $N$. If we now express the Jacobian $|Df| := \det(Df)$ via the aforementioned eigenvalues of $Du$ we have

$$|Df| = \prod_{l=1}^{N} [1 - h \lambda_l(t)].$$  \hspace{1cm} (2.16)

From the characteristics of the stiff problems mentioned above, i.e. $\text{Re}(\lambda_l(t)) < 0$ and (2.16), it is clear that (2.14) holds on the entire $\mathbb{R}^N$. The condition (2.14) we therefore define as a well-posedness of the method.

Throughout this section we have been concentrating on autonomous problems. We remark that the method principle also holds for the class of the non-autonomous problems given by

$$\dot{x} = u(x) + w(t),$$  \hspace{1cm} (2.17)

where $w$ is an explicitly given time dependent function. The interpolation is then done only on the autonomous part of the velocity field and the solution at the next time-level reads

$$x_{i+1} = p(x_i) + h w(t^{i+1}).$$  \hspace{1cm} (2.18)

It can easily be shown (cf. [22]) that, for a case where the autonomous part is linear in $x$ and by applying (2.18) with $p$ as the linear interpolation function, the result is identical to one obtained by EB. For the general (non-autonomous) case the system

$$\dot{x} = u(t, x),$$  \hspace{1cm} (2.19)

can be transformed into an autonomous one, which will increase the system dimension by one, i.e. by adding an equation

$$i = 1,$$  \hspace{1cm} (2.20)

we have the autonomous problem.
3 Error Analysis

In [22] it was shown that for the univariate case the local error of the flow method consists of two components: the local discretisation error of EB and the interpolation error. Of course, the same also holds for the multivariate case. Assuming that \( u \) is Lipschitz continuous and smooth enough, the local error of a particular point in the flow can be expressed as

\[
\delta(x_j(t^{i+1}), h) = d(x_j(t^{i+1}), h) + r(x_j(t^i), h) \tag{3.1}
\]

where \( d \) is the local discretisation error and \( r \) is the interpolation error. It is well known (see e.g. [12]) that EB has consistency order 1 and IMR order 2, i.e. the error \( d \) is \( O(h) \) and \( O(h^2) \) respectively. The goal is thus to have the interpolation error commensurate with the discretisation error. In the previous section we pointed out that the interpolation method can be of arbitrary type if it satisfies all of three preferences noted there. However, we will restrict ourselves to (piecewise) linear interpolation, i.e. the interpolation by linear polynomials to function values at \( (N + 1) \) points in \( \mathbb{R}^N \), just for the ease of argument. Also, this interpolation is local and it can be applied on irregular grids, which means that the only requirement left is that of sufficient accuracy. The accuracy of the linear interpolation is a well-studied problem in theory (for the error bounds for various special cases see [2, 7, 20, 21]). We will use the result obtained in [26], where a sharp pointwise \( L_1 \)-error bound is obtained. But before applying this theory to our problem, we remark that our interpolation domain, say \( \hat{\Gamma} \), is actually a range of the flow domain \( \Gamma \). Therefore we denote all symbols related to \( \hat{\Gamma} \) by providing them with a hat symbol above. Assume that \( \hat{\Gamma} \) is covered by a set of (nondegenerate) simplices, say \( \hat{\Delta}_m, m = 1, \ldots, M \). The simplex \( \hat{\Delta}_m \) is defined by a set, say \( \hat{S}_m \), of affinely independent \( N + 1 \) points in \( \mathbb{R}^N \). These points, which we denote by \( \hat{x}_{m,1}, \hat{x}_{m,2}, \ldots, \hat{x}_{m,N+1} \), are actually the vertices of the new (mapped) grid simplex. Now, \( \hat{\Gamma}_m \) can be seen as a convex hull of \( \hat{S}_m \), i.e.

\[
\hat{\Gamma}_m := \text{conv} \hat{S}_m, \tag{3.2}
\]

with diameter

\[
\hat{a} := \text{diam} \hat{S}_m = \max_{\hat{x}_{m,r}, \hat{x}_{m,s} \in \hat{S}_m} \| \hat{x}_{m,r} - \hat{x}_{m,s} \|. \tag{3.3}
\]

The error bound is given for a scalar function \( g : \mathbb{R}^N \rightarrow \mathbb{R} \), while our problem concerns a vectorial mapping \( \mathbf{g} : \mathbb{R}^N \rightarrow \mathbb{R}^N \). However, all elements of the vector \( \mathbf{g} \), say \( g_l, l = 1, \ldots, N \), are defined on the same simplex \( \hat{\Gamma}_m \) which allows us to do an element-wise analysis first. For any \( g_l \) we can define a linear interpolation map \( \hat{p}_l \), \( l = 1, \ldots, N \), defined on \( \hat{\Gamma}_m \). One can show that (see [26])

\[
|g_l(\hat{x}) - p_l(\hat{x})| \leq \frac{1}{2} \left( \hat{R}^2 - \| \hat{x} - \hat{c} \|^2 \right) \| D^2 g_l \|_{\infty, \hat{\Gamma}_m}, \tag{3.4}
\]

holds, where \( \hat{R} \) and \( \hat{c} \) are the radius and the center of the (unique) sphere containing \( \hat{S} \). The norm \( \| \cdot \| \) is the Euclidian norm and \( \| D^2 g_l \|_{\infty, \hat{\Gamma}_m} \) represents the \( \infty \)-norm of the
second derivative $D^2 g_l$ on $\hat{\Gamma}_m$, defined as

$$
\| D^2 g_l \|_{\infty, \hat{\Gamma}_m} := \sup_{\hat{x} \in \hat{\Gamma}_m} \sup_{\| g \|_{1} = 1} \left| D^2 g_l (\hat{x}) \right|.
$$

(3.5)

Here $D_y g_l$ represents the derivative of $g_l$ in the direction $\hat{y}$.

Since all $g_l$ (and $p_l$) are defined on the same simplex we have, by taking the $\infty$-norm over $|g_l(\hat{x}) - p_l(\hat{x})|$ and $\|D^2 g_l\|_{\infty, \hat{\Gamma}_m}$, $l = 1, \ldots, N$

$$
\| g(x) - p(x) \|_{\infty, \hat{\Gamma}_m} := \max_l |g_l(\hat{x}) - p_l(\hat{x})| \leq \frac{1}{2} (\hat{R}^2 - \| \hat{x} - \hat{\varphi} \|^2) \max_l \| D^2 g_l \|_{\infty, \hat{\Gamma}_m}
= \frac{1}{2} (\hat{R}^2 - \| \hat{x} - \hat{\varphi} \|^2) \| D^2 g \|_{\infty, \hat{\Gamma}_m}
$$

(3.6)

The expression $\hat{R}^2 - \| \hat{x} - \hat{\varphi} \|^2$ in $\hat{\Gamma}_m$ has a maximum for the point $\hat{x}^* \in \hat{\Gamma}_m$ closest to $\hat{\varphi}$. Defining

$$
\hat{d} := \text{dist}(\hat{\varphi}, \hat{\Gamma}_m) = \min_{\hat{x} \in \hat{\Gamma}_m} \| \hat{x} - \hat{\varphi} \| = \| \hat{x}^* - \hat{\varphi} \|,
$$

(3.7)

we then find

$$
r := \| g - p \|_{1, \infty} \left( \hat{\Gamma}_m \right) \leq \frac{1}{2} (\hat{R}^2 - \hat{d}^2) \| D^2 g \|_{\infty, \hat{\Gamma}_m}.
$$

(3.8)

Now, we apply (3.8) to our analysis. This error bound is given, of course, for direct interpolation. In our case it does not give explicit information since it still requires knowledge of a second derivative of the unknown inverse function $g$ and depends on the geometry of the new grid. However, from (2.9), we find

$$
D g = [D f]^{-1},
D^2 g = -[D f]^{-1} D^2 f [D f]^{-2},
$$

(3.9)

and, since $D f = I_N - h D u$ and $D^2 f = -h D^2 u$, we have

$$
D^2 g = h [I_N - h D u]^{-1} D^2 u [I_N - h D u]^{-2}.
$$

(3.10)

Substituting (3.10) into (3.8), we can eliminate $g$, i.e the interpolation error bound reads

$$
r(x^*_l, h) \leq \frac{h}{2} (\hat{R}^2 - \hat{d}^2) \| [I_N - h D u]^{-1} D^2 u [I_N - h D u]^{-2} \|_{\infty, \hat{\Gamma}_m},
$$

(3.11)

where $\Gamma_m$ is a simplex of the original grid, i.e the original of $\hat{\Gamma}_m$. Clearly, if $\| D u \|_{\infty, \hat{\Gamma}_m}$ is large, which typically occurs in stiff problems (our problems of interest), then $\| D^2 g \|_{\infty, \hat{\Gamma}_m}$ is not necessarily large due to the inversion of the matrix $[I_N - h D u]$. The expression $\hat{R}^2 - \hat{d}^2$, present in the error bound, is strongly depending on the diameter of the simplex $\hat{\Gamma}_m$ and the geometry of the new grid. Hence, we will first relate $\hat{d}$ to the diameter of the original grid, say $a$. By applying (2.7) in (3.3) we have
\[ \hat{a} = \| \hat{x}_{mq} - \hat{x}_{ms} \| = \| x_{mq} - x_{ms} - h (u_{mq} - u_{ms}) \|. \] (3.12)

From the mean value theorem (see [1]), we have

\[ u(x_{mq}) - u(x_{ms}) = D_{\tilde{x}}u(x_{mq} - x_{ms}), \quad \tilde{x} \in \Gamma_m, \] (3.13)

Substituting (3.13) into (3.12) we obtain an estimate of \( \hat{a} \), i.e.

\[ \hat{a} = \| (I_N - h D_{\tilde{x}}u) (x_{mq} - x_{ms}) \| \leq \| x_{mq} - x_{ms} \| \| I_N - h D_{\tilde{x}}u \| \leq a \| I_N - h D_{\tilde{x}}u \|. \] (3.14)

Note that \( \| x_{mq} - x_{ms} \| \leq a \), since the diameter of the original grid is not necessarily attached to the corresponding points with the same indexes of the new grid.

One cannot give a simple relation between \( \hat{R} \) and \( \hat{a} \) (i.e. \( a \)) in \( \mathbb{R}^N \) in general. Hence, we will access some important special cases by the following examples.

**Example 1.** For \( \tilde{c} \in \hat{\Gamma}_m \) it can be shown (cf. [26]) that

\[ \sup \left\{ \frac{\hat{R}^2}{\hat{a}^2} : \tilde{c} \in \hat{\Gamma}_m \right\} = \frac{N}{2(N+1)}, \] (3.15)

which allows us to estimate

\[ \hat{R}^2 \leq \frac{N}{2(N+1)} a^2 \| I_N - h D_{\tilde{x}}u \|^2. \] (3.16)

By using (3.16) and the fact that \( \hat{a} = 0 \), i.e. \( \hat{R}^2 - \hat{a}^2 = \hat{R}^2 \), the interpolation error bound for a particular point in the flow reads

\[ r(x, h) \leq \frac{h}{4} a^2 \| I_N - h D_{\tilde{x}}u \|^2 \| I_N - h D_{\tilde{x}}u \|^{-1} D^2u \| I_N - h D_{\tilde{x}}u \|^{-2} \|_{\infty, \Gamma_m}. \] (3.17)

**Example 2.** For the bivariate case \( (N = 2) \) we can also give the error bound if \( \tilde{c} \notin \hat{\Gamma}_m \).

Here we have that \( \hat{x}^* \) is exactly in the middle of the facet of length \( \hat{a} \), see Figure 3.1. Since the line segment from \( \tilde{c} \) to \( \hat{x}^* \) is orthogonal to the facet, Pythagoras’ theorem gives

\[ \hat{R}^2 - \hat{a}^2 = \frac{1}{4} \hat{a}^2. \] (3.18)

This leads to the error bound

\[ r(x, h) \leq \frac{h}{8} a^2 \| I_N - h D_{\tilde{x}}u \|^2 \| I_N - h D_{\tilde{x}}u \|^{-1} D^2u \| I_N - h D_{\tilde{x}}u \|^{-2} \|_{\infty, \Gamma_m}. \] (3.19)

For \( \tilde{c} \notin \hat{\Gamma}_m \) and \( N > 2 \) the relation (3.18) does not hold in general. Here we have an interval of possible values for \( \hat{R} - \hat{a} \) depending on the geometry of \( \hat{S} \). We analyse this for the case of interest \( N = 3 \) by the following example.
**Example 3.** For $N = 3$ and $\mathbf{c} \notin \hat{r}_m$, the point $\hat{x} \in \hat{r}_m$ lies on a facet closest to $\mathbf{c}$. Since the facet is a triangle, it can be acute or obtuse angled. This means that $\hat{R} - \hat{d}$ may vary between $\frac{1}{3} \hat{a}^2$ (in case of equilateral triangle) and $\frac{1}{4} \hat{a}^2$ (obtuse angled triangle). Hence, by taking

$$\hat{R}^2 - \hat{d}^2 \leq \frac{1}{3} \hat{a}^2,$$

we have the error bound

$$r \left( x_i^j, h \right) \leq \frac{h}{6} \hat{a}^2 \left\| \mathbf{I}_N - h \mathbf{D} \mathbf{u}(\hat{x}) \right\|^2 \left\| \mathbf{I}_N - h \mathbf{D} \mathbf{u} \right\|^{-1} \mathbf{D}^2 \mathbf{u} \left[ \mathbf{I}_N - h \mathbf{D} \mathbf{u} \right]^{-2} \left\|_{\infty, \Gamma_m} \right. \quad (3.21)$$

From (3.17), (3.19) and (3.21) it follows that the interpolation error is $O(\hat{a}^2)$, meaning that the local error of the flow method is order $O(h^s) + O(\hat{a}^2)$, where $s = 1, 2$ for EB and IMR respectively. Clearly this means that the original grid simplex size (defined by $\hat{a}$) should be as such that both local error components are of the same order. If $\hat{a}$ is larger, then the interpolation error can become a dominant source of error, i.e. the accuracy of the original implicit method may be lost. On the other hand by doing the interpolation more accurately than needed, the error will not decrease below the error of the original implicit method.

### 4 Stability

Numerical stability properties of the flow method should be similar to those of the implicit method involved. In particular we will analyse EB for stiff problems, by studying
first variations. Let \( z_{i}^{j} \) denote a small perturbation of the solution \( x_{i}^{j} \) of (2.11), such that \( x_{i}^{j} + z_{i}^{j} \) also satisfies (2.11) to first order. Now we have

\[
x_{i}^{j+1} + z_{i}^{j+1} = p(x_{i}^{j} + z_{i}^{j}) = p(x_{i}^{j}) + Dp(x_{i}^{j})z_{i}^{j}.
\]

By neglecting higher order terms we have

\[
z_{i}^{j+1} = Dp(x_{i}^{j})z_{i}^{j}.
\]

For stability in a nonlinear situation it is sufficient to prove that the contractivity condition of the discrete equation (4.2) is satisfied (see e.g. [12]), i.e.

\[
\|Dp(x_{i}^{j})\| < 1.
\]

Before continuing we would like to relate (4.3) to the equivalent condition for EB, which reads

\[
\|[Df]^{-1}\| = \|I_N - h D_{u}\|^{-1} < 1.
\]

Since \( Dp \equiv Dg = [Df]^{-1} \) one should expect that (4.3) and (4.4) are equivalent in a way. Indeed, this can be shown as follows. Again for the ease of argument, we will stick to the case where the interpolation (vectorial) polynomial is the piecewise linear function w.r.t. \( x \), i.e. \( p(x) \) on a certain simplex reads

\[
p(x) = Ax + b.
\]

Clearly \( A = Dp \equiv Dg \), which means that the matrix \( A^{-1} \) should be an approximation of \( Df \). To find \( A \) let us choose the simplex \( \Gamma_m \) from the original grid with vertices \( x_k = [x_{1k}, x_{2k}, \ldots, x_{N,k}]^T \), \( k = 1, \ldots, N + 1 \), and corresponding \( \Gamma_m^\prime \) from the new grid with vertices \( f_k = [f_{1k}, f_{2k}, \ldots, f_{N,k}]^T \), \( k = 1, \ldots, N + 1 \), defined by (2.7). By applying this to (4.5), we have

\[
A = B C^{-1},
\]

where

\[
B = \begin{bmatrix}
  x_{12} - x_{11} & x_{13} - x_{11} & \cdots & x_{1,N+1} - x_{11} \\
  x_{22} - x_{21} & x_{23} - x_{21} & \cdots & x_{2,N+1} - x_{21} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{N,2} - x_{N,1} & x_{N,3} - x_{N,1} & \cdots & x_{N,N+1} - x_{N,1}
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
  f_{12} - f_{11} & f_{13} - f_{11} & \cdots & f_{1,N+1} - f_{11} \\
  f_{22} - f_{21} & f_{23} - f_{21} & \cdots & f_{2,N+1} - f_{21} \\
  \vdots & \vdots & \ddots & \vdots \\
  f_{N,2} - f_{N,1} & f_{N,3} - f_{N,1} & \cdots & f_{N,N+1} - f_{N,1}
\end{bmatrix}.
\]

For ease of argument we will choose vertices of \( \Gamma_m \) with coordinates

\[
x_{1k} = x_{11} + \delta_{l+1,k} \Delta x_{1}, \quad l = 1, \ldots, N, \ k = 1, \ldots, N + 1,
\]
where $\delta_{l+1,k}$ is the Kronecker delta. This gives the (original) simplex where all vertices are at the axes of the orthogonal coordinate system with the origin at $x_i$ and $\Delta x_i$, $l = 1, \ldots, N$ are the lengths of edges connecting vertices $x_2, \ldots, x_{N+1}$ with the origin $x_1$. As a 3-D illustration one should think of a tetrahedron which has three edges parallel to $x$, $y$ and $z$ axes respectively, see Figure 4.1. By substituting (4.9) into (4.7) we have

$$B = \text{diag}[\Delta x_1, \Delta x_2, \ldots, \Delta x_N]. \quad (4.10)$$

On the other hand, for elements in $C$, we have

$$f_{l,k+1} - f_{l1} = \Delta x_k \left( \delta_{l,k} - h \frac{\partial u_l(x_{11}, x_{21}, \ldots, c_k, \ldots, x_{N,1})}{\partial x_k} \right), \quad l, k = 1, \ldots, N, \quad (4.11)$$

where $x_{k1} \leq c_k \leq x_{k1} + \Delta x_k$, i.e. $c_k \in \Gamma_m$.

We can now use (4.10) and (4.11) to obtain $A^{-1}$. From (4.6) we have

$$A^{-1} = CB^{-1} = \left\{ \delta_{l,k} - h \frac{\partial u_l(x_{11}, x_{21}, \ldots, c_k, \ldots, x_{N,1})}{\partial x_l} \right\}_{k,j=1}^{N}. \quad (4.12)$$

Clearly we have that $A^{-1}$ is close to $Df(x_{i+1}) = I_N - Du(x_{i+1})$ since $x_{i+1} \in \Gamma_m$. This means that the contractivity condition $\|A\| < 1$ of the flow method is equivalent to one of EB, given by (4.4). Of course, this holds only if the well-posedness condition (2.14) is satisfied; otherwise the interpolation can become ill-posed. In particular obtaining $A$ can represent a problem if $C$ is ill-conditioned. However, as mentioned before, that is typically not the case for stiff problems of interest.

## 5 Practical Aspects

In the previous sections we introduced our method and gave an error and stability analysis. In this section we will apply the flow method to two examples, where typically the
velocity field is not known explicitly. The first one concerns the situation where the velocity is obtained experimentally. In particular we will solve a stiff problem coming from electrical networks with nonlinear elements. Hence we apply the flow method based on EB, showing that it has the desirable accuracy and stability properties. The second example concerns a problem where the velocity is a numerical solution of the divergence free velocity field, coming from boundary problem, that is part of a PDE. The resulting ODE can be related to a Hamiltonian form, which means that the volume, defined by the flow, should be preserved during the time integration. A typical symplectic numerical method, which has this property, is IMR (see [19]). Hence we will apply the flow method based on IMR and show that a sufficient accuracy can be achieved even for relatively long time integration intervals.

5.1 An Electrical Network

Consider an electrical network with two DC motors, power-supplied by the same source and current protected by a nonlinear resistor, see Figure 5.1a. The most severe situation is when both motor shafts (i.e. rotors) are blocked. Then currents are largest and the equivalent electrical circuit is shown in Figure 5.1b. Here both motors are modeled as serial connections of a resistor ($R_k$, $k = 1, 2$) and an inductor ($L_k$) and since both $R_k$ and $L_k$ are relatively small all currents tend to increase under the influence of the relatively large input voltage.

![Principle scheme](image1)

(a) Principle scheme

![Electrical scheme with rotors blocked](image2)

(b) Electrical scheme with rotors blocked

Figure 5.1: DC motors supplied from the same power source

The task of the nonlinear resistor is to prevent currents not to increase (motors current protection) under the high voltage at the input, here $u_g = u_g(t)$. According to this the transfer function (U-I characteristic) of the nonlinear resistor $X$ is very steep, making the problem stiff. Moreover, this characteristic is not known in closed form and usually given by some tabular values. The mathematical model of the system follows from the
second Kirchhoff’s law, i.e

\[
\begin{align*}
L_1 \frac{di_1}{dt} &= -u(i_1 + i_2) - R_1 i_1 + u_g(t), \\
L_2 \frac{di_2}{dt} &= -u(i_1 + i_2) - R_2 i_2 + u_g(t),
\end{align*}
\]

(5.1)

where \( i_k = i_k(t) \) are the currents in the motors loops and \( u(i) \) is the voltage on the nonlinear resistor. The system (5.1) can be rewritten as

\[
x = v(x) + w(t),
\]

(5.2)

where

\[
x = [i_1, i_2]^T, \quad w(t) = u_g(t)[\frac{1}{L_1}, \frac{1}{L_2}]^T, \\
v(x) = [-\frac{1}{L_1}(u(x_1 + x_2) + R_1 x_1), -\frac{1}{L_2}(u(x_1 + x_2) + R_2 x_2)]^T.
\]

(5.3)

Here we take \( u_g(t) = V \cos \omega t \) and as typical parameters values \( R_1 = 2 \Omega, R_2 = 1 \Omega, L_1 = 10^{-2} \text{H}, L_2 = 10^{-4} \text{H}, V = 220 \text{V} \) and \( \omega = 1 \text{ rad/s} \). The U-I transfer function \( u(x) \) is obtained experimentally (at \( n \) points \( \{y_k\}_{k=1}^n \)), see Table 5.1 and Figure 5.2.

<table>
<thead>
<tr>
<th>( y )</th>
<th>-10.0</th>
<th>-9.75</th>
<th>...</th>
<th>-0.25</th>
<th>0.0</th>
<th>0.25</th>
<th>...</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u(y) )</td>
<td>-1.0e+7</td>
<td>-8.376e+6</td>
<td>...</td>
<td>-6.1e-5</td>
<td>0.0</td>
<td>6.1e-5</td>
<td>...</td>
<td>1.0e+7</td>
</tr>
</tbody>
</table>

Table 5.1: Discrete U-I transfer function of the nonlinear transistor

![Figure 5.2: Discrete U-I transfer function of the nonlinear transistor](image)

Of course, this set can be used both partially and totally. Hence we will assume that \( n \leq 81 \). Since we know \( u \) only for the given set \( \{y_k\}_{k=1}^n \) we can create a 2-D triangular
grid with points \( x_{k,l} = (x_{1,k,l}, x_{2,k,l}) \), \( l = 1, \ldots, M \), where the coordinates of all grid points satisfy \( y_k = x_{1,k,l} + x_{2,k,l} \). Of course, the number of points \( M \) is arbitrary. But since we would like to keep our original grid as good as possible, we keep the symmetry of the grid, meaning that the distances between neighbouring points in both directions, say \( \Delta x_1 \) and \( \Delta x_2 \), are equal to \( \Delta x \), which is determined by the experimentally obtained data. Hence we take \( M = n \). Now we have a set of \( n^2 \) points which can be triangularised, obtaining 2-D grid (see Figure 5.3 where \( n = 6 \)), for which \( \mathbf{v}(x) \) is known in all vertices.

To show the influence of the interpolation error we do the following numerical experiment. For fixed \( h = 0.01 \) and the flow points initial values \( I(0) = \{ [1.0, 0.0]^T, [0.5, 0.5]^T \} \), we compute the solutions up to the final time of computation \( T_f = 3.5 \). The computation is performed by using different numbers of the given tabular points, i.e. \( n = 11, 21, 41, 81 \), which correspond to the spatial step sizes \( \Delta x = 2.0, 1.0, 0.5, 0.25 \) respectively. Of course for a triangularisation as shown in Figure 5.3, the diameter of all simplices reads \( a = \sqrt{2}\Delta x \). To assess the accuracy of the flow method we compare results with the EB solutions with a much smaller time step \( h' = 0.0001 \). By taking the \( \infty \)–norm of the global error at \( T_f \) over all flow points (and their both coordinates) we obtain the dependance between the error and the diameter of the original grid simplex. According to (3.19) this dependance should be quadratic (up to the constant), which can be seen in Figure 5.4. Here the solid line represents the error of the flow method and the dashed line a quadratic function \( q(a) = Ca^2 \). Of course, such a behaviour of the global error is due to the fact that the time step is much smaller than the simplex diameter, making the interpolation error the dominant error source.

As the final remark we note that the flow method is numerically stable, i.e. there are no time step constraints even for the highly stiff problems as this one.
5.2 A Boundary Problem

Consider the following problem

\[ \nabla^2 \cdot \mathbf{u} = \mathbf{F}(\mathbf{x}), \quad \mathbf{x} \in \Gamma, \quad (5.4) \]

defined on some domain \( \Gamma \) with the boundary \( \partial \Gamma \). Here \( \mathbf{x} \) represents the point in \( \Gamma \) with the velocity \( \mathbf{u} = \mathbf{u}(\mathbf{x}) \). By describing Dirichlet boundary conditions (BC) for \( \mathbf{u} \), we have a boundary value problem. To obtain the exact solution of such problem is in general impossible. However, there is a variety of different numerical schemes, such as e.g. finite elements or finite differences which give an approximation of the solution (up to a certain accuracy) on a discrete (finite dimensional) subdomain, say \( \Gamma^* \subset \Gamma \). Actually \( \Gamma^* \) represents the set of nodes of the grid which covers \( \Gamma \). To solve the flow problem (1.2) defined by such velocity and the initial condition \( I(0) \subseteq \Gamma \), one needs to solve an autonomous ODE with discretely given \( \mathbf{u} \).

Let us consider the problem (5.4), where \( \mathbf{x} = [x, y]^T \) is the point in Cartesian coordinates, \( \mathbf{u} = [u_x(x, y), u_y(x, y)]^T \) and

\[ \mathbf{F}(x, y) = -\cos y - x \sin y. \quad (5.5) \]

The domain is a rectangle (see Figure 5.5a) defined by

\[ \Gamma := \{(x, y) | 0 \leq x \leq 3, 0 \leq y \leq 3\}. \quad (5.6) \]

Let the boundary conditions be given by

\[ \mathbf{u}(\mathbf{x})|_{\partial \Gamma} = \begin{cases} [0, 0]^T, & x = 0, \\ [-\frac{1}{2}x^2, 0]^T, & y = 0, \\ [-\frac{1}{2}\cos y, 3 \sin y]^T, & x = 3, \\ [-\frac{\cos 3}{2}x^2, x \sin 3]^T, & y = 3. \end{cases} \quad (5.7) \]
To obtain the numerical solution of this problem one needs to discretise (5.4). To avoid a discussion on error contamination due to this discretisation we will use the exact solution of the boundary value problem, which we happen to know in this case. Indeed, we find a solution of (5.4), (5.5), (5.6) and (5.7)

\[
\begin{bmatrix}
u_x \\
u_y
\end{bmatrix} = \begin{bmatrix}
-\frac{1}{2}x^2 \cos y \\
x \sin y
\end{bmatrix}.
\]  

(5.8)

We will assume this to be known at a set of grid points \(x_k \in \Gamma^r \) only. Now, let us define the flow problem

\[
\begin{bmatrix}
\frac{dx}{dt} \\
\frac{dy}{dt}
\end{bmatrix} = \begin{bmatrix}
u_x \\
u_y
\end{bmatrix},
\]  

(5.9)

with initial condition \(x(0) \in I(0)\), where \(I(0)\) is a quarter of an ellipse defined by

\[
I(0) = \left\{(x, y) \mid \frac{x^2}{4} + y^2 \leq 1, x, y \geq 0\right\}.
\]  

(5.10)

Clearly \(I(0) \subset \Gamma\) as shown in Figure 5.5c and it is discretised (as pointed out in Section 2) by a set of points \(x_k\) for \(k = 1\). Assuming well-posedness these points can be placed at the boundary of the flow only. Now we apply the flow method, defined by (2.4) and (2.12), and compute the flow evolution in time, see Figure 5.6. Here we take \(h = 0.01\), \(q = 10\) and \(T_f = 2.0\). To compare the results we also compute the solution of the "standard" IMR method with the same time step size. By taking the \(\infty\)-norm of the vector of differences between results for both coordinates we have the measure of the additional error (coming from interpolation) introduced by the flow method. We perform the numerical experiment by taking \(n = 6 \times 6, 11 \times 11, 21 \times 21, 41 \times 41, 81 \times 81\), for which we have the corresponding spatial step (for both coordinates) \(\Delta x = 0.6, 0.3, 0.15, 0.075, 0.0375\).
and $a = \sqrt{2} \Delta x$. Now we can observe how the interpolation error behaves in time, depending on the size of the spatial step used, see Figure 5.7a. Here, the ticker the line the smaller the grid step size. Note that even for a relatively large spatial step size ($\Delta x \leq 0.3$), the order of the error is smaller than $O(h^2)$, which is the order of IMR, even for the relatively long time scale introduced here. This means that we can compute the flow evolution relatively cheaply (without using extreme number of grid points) and yet keep the interpolation error negligible comparing to the local discretisation error for a large number of time steps. The interpolation error is again quadratically dependent on the diameter of the simplex, which can be shown by computing the error at the end of the computational time for different values of $a$. Again we obtain the relation, which is close to quadratic function $q(a) = Ca^2$, see Figure 5.7b (where $C = 0.00075$). For the volume preservation results one should see [11], where this example was introduced.
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Figure 5.7: Error in time and as a function of the diameter


