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Cardiac Image Segmentation for Contrast Agent Videodensitometry
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Abstract—Indicator dilution techniques are widely used in the intensive care unit and operating room for cardiac parameter measurements. However, the invasiveness of current techniques represents a limitation for their clinical use. The development of stable ultrasound contrast agents allows new applications of the indicator dilution method. Ultrasound contrast agent dilutions permit an echographic noninvasive measurement of cardiac output, ejection fraction, and blood volumes. The indicator dilution curves are measured by videodensitometry of specific regions of interest and processed for the cardiac parameter assessment. Therefore, the major indicator dilution imaging issue is the detection of proper contrast videodensitometry regions that maximize the signal-to-noise ratio of the measured indicator dilution curves. This paper presents an automatic contour detection algorithm for indicator dilution videodensitometry. The algorithm consists of a radial filter combined with an outlier correction. It maximizes the region of interest by excluding cardiac structures that act as interference to the videodensitometric analysis. It is fast, projection independent, and allows the simultaneous detection of multiple contours in real time. The system is compared to manual contour definition on both echographic and magnetic resonance images.

Index Terms—Contrast agents, edge detection, image segmentation, indicator dilution curve, videodensitometry.

I. INTRODUCTION

THE indicator dilution theory allows the measurement of cardiovascular parameters by analysis of an indicator dilution curve (IDC), i.e., the indicator concentration-versus-time curve. Many techniques are clinically available. They are based on the injection into a vein (either central or peripheral) of an indicator bolus (tracer), such as cold saline (thermodilution), indocyanine green (dye dilution), and lithium [1]–[8]. The injected bolus is detected after the venous returns have been mixed in the right ventricle to build the IDC. Fig. 1 shows an example of lithium IDC. Limitation of current techniques is their invasiveness, since either blood samples are drown (dye and lithium dilution) or a sensing catheter is inserted through the right side of the heart (Swan-Ganz catheter for thermodilution).

The IDC contains all the necessary information for the determination of cardiac output (CO) (blood flow through the heart) and ejection fraction (EF) (percent variation of the ventricular volume) [1], [2], [9], [10]. Also, the pulmonary blood volume (PBV) (blood volume between the pulmonary artery and the left atrium) can be assessed by means of dilution techniques.\(^1\) It is measured by trans-pulmonary dilution [11]–[13]. A catheter for thermodilution (or dye dilution) is inserted through the femoral artery up to the aorta, where the IDC is measured. Moreover, since the indicator must be injected into the pulmonary artery, a second catheter is needed to reach the injection site. The PBV is determined as the multiplication between the mean transit time (MTT) of the indicator (average opacification delay between the injection and the detection sites) and the CO.

Nowadays, the development of stable ultrasound contrast agents (UCAs) allows a noninvasive application of the indicator dilution method. UCA are micro-bubbles of inert gas stabilized by a shell of biocompatible material (see Appendix A) that are easily detectable by ultrasound analysis [14]–[20].

The B-mode [21] video intensity of the ultrasound scanner increases where UCA bubbles are detected. Since the video intensity is correlated to the UCA concentration [22], [23], an UCA IDC can be determined by videodensitometry of a region of interest (ROI). In vitro studies show that the IDC analysis can be performed with an ultrasound scanner after the relationship between contrast concentration and video intensity (calibration) has been established [22]–[35].

Due to the UCA loss through the lungs, CO measurements must be performed in the right atrium (RA) or right ventricle (RV). This prevents from loosing the relation between injected dose and detected concentration, which is necessary for the CO derivation [23]. The assessment of RV or left ventricle (LV) EF needs RV or LV videodensitometry, respectively. If the indicator is detected both in the RV and the left atrium (LA), the MTT between RV and LA can be estimated from the measured IDCs and the PBV derived as the product between MTT

\(^1\)Actually, standard dilution techniques can only measure the central blood volume, which also includes the average blood volume in the left side of the heart.
and CO [24]. The implementation of a complete system for in vivo analysis of UCA dilution curves is in progress, but preliminary results concerning EF and PBV measurements are already promising [24]–[36]. An important issue such as attenuation [22] is overcome by injecting a very low dose of contrast [23]. Low signal-to-noise ratios (SNRs) are solved by sophisticated modeling and fitting of the IDC [23], [24].

Although all the studies make use of simple (usually rectangular) manually defined ROIs for UCA IDC measurements [23]–[25], [27]–[30], [33], [34], a crucial issue in the video indicator dilution context for cardiac measurements is the automatic definition of one or more ROIs that stay inside the cardiac walls and maximize the covered surface. Therefore, the contribution of this article concerns the automatic determination of multiple ROIs in real time for IDC measurements. An extremely accurate contour detection is not strictly necessary, but the segmentation must be robust to small SNR and ensure that no tissue is included into the ROI. Signal that is backscattered by the myocardium represents a disturbance to the IDC measurement and should not be included in the ROI. A manual delineation of the ROI does not ensure to maximize the measurement area and slows down the operating room practice. The expansion of the ROI leads to larger average and IDC noise reduction. As a consequence, the interpretation of the IDC is more accurate.

Required features for a suitable image segmentation system also include a simple and efficient interface to the user in order to allow operating room applications. The adaptability to different echo-cardiographic probes (trans-esophageal and trans-thoracic [37]), views, and contour shapes is necessary to use the system for different measurements (e.g., CO, LV and RV EF, PBV, etc.) and pathologies (e.g., an aneurysm). Moreover, the simultaneous detection of several contours in real time should be achieved without the employment of expensive hardware.

Several techniques are reported in literature for contour detection. However, it is difficult to determine a general solution that is optimal in terms of accuracy, reliability, and computation time. The most common approaches for cardiac-chamber contour detection can be divided into five main groups [38]–[44]: two-dimensional (2-D) filters, morphologic segmentations, model-based approaches, active contours, and level set methods.

Two-dimensional filters include all the linear and nonlinear filters typically used for image processing [39], [38]. Different cascade of high-pass filters have been tested, but the robustness of this simple approach with echographic images is not sufficient. The detected edges are fragmented and difficult to interpret. Special algorithms can recombine the edge fragments [45], but they are slow and not applicable for real time processing. Furthermore, false edges due to speckle noise [21], [38] should be distinguished.

Morphologic segmentations [46], [38] apply a threshold to gray-level images and transform them into binary ones, which are processed by binary filters. This approach seems to be not appropriate for contour detection in echographic images. The gray-levels that define the interface blood-myocardium is not a stable and reliable reference. As a consequence, the binary images can show several connections between different chambers or even segmentation of the chamber surface into separate particles. The selection of an appropriate threshold to generate the binary image is a critical point since it is difficult to define an algorithm that suits all the images [41]. A cascade of morphologic filters such as erosion and dilatation can solve some of the problems, but requires a large increase of computations.

Model-based approaches, such as active appearance models [42]–[44], [47]–[49] first applied for face recognition, are based on principal components analysis of a set of training images in order to build a mean shape model. An eigenvalue problem is solved to best adapt the model to the detected contours. When the mean shape model can represent the chamber contour, this method shows a reliable behavior. However, unless some extra-constraints are defined [50], the model fitting requires the optimization of a large set of parameters. One more disadvantage of model-based algorithms is their limitation to a specific contour shape. Different projections, such as long and short axis views, require different models.

Active contour model or Snake techniques minimize an energy function associated to the contour curve (usually represented by a B-Spline) [39], [40], [51]. The total energy is defined as the sum of an internal energy and an external energy. The internal energy depends on the characteristic of the spline curve (elasticity and stiffness), while the external energy depends on the matching between the spline curve and the image features (gray level value, gradient, etc.). Since they are iterative techniques that locally deform the snake (spline), the user must define an initial contour (set of points). Each point of the initial contour is iteratively adjusted until the total energy of the spline, which interpolates all the points, reaches a minimum. The final result depends on the initial conditions and the weights associated to the internal and external energies. Unfortunately, the solution can easily converge into local minima. Moreover, especially with echographic images, the snake is easily attracted by features that are due to noise, ending with wrong results. A smoothing prefilter can partially prevent from these errors, but reduces the gray-level gradient along the contours.

The level set method [52], which more in general can be considered as an optical-flow approach, is an emerging technique for tracking moving interfaces. The combination of segmentation and tracking allows exploiting the additive information that derives from motion. The algorithm uses a deformable contour that moves using gradient descent and seeks for local solutions. As a consequence, a powerful initialization technique is required (as for the snake technique). In fact, the final contour is strongly dependent on its initial position. The function that defines the deformable contour model allows the representation of any shape. The time differentiation of the contour function leads to a Hamilton-Jacobi type equation. The solution of this equation provides the contour segmentation. The final solution is a compromise between attraction to image features (e.g., the gradient) and contour smoothness. Computational cost, initialization, and noise sensitivity issues should be carefully considered.

The long and short axis views are the longitudinal and transverse plane projections of the ventricles, respectively.
For all the mentioned methods, the initialization is a critical issue and can be hardly automated. An initial manual definition of a few reference points or the entire contour is usually needed. The result is a difficult application of the system and the need for the employment of trained experts. As a consequence, these algorithms do not suit the requirements for emergency routines and operating room applications. Moreover, the available algorithms are either insufficiently accurate, or constrained into a specific shape (or model), or computationally too expensive for multiple simultaneous contour detections in real time [44]. Therefore, in this specific context, none of the previously mentioned algorithms seems to fit the required characteristics.

This article presents a new automatic cardiac-wall tracking (contour-detection) algorithm dedicated to UCA IDC analysis. The IDCs are measured simultaneously in different cardiac cavities (ROIs), so that the measurement of various cardiac parameters, such as CO, EF (LV and RV), and PBV, is feasible by a single UCA bolus injection.

The computational cost of the implemented algorithm is limited, so that real-time detection of multiple ROIs does not require expensive hardware. Furthermore, the contour detection is projection-independent and allows the use of any cardiac view to the cardiologist.

The input of the system is the B-mode video output of the ultrasound scanner, which is processed in real time. Only a simple mouse click in the center of the cavities of interest is required by the user, resulting in a system that is also suitable for operating room applications. An off-line analysis of stored digital (AVI) or analog (videotapes) movies is also integrated in the current set-up.

For IDC measurements the ultrasound scanner is set on fundamental mode (i.e., the transducer transmits and receives at the same frequency) in order to have an easier calibration of the system. The segmentation algorithm is based on a radial high-pass filter with an automatic outlier suppression. It is general enough to be also adopted for magnetic resonance imaging (MRI) analysis of gadolinium dilutions [55], [56].

The ROI is determined before the chamber opacification to avoid confusion between contrast and tissue. The contour tracking is performed for two cardiac cycles before the contrast injection. The minimum-area contour is automatically determined and used as the ROI for the following IDC measurement. The ROI is fixed inside the cardiac chamber while the contrast is flowing. The mean gray levels in the ROIs are processed in order to obtain the IDCs (videodensitometry). The use of the minimum-area contour over two cardiac cycles ensures that the cardiac walls, which introduce noise (high gray levels) into the measured IDC, are excluded from the ROI during the measurement.

The accuracy of the border detection is validated by comparison with manual contour delineation over a set of 40 ultrasound echo images and 20 MRIs. Furthermore, the complete system is tested with a series of 12 UCA injections to evaluate the IDC fit improvements with respect to manual ROI definition. Accurate contour detections and IDC fits encourage the employment of the system for indicator dilution videodensitometry.

The proposed contour detection algorithm is initially designed for echographic images, which are the most difficult to treat due to their low SNR. However, once echographic images are successfully analyzed, the same algorithm is easily adapted to MRI, since the image contrast and the SNR are much larger.

The echographic B-mode view of a cardiac chamber consists of a dark region (the blood-filled inner of the chamber) surrounded by a bright structure due to the sound that is backscattered from the cardiac-wall-to-blood interface. A chamber can be interpreted as a 2-D convex object. A radial beam of rays that is originated at any point inside the chamber intersects the border and defines the contour (see Fig. 2). The presented contour detection approach is based on a radial edge-detection filter.

An edge produces spatial high-frequency components and a high-pass filter can be used as an edge detector. Therefore, the classical 2-D edge detection is implemented as given in (1)

\[
\xi_k = \frac{1}{\Delta} \sum_{j=0}^{\Delta-1} I \left( x(k+j+[-\frac{\Delta}{2}]), y(k+j+[-\frac{\Delta}{2}]) \right) - \frac{1}{\Delta} \sum_{j=0}^{\Delta-1} I \left( x(k+j-[-\frac{\Delta}{2}]), y(k+j-[-\frac{\Delta}{2}]) \right) \]  

(1)

In UCA echography the nonlinear response of the bubbles is often exploited by receiving at higher frequencies (second or higher harmonic) [14], [53]. However, the use of the fundamental mode filters out the nonlinear contributions and increases the linearity of the response.

\[
\text{Fig. 2. Beam of rays from inside a left ventricle. The small squares represent the intersection between the rays and the endocardium.}
\]
The detected edge point along each ray corresponds to the first location \((x_k, y_k)\) where the filter output \(\xi_k\) surpasses a pre-defined threshold.

A set of parameters controls the filter, so that the system is adaptable to different image features and imaging techniques. The parameters are the length \(\Delta\) and the mutual distance \(d\) of the impulse response rectangles, the number of rays, and the threshold. For echographic images we usually fix the number of rays and \(d\) to 360 and 2 (pixels), respectively. Typical ROI areas in echographic images (including all possible cardiac views and chambers) go from 5000 to 50,000 pixels, therefore, 360 edge points are sufficient to reconstruct the contour. If the contour is very small (perimeter shorter than 500 pixels), then the number of edge points should be decreased. The choice for \(d\) is not critical. The length of the rectangle \(\Delta\) is fixed to 20 in order to detect the edges and filter out the speckle noise, which consists of spots that cover less than 50 pixels.

The threshold can be adjusted manually. Usually, for well equalized images, a contrast of 20 gray levels leads to the most accurate results. However, an automatic threshold estimation is implemented too. Based on the histogram of the image, the gray level standard deviation \(\sigma\) is calculated and the threshold \(S\) is determined as given in (2). The logarithm is used to compress the range of \(\sigma\), which for echographic images covers a wide interval

\[
S = [a \cdot \ln(\sigma + 1)],
\]

The value for the coefficient \(a\) is optimized over a set of 40 echographic images and fixed to 6.7. Also the use of the threshold proposed by Otsu has been investigated [41], however, the threshold defined in (2) suits better for this specific application and shows a more stable behavior. In fact, differently from typical morphologic applications, in this context the threshold problem regards the radial gradient rather than the absolute value of the video intensity.

A median filter [38], [39] is applied before the proposed radial filter to remove the spots due to speckle. The choice for a nonlinear filter over a linear low-pass filter is due to the need for removing the speckle without blurring the image. A blurred image makes the subsequent edge detection less efficient. Instead, a median filter enhances the sharpness of continuous contours. The implemented filter is a \(5 \times 5\) eighth-order median filter. The pixels covered by the \(5 \times 5\) kernel are ordered from the minimum to the maximum gray-level. The pixel that corresponds to the center of the kernel is then substituted with the 9th pixel in the ordered list (eighth-order median filter). The size is chosen according to the typical size of the speckles.

A linear interpolation of the points that are detected by the radial filter (they should be 360, one for each degree, but along some rays the edge could be undetectable) defines the ROI. Unfortunately, due to the low quality of echographic images, the ROI contains several outliers (see Figs. 4 and 6), and expands beyond the cardiac walls. In fact, very often, not all the cardiac wall-to-blood interface gives a good ultrasound reflection, and entire parts of the contour may be completely unrecognizable. Moreover, in long-axis projections the cardiac chamber is open through the valve (see Fig. 5).

A routine is implemented to detect and correct the outliers (see Fig. 4). It is based on the assumption of continuous and
smooth edges. The Cartesian coordinates of the detected edge points are transformed into polar coordinates centered in the origin of the rays (see Fig. 7). This mono-dimensional polar plot (distance from the origin versus angle) is processed to remove the outliers. The first derivative of the plot is calculated and the points whose amplitude surpass a fixed threshold removed.

The hypothesis of bounded derivative is a consequence of the assumption of continuous and smooth edges. After an experimental optimization process, the threshold has been determined as to be equal to 7% of the standard deviation of the initial polar plot (before the outlier correction). For each removal the derivative function is updated. The process is repeated (clockwise and anticlockwise) until all the points satisfy the threshold condition.

Once the outliers are removed, a new ROI is defined as the linear interpolation of the remaining edge points (see Fig. 4). Therefore, the removed edge points are replaced on the intersection between the interpolation line and the rays where they lay.

Usually the resulting ROI is too sharp (i.e., defined by many sharp angles), especially when several outliers are corrected. A more “anatomic” shape of the ROI is obtained by low-pass filtering (smoothing) the polar plot after the correction of the outliers. Before the contour smoothing, the ROI centroid is calculated and the polar coordinates referred to the new origin. This operation ensures a better independency of the smoothing filtering from the first origin-point choice.

The adopted filter is a zero-phase low-pass filter, designed as a cascade of a causal FIR (Finite Impulse Response) low-pass filter and a phase shifter. The DC component of the filter impulse response is normalized to a value that is smaller than one, so that the ROI area is slightly decreased. This ensures the cardiac walls to be not included in the ROI. Figs. 6 and 7 show the contour detection process in Cartesian and polar coordinates, respectively.

As presented in previous literature [57] and despite the accurate contour detection that is shown by the proposed method, the addition of an active contour (snake) optimization is tested. The initial contour is defined by the output of the previous algorithm. The algorithm developed by Amini et al. [58] has been modified and adapted to the radial structure of the system. The results for this implementation are not encouraging. The snake optimization process requires a considerable increase in computations while the accuracy improvement is limited. Therefore, we have chosen not to implement the snake optimization into the IDC analysis system. Future research will consider alternative radial active contour optimizations.

Typically, the measurement of an IDC takes more than 20 seconds, and during this time the cardiac walls must stay outside the ROI. Because of the cardiac wall motion, a new ROI should be defined for each frame (wall tracking). Unfortunately, the ROI cannot be determined after the contrast appears in the chamber because the backscatter due to the cardiac tissue is confused with that due to the contrast (fundamental mode echo-analysis). Our solution is to determine the ROI before the contrast appearance and to keep it fixed during the IDC measurement. To ensure that the myocardium is never included, the minimum-area ROI is selected during two cardiac cycles before the chamber opacification.

In conclusion, the in vivo IDC measurement is performed in three phases.

- A ROI is defined for each frame (wall tracking) during two cardiac cycles before the chamber opacification.
- The minimum-area ROI is automatically determined and fixed for the videodensitometry.

---

The derivative discontinuities may be asymmetric and must be detected in both directions.

---

Fig. 7. With reference to Fig. (6), (A) is the polar coordinate representation (distance from the radius origin versus angle) of the edges that are detected by the radial high-pass filter. (B) and (C) show the effect of the outlier correction and smoothing processes, respectively.
The mean gray-level is calculated over the fixed ROI while the contrast bolus is flowing.

This algorithm is implemented in software and hardware to establish the performance of the algorithm in a realistic environment. The software implementation is made in Labview®, Imaq Vision®, and Matlab®. The developed software can process AVI files as well as it can be interfaced to the video output of either an ultrasound scanner or a videorecorder. The video interface is realized by the NI 1407-PCI® frame grabber, which is controlled via Labview® and MAX® (Measurement and Automation Explorer). The video grabber can interface both European (CCIR) and American (RS-170) standards [59].

III. RESULTS

The proposed contour detection algorithm is applicable to different echographic and MRI cardiac projections as shown in Fig. 8. Since an absolute reference for the contour detection evaluation does not exist, medical image segmentation algorithms are usually compared to manual contour delineation, which is performed by expertises. A set of forty echographic images and 20 magnetic resonance (MR) images is randomly selected from clinical routine analysis of different patients with various cardiac pathologies7. Both automatic and manual contour detection are used. The echographic contour detection is performed on four- and two-chamber views of 26 left ventricles and ten left atria as well as on short-axis views of four left ventricles. The MR contour detection is performed on ten four-chamber views and ten short-axis views of left ventricles. Only for this specific validation, the ROI area is not decreased as for indicator dilution applications.

The error of the contour detection, which is referred to as area error, is estimated as the percent area difference between manual and automatic contours. The area is expressed in number of pixels. The error histograms for the echographic and the MR images are shown in Fig. 9. The average error for the echographic images is 10.0% with a standard deviation equal to 2.0%, while the average error for the MR images is 9.0% with a standard deviation of 2.2%. An error equal to 8.0% of the total area is shown in Fig. 12. Fig. 10 shows the correlation between the manual and the automatic area for both the echographic and the MR images. The correlation coefficient is 0.995 and 0.998, respectively.

The comparison between manual and automatic contour detection is also shown by the Bland-Altman plot in Fig. 11 [60]. The average area error is −3.2% (standard deviation equal to 3.4%) and −5.1% (standard deviation equal to 3.9%) for echographic and MR images, respectively. The standard deviation is small and the modest negative bias is a positive characteristic for IDC applications. These results show sufficient accuracy to fulfill the requirements for IDC applications.

All the echographic images are analyzed using the automatic threshold as in (2) except for five images, where the threshold is manually modified by few gray levels (≤5). In fact, the automatic threshold in (2) depends on the region where the gray-level standard deviation σ is evaluated. Since σ is calculated over the complete image, white text or dark regions around echographic images influence the standard deviation. As a result, the automatic threshold may differ from the optimal value

7All the data are provided by the Departments of Cardiology and Radiology of the Catharina Hospital (Eindhoven, The Netherlands).

Fig. 8. Image a and b show the contour detection in a long-axis view and a short-axis view of the left ventricle. Image c shows a four-chamber view with the detection of the left and right ventricles. Image d shows the detection of different ROIs (left ventricle, left atrium, and aorta) in a MRI frame.
by few gray levels. Future implementations of the algorithm will include an automatic determination of the region for the evaluation of $\sigma$. The threshold for the analysis of all the MR images, where no text is included, is fixed to 60.

The sensitivity of the contour detection with respect to the origin of the radial filter is tested to evaluate the reproducibility of the results. The contour of the left ventricle in Fig. 12 is detected for the origin point position varying over the overlapped rectangle. The percent area error histogram is shown in Fig. 12. The error mean value is 9.8% with a standard deviation equal to 2.3%.

Referring to the same image, Fig. 13 shows the percent area error for vertical and horizontal displacements of the origin point with respect to the contour centroid. We may conclude that for reasonably central positions the algorithm is robust to origin translations.

Fig. 14 shows an application of the algorithm for indicator dilution analysis in humans. A bolus of contrast agent (SonoVue® Bracco Diagnostics, see Appendix A) is injected into a peripheral vein and detected by a trans-esophageal ultrasound transducer in the central circulation. In Fig. 14, a ROI is automatically determined and kept fixed in the LV while the contrast agent is flowing. The average video intensity in the ROI is calculated for each frame and used to build the IDC.

In order to validate the system, the use of the automatic ROI detection is compared to the use of simple manual ROI definitions. Two circular ROIs, a large and a small circle, are added for validation purpose (see Fig. 14). The manual positioning of more complex ROIs is too slow and complex for real-time applications.

The resulting IDCs from the automatic ROI (AUTO), the large circular ROI (LC) and the small circular ROI (SC) are then fitted by a specific model as shown in Fig. 14. The second part of the IDC down-slope (end of the tail) shows the recirculation of the contrast (rise of the contrast concentration with respect of the model fit). Since the cardiac measurements are derived from the first passage IDC, the recirculation introduces an important noise component into the signal. As a consequence, the use of a model becomes necessary to fit the first part of the IDC and estimate the rest of the tail [23].

The local density random walk (LDRW) model (see Appendix B), which was introduced by Sheppard and Savage in 1951 for the IDC interpolation and interpretation [9], [23], [61], [62]–[64] is used to derive the cardiac parameters [23]–[25]. Therefore, the interpolation accuracy is indeed the best parameter to evaluate the contour detection algorithm for IDC measurements. The LDRW fitting is performed by use of a specific fitting algorithm as described in [23].

The same validation as shown in Fig. 14 is performed for 12 trans-esophageal echographic inspections after the injection of a SonoVue® contrast agent bolus. Fig. 15 reports the determination coefficients ($r^2$, squared correlation coefficient) of the LDRW fits of the measured IDCs (video-intensity-versus-time curves) for the automatic and the two circular ROIs. The average determination coefficient is 0.922 for the automatic ROI, 0.876 for the small circular ROI, and 0.821 for the large circular ROI (standard deviations equal to 0.041, 0.110, and 0.131, respectively).

The IDC recorded by the automatic ROI detection shows a more stable behavior and the best average determination coefficient. When a large circle is used, the intrusion of cardiac tissue in the ROI adds large noise components in the IDC. This explains the smallest $r^2$ for large circular ROIs. Sometimes, the use of a small ROI shows excellent results, slightly better than those obtained by use of automatic ROI detection. However, for low SNR images, the use of a small ROI results in very noisy IDCs (injections 5, 10, and 11 in Fig. 15), and the LDRW-fit shows a much smaller $r^2$ compared to the automatic ROI detection.
IV. DISCUSSION AND CONCLUSION

Due to their accuracy and despite their invasiveness, indicator dilution techniques are the standard techniques for the measurement of CO and PBV. The combined use of ultrasound and UCA allows a noninvasive application of the indicator dilution principles. The simultaneous measurement of all the major cardiac parameters (LV and RV EF, CO, and PBV) could be obtained by a peripheral injection of a single contrast bolus.

The ROI definition is an essential part of the UCA dilution system, since the information contained in the IDC is strongly related to the region of measurement. The available algorithms for contour detection are designed for different purposes, therefore, they do not fulfill all the requirements for the UCA dilution system.

This paper presents a new real-time automatic contour-detection algorithm for indicator dilution applications. It is based on a radial high-pass filter with subsequent correction of the outliers. An initialization with manual contour definition is not needed. The use of different cardiac views is allowed and multiple ROIs can be detected and processed in parallel. Moreover, due to the high flexibility and adaptability to different image features, the algorithm is also applicable to MRI (gadolinium dilutions).

An additional active contour optimization has also been tested. However, for IDC applications, the limited contour accuracy improvement that is obtained with the current implementation does not compensate for the increase of computation time. Future research will include the evaluation of alternative algorithms and implementations for an active contour optimization.

The proposed contour detection algorithm is controlled by several parameters. In particular, the thresholds for the radial filter and the derivative outlier correction are crucial. However, since both thresholds are applied after a derivative operator (after intensity gradient operator and after radial-distance polar derivative), the threshold dependency on specific image features is limited and the algorithm can be applied to different sets of images without changes. However, an important issue remains the selection of an appropriate region for the evaluation of the image gray level histogram, which is used for the automatic determination of the high-pass filter threshold. Text or dark regions around echographic images influence the resulting threshold. Future implementations will include an automatic selection of the region that is used for the statistical analysis of the image.

The only interaction with the user concerns the positioning of the radial filter origin in the center of the cavity. Therefore, the algorithm user dependency is tested by origin translations. The contour detection shows robustness to algorithm user dependency is tested by origin translations. The radial high-pass filter (if manually controlled) or the size of the prior median filter should be increased. The addition of a feedback for inlier detection control might also be investigated.

As this paper focuses on the design and the validation of a contour detection algorithm for indicator dilution use, future work will provide results on the cardiac parameter assessments.

APPENDIX

A. Ultrasound Contrast Agents

Ultrasound contrast agents are made of a solution of micro-bubbles. The bubbles are composed of air, SF₆, C₃F₈, or other perfluorocarbons encapsulated in a phospholipid, albumin, or polymer shell. SonoVue® is a sulfurhexafluoride bubble encapsulated in a phospholipidic shell. The diameter varies from 0.7 μm to 10 μm, with an average value equal to 0.25 μm [19], [20]. SF₆ is a large molecule (molecular weight equal to 146) with low solubility in water (Ostwald solubility⁸ equal to 0.0054). As a consequence, the molecule diffusion is low and the contrast very stable. In addition, the presence of a shell creates a strain that compensates the Laplace pressure and stabilizes bubbles against dissolution. The video-intensity decay due to bubble dissolution is 0.2 dB/min [65], which is not significant within an IDC measurement procedure that lasts for about 1 minute. The presence of a shell also changes the acoustic properties of the contrast. The bubble elasticity increases, resulting in higher acoustic resonance frequencies (about 3 MHz [19]).

B. Local Density Random Walk Model

The LDRW model assumes a Gaussian spatial distribution of the contrast that translates with the same velocity of the carrier fluid. The variance of the distribution is a linear function of time. When a contrast bolus is injected and detected in a different site of a hydrodynamic system, then the detected concentration is modeled as given in (3), where \( m \) is the injected mass of contrast, \( q \) is the volumetric flow, \( \lambda \) is a parameter related to the diffusion constant of the system, and \( \mu \) is the average time that the contrast takes to go from the injection to the detection site (MTT) [10], [23], [62], [63].

\[
C(t) = \frac{m}{q} \lambda \sqrt{\frac{\lambda}{2\pi\mu d}} e^{-\frac{\lambda t}{2}} \left( 1 + \frac{\lambda t}{2} \right),
\]

⁸Volume of gas dissolved per unit volume of solvent.
The model is solution of the diffusion equation, therefore, it gives a physical interpretation of the dilution process [10]. Furthermore, it shows the best least squares estimation of the IDC when applied to dye-dilution and thermodilution measurements [62]–[64].
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