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Abstract—This paper discusses improved force-directed scheduling and its application in the design of high-throughput DSP systems, such as real-time video VLSI circuits. We present a mathematical justification of the technique of force-directed scheduling, introduced by Paulin and Knight, and we show how the algorithm can be used to find cost-effective time assignments and resource allocations, allowing trade-offs between processing units and memories. Furthermore, we present modifications that improve the effectiveness and the efficiency of the algorithm. The significance of the improvements is illustrated by an empirical performance analysis based on a number of problem instances.

I. INTRODUCTION

HIGH-LEVEL synthesis is the translation of a behavioral description into a register transfer level description, which specifies the system's structure that implements the behavior. A behavioral description is often represented by a signal flow graph, which consists of nodes representing operations and arcs representing signal flow. An important problem in high-level synthesis is that of scheduling operations and arcs representing signal flow. This problem is determined by the sampling frequency. High-throughput DSP systems, such as audio applications, reveal that a large part of the area is occupied by memories. Existing chips for high-throughput DSP systems, such as real-time video VLSI circuits, consist of processing units whose area is known before scheduling, but also memories must be taken into account as an important area-consuming resource. A trade-off between the area occupied by memories and the maximum number of simultaneous accesses is determined by the sampling frequency. In high-throughput applications, processing units usually perform complex functions, e.g., complete filter functions. These processing units not only contain arithmetical and logical operations and algorithmic delays, but they also contain local decision-making, which can be used to deal with local conditions in the application. In this paper we do not consider global conditions, but they can be handled in the same way as is done in [21]. In order to meet the high clock frequency, retiming, including pipelining, is used. Doing this, inputs and outputs of a processing unit may be shifted in time with respect to each other, which has to be taken into account during scheduling.

Another characteristic of the application domain is the significant role of memories. Existing chips for high-throughput video applications reveal that a large part of the area is occupied by memories. So, during scheduling not only processing units but also memories must be taken into account as an important area-consuming resource. A trade-off between the two types of resources must be made. However, in contrast to processing units whose area is known before scheduling, the area occupied by memories has to be estimated during scheduling, based on the maximum number of variables alive simultaneously and the maximum number of simultaneous accesses.
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Another characteristic of the application domain is the need for pipelined execution of DSP algorithms [18]. We have to make a distinction between two notions of time. On the one hand we have the \textit{algorithm period}, which is the time between two consecutive executions of the algorithm, and which is a measure of the throughput. On the other hand we have the \textit{latency}, which is the time between inputs and corresponding outputs, i.e., the time needed to execute one iteration of the algorithm. Usually, the algorithm period is fixed in DSP applications, and there is an upper bound on the latency. If the latency is larger than the algorithm period, which is often the case in high-throughput applications, then successive executions of the signal flow graph overlap in time, and we speak of pipelined execution. In this paper we do not consider deep nestings of large loops, as is the subject of e.g., [26]. Nevertheless, small loops can be handled by flattening them. The only loop remaining is the most outer loop of infinite repetition of the algorithm, including data dependencies between different iterations.

\textbf{B. High-Throughput DSP Scheduling}

Informally speaking, the high-throughput DSP scheduling problem can be stated as follows. Given a signal flow graph, an algorithm period, and some timing constraints, assign the operations to clock cycles and allocate resources, such that the total area is minimized, and such that timing constraints and data dependencies are met.

Since the scheduling problem we discuss is NP-hard [4] and since practical instances are too large to be solved exhaustively, our aim is to find a good approximation algorithm. An overview of existing scheduling algorithms in high-level synthesis can be found in [14]. To position force-directed scheduling, we discuss the following two extremes.

First, we have list scheduling [6], [13], which is a fast algorithm that gives reasonable-quality solutions. Traditionally, list scheduling is an algorithm that tries to find a minimal execution time, for given constraints on the number of processing units. Additionally, list scheduling can be modified such that memory requirements are reduced, as long as the execution time is not increased. On top of this, one can then iterate on the number of processing units, in order to find a minimal solution that still meets the timing constraints. A drawback of list scheduling is that it requires a decomposition into several levels, which complicates the trade-off between processing units and memories.

Second, we have integer linear programming [5], [7], which is a general approach to combinatorial optimization. This approach can optimally solve problems in their entirety, i.e., without a decomposition. Hence, trade-offs between different objectives, e.g., processing units and memories, are made automatically. In general this goes at the expense of an exponential time complexity. Therefore, integer linear programming may be well applicable to small instances, but running times grow hazardously fast to impracticable heights as the instances get larger or as more refinements are added to the scheduling problem.

Force-directed scheduling is situated in between. Its time complexity is only slightly worse than that of list scheduling. However, the ability of simultaneously trading off processing units and memories is attained, which may result in solutions with a quality close to those obtained by integer linear programming. At the same time, this raises the question whether it is possible to further improve the effectiveness and efficiency of force-directed scheduling, in order to achieve the best of both extremes.

Force-directed scheduling was introduced by Paulin and Knight [19], [21], [22]. It tries to minimize the number of resources by smoothing the resource requirements in time, for given timing constraints. Since its introduction, the technique of force-directed scheduling has gained interest from a number of other research groups [1], [8], [17], [23], [25], [27]. Refinements of the algorithm to include memory costs, pipelined scheduling, multitime operations, multifunctional processing units, etc., can be done in a very straightforward way [21], which makes force-directed scheduling a widely applicable scheduling technique.

We have studied force-directed scheduling in order to use it in the design methodology PHIDEO. Besides a mathematical formulation of force-directed scheduling that justifies the original approach proposed by Paulin and Knight, we have been concentrating on modifications to improve the effectiveness and the efficiency of the algorithm without reducing its applicability. The effectiveness improvements are achieved by the use of global spring constants and gradual time-frame reduction. The efficiency improvements are achieved by an incremental way to calculate the changes in the distribution function.

\textbf{C. Organization}

The organization of this paper is as follows. In Section II, we give a mathematical model of the high-throughput DSP scheduling problem. In Section III we present the mathematical justification of a basic force-directed scheduling algorithm and discuss its time complexity. In Section IV we show how we apply force-directed scheduling to the high-throughput DSP scheduling problem. Next, we present modifications to improve the effectiveness and the efficiency of the algorithm, in Sections V and VI, respectively. Finally, Section VII illustrates the significance of the improvements by means of some experimental results.

\section{Mathematical Modeling}

\textbf{A. Signal Flow Graphs}

Input for scheduling is a signal flow graph representing a DSP algorithm, an algorithm period, and some timing constraints. The time unit we maintain throughout this paper is the clock cycle, and all time points are given by clock cycles $c \in \mathbb{Z}$. The operations represented by the nodes must be executed on dedicated processing units, i.e., we consider a one-to-one relation between operation types and processing unit types. In order to model the signal flow graph, we first define operation types and the corresponding processing unit types.
Definition 11.1 (Operation types): The operation types are given by a 6-tuple \((T, I, O, \sigma, r, s, a)\), where \(T\) is a set of types and for each \(t \in T\):
- \(I(t)\) is a set of input ports;
- \(O(t)\) is a set of output ports;
- \(r(t, p) \in I\) is a retiming; for each \(p \in P(t) = I(t) \cup O(t)\);
- \(s(t) \in \mathbb{N}\) is a restart time; and
- \(a(t) \geq 0\) is an area cost.

The retiming of a port denotes the shift in time of that port. The restart time denotes the number of clock cycles that an execution of an operation occupies the corresponding processing unit, without interruption. If an operation of type \(t\) is scheduled in clock cycle \(c \in I\), then the production or consumption of a variable at port \(p \in P(t)\) falls in clock cycle \(c + r(t, p)\), and the processing unit on which the operation is executed is occupied in the clock cycles \(c, \ldots, c + s(t) - 1\).

Input and output nodes of a signal flow graph are modeled as operations with no input ports and no output ports, respectively. Now we can define a signal flow graph as follows.

Definition 11.2 (Signal flow graph): A signal flow graph \(G\) is given by a 6-tuple \((V, I, O, E, d, a)\), where
- \(V\) is a set of operations;
- \(t(v) \in T\) is the operation type, for each \(v \in V\);
- \(I = \{(v, i) \mid v \in V \land i \in I(t(v))\}\) is a set of operation input ports;
- \(O = \{(v, o) \mid v \in V \land o \in O(t(v))\}\) is a set of operation output ports;
- \(E \subseteq O \times I\) is a set of weighted, directed edges representing data dependencies; and
- \(d(e) \in \mathbb{Z}\) is an edge weight, for each \(e \in E\).

An edge \(e = (p, q) \in E\) with weight \(d(e)\) denotes that for each execution of the signal flow graph, operation output port \(p\) produces a variable, which is consumed at operation input port \(q\), \(d(e)\) executions of the signal flow graph later. So, the variable produced at port \(p\) is delayed \(d(e)\) executions. For each operation input port, the number of incoming edges is at most one.

B. Feasible Schedules

A signal flow graph is executed repeatedly, with an algorithm period \(F \in \mathbb{N}\). Each execution is identified by an integer \(k\). Since the executions are periodic, the \(k\)th execution takes place \(kF\) clock cycles after the zeroth execution. Therefore, we take the zeroth execution of the signal flow graph as a reference. For a broader discussion on periodic scheduling, we refer to [9].

Definition 11.3 (Schedule): For a given signal flow graph \(G\), a schedule \(\sigma: V \rightarrow \mathbb{Z}\) assigns to each operation \(v\) a clock cycle \(\sigma(v)\) in which the zeroth execution is scheduled. The set of all possible schedules is denoted by \(\Sigma\).

The timing constraints that can be imposed by the user give lower bounds and upper bounds on the clock cycles in which operations have to be scheduled, e.g., on input and output operations. For each operation \(v \in V\) they are given as a closed interval \(S(v) = [S_l(v), S_u(v)] \subseteq \mathbb{Z} \cup \{-\infty, +\infty\}\), which we call the span of operation \(v\). Note that we use the interval notation for a discrete set of integer numbers, so \([a, b] = \{a, \ldots, b\}\). We use this notation throughout the paper.

A schedule is called feasible if and only if all operations are scheduled within their spans and all variables are produced before they are consumed. The first of these two constraints is equivalent to

\[\forall v \in V: \sigma(v) \in S(v).\]  

(1)

For the second constraint we first have to determine when variables are produced or consumed. The clock cycle in which a variable is produced at operation output port \(p = (v, o) \in O\) in the zeroth execution of the signal flow graph, is \(c(p) = \sigma(v) + r(t(v), o)\). Similarly, the clock cycle in which a variable is consumed at operation input port \(q = (u, i) \in I\) in the zeroth execution of the signal flow graph, is \(c(q) = \sigma(u) + r(t(u), i)\).

Now, the constraint that variables must be produced before they are consumed, is equivalent to

\[\forall e = (p, q) \in E: c(p) < c(q) + d(e)F.\]  

(2)

The set of all feasible schedules is denoted by \(\Sigma'\).

C. Objective Functions

Next, we determine an objective function, which reflects for a given schedule the total area cost. This area is determined by the maximum number of processing units of each type occupied simultaneously, the maximum number of variables that are simultaneously alive, and the maximum number of simultaneous memory accesses. Therefore, we define a set of resource types \(T^* = T \cup \{t_0, t_x\}\), where \(t_0\) is the resource type corresponding to variable lifetimes, with area cost \(a(t_0)\) per variable, and \(t_x\) is the resource type corresponding to memory accesses, with area cost \(a(t_x)\) per access.

Definition 11.4 (Requirement function): Given a signal flow graph \(G\), a set of resource types \(T^*\), and an algorithm period \(F\), the requirement function \(N: \Sigma \times T^* \times \mathbb{Z} \rightarrow \mathbb{N} \cup \{0\}\) gives for a schedule \(\sigma\), resource type \(t\), and clock cycle \(c\) the number of required resources \(N(\sigma, t, c)\). This number is equal to

\[N(\sigma, t, c) = \sum_{k \in \mathbb{Z}} N_0(\sigma, t, c + kF),\]

where \(N_0(\sigma, t, c)\) is the requirement function taking only execution zero of the signal flow graph into account.

For processing units, the requirement function is given by

\[N_0(\sigma, t, c) = \sum_{v \in V} \mathbb{1}[t(v) = t \land \sigma(v) \leq c < \sigma(v) + s(t)]\]

For variable lifetimes, the requirement function is determined as follows. We restrict ourselves to variables produced at operation output ports \(p\) that are also consumed at some operation input ports \(q\), since the other variables do not need to be stored. So we only consider operation output ports in \(O' = \{p \in O \mid \exists v \in V: (p, q) \in E\}\). Note that there is a one-to-one relation between variables and the operation output ports \(p = (v, o)\) where they are produced, so we can denote a
variable by the port \( p \in O' \) at which it is produced. Next, we assume that a variable is alive from the first clock cycle after its production up to and including the clock cycle of its last consumption. Then for execution zero of a signal flow graph, the number of variables alive in clock cycle \( c \) for a given schedule \( \sigma \) is given by

\[
N_0(\sigma, t_a, c) = \{ p \in O' | e(p) < c \land \exists q, (p, q) \in E : c(q) + d((p, q))F \geq c \}.
\]

For memory accesses, the requirement function is defined as follows. A variable produced in the zeroth execution of a signal flow graph at an operation output port \( p \in O' \) causes an access in clock cycle \( c \) and only if it is produced in clock cycle \( c \), i.e., \( c(p) = c \), or there exists an operation input port \( q \) with \( (p, q) \in E \) for which the consumption falls in clock cycle \( c \), i.e., \( c(q) + d((p, q))F = c \). So

\[
N_0(\sigma, t_a, c) = \{ p \in O' | e(p) = c \lor \exists q, (p, q) \in E : c(q) + d((p, q))F = c \}.
\]

**Definition II.5 (Area cost of a schedule):** Given a signal flow graph \( G \), a set of resource types \( T^* \), and an algorithm period \( F \), the area cost \( f(\sigma) \) of a schedule is given by

\[
f(\sigma) = \sum_{t \in T^*} a(t) \max_{c \in I} N(\sigma, t, c).
\]

Note that since the requirement function \( N \) is periodic with period \( F \), the maximum over \( I \) can be replaced by a maximum over the discrete interval \([0, F - 1]\).

**D. Problem Formulation**

Now the high-throughput DSP scheduling problem can be defined as follows.

**Definition II.6 (High-Throughput DSP Scheduling (HTDS)):** Given a signal flow graph \( G \), a set of resource types \( T^* \), an algorithm period \( F \), and a span \( S(v) \) for each operation \( v \in V \), find a feasible schedule \( \sigma \in \Sigma' \) such that the total area cost \( f(\sigma) \) is minimal.

The decision variant of HTDS is NP-complete. For a proof, we refer to [28].

**III. BASIC FORCE-DIRECTED SCHEDULING**

In this section we present a mathematical model of the basic force-directed scheduling algorithm introduced by Paulin and Knight. For reasons of simplicity, the presentation is based on a less elaborate scheduling problem. In this less elaborate problem, which is used in this section only, precedence relations are explicitly given by a set of arcs between operations instead of data dependencies. Furthermore, we restrict ourselves to minimizing the area occupied by processing units, i.e., we do not take memory costs into account. In Section IV we show how the algorithm is applied to the more general HTDS problem.

**A. Scheduling to Minimize Resources**

We consider the following scheduling problem.

**Definition III.1 (Scheduling to Minimize Resources (SMR)):**

Given are a set \( T \) of resource types \( t \), each with cost \( c(t) \geq 0 \), and an acyclic, directed graph \( G = (V, A) \), where \( V \) is a set of unit-time operations, and \( A \) is a set of arcs. Furthermore, we are given a makespan \( M = [1, m] \subseteq \mathbb{Z} \), and for each operation \( r \) \( v \in V \) a corresponding resource type \( r(v) \). A schedule \( \sigma \) assigns to each operation \( v \in V \) a clock cycle \( \sigma(v) \in \mathbb{Z} \) in which \( v \) is scheduled. The set of all possible schedules is denoted by \( \Sigma \). A schedule \( \sigma \in \Sigma \) is called feasible if and only if

\[
\forall v \in V : \sigma(v) \in M \quad \text{and} \quad \forall (u, v) \in A : \sigma(u) < \sigma(v).
\]

Again, we denote the set of all feasible schedules by \( \Sigma' \). Now the problem is to find a feasible schedule \( \sigma \in \Sigma' \) that minimizes the total resource cost, given by

\[
f(\sigma) = \sum_{t \in T} a(t) \max_{c \in M} N(\sigma, t, c), \quad (3)
\]

where \( N(\sigma, t, c) = |\{ v \in V | t(v) = c \land \sigma(v) = c \}| \) is the requirement function, i.e., the number of operations of type \( t \) scheduled in clock cycle \( c \) in schedule \( \sigma \).

The decision variant of SMR is NP-complete. A reduction from Precedence Constrained Scheduling [4] is straightforward.

To describe the force-directed scheduling algorithm we i) reformulate the problem by giving an approximate-cost function; and ii) introduce an iterative approach in order to find good solutions.

**B. Towards a Solution Approach**

The cost function of (3) can be rewritten as

\[
f(\sigma) = \sum_{t \in T} a(t) \mu(t) + \sum_{t \in T} a(t) \max_{c \in M} (N(\sigma, t, c) - \mu(t)),
\]

where \( \mu(t) = (1/m) |\{ v \in V | t(v) = t \land \sigma(v) = c \}| \) is the average number of operations of type \( t \) over the makespan \( M \). The first term of \( f(\sigma) \) can be omitted since it is a constant, and with an eye to the solution method, we approximate the remaining term by

\[
f'(\sigma) = \sum_{t \in T} a(t) \sum_{c \in M} (N(\sigma, t, c) - \mu(t))^2,
\]

which reflects minimizing the resource cost by smoothing the distribution of resources over time, i.e., by minimizing the deviation from the average value. In the approximation algorithm we discuss below, this quadratic cost function has the advantage that it is more global than the cost function based on maxima. Rewriting \( f'(\sigma) \) again, gives

\[
f'(\sigma) = \sum_{t \in T} a(t) \sum_{c \in M} (N(\sigma, t, c)^2 - 2N(\sigma, t, c)\mu(t) + \mu(t)^2)
\]

\[
= \sum_{t \in T} a(t) \sum_{c \in M} N(\sigma, t, c)^2 - m \sum_{t \in T} a(t) \mu(t)^2,
\]
in which the second term is again a constant, that can be omitted. So, in the following, we use the approximate-cost function

$$f''(\sigma) = \sum_{t \in T} a(t) \sum_{c \in M} N(\sigma, t, c)^2,$$

and the mathematical motivation of force-directed scheduling that is given in the following sections, can be extended to any cost function of this form. Hence, the motivation is also valid for the extensions with memory related costs, as discussed in Sections IV-B-2 and IV-B-3).

### C. An Iterative Approach

Next, we discuss an approximation algorithm that finds near-optimal solutions by constructing a sequence of partial solutions, where in each iteration an unscheduled operation is assigned to a clock cycle. The set of partial solutions can be defined as follows. Instead of a single clock cycle \( \sigma(v) \) for each operation \( v \), we have a *time frame*, which is a discrete interval \([\sigma(v), \sigma(v)] \subseteq \mathbb{Z} \), \( \sigma(v) \leq \sigma(v) \), and which means that operation \( v \) has to be scheduled in a clock cycle \( \sigma(v) \in [\sigma(v), \sigma(v)] \). In this way we get a *schedule frame* \( \tilde{\sigma} = (\sigma_1, \sigma_0) \), and we denote the set of all possible schedule frames by \( \Sigma \). A schedule frame \( \tilde{\sigma} \) is called feasible if and only if

$$\forall v \in V: \sigma(v) \in M \land \sigma_0(v) \in M \land$$

$$\forall (u,v) \in \Delta: \sigma_0(v) < \sigma_0(v) \lor \sigma_0(u) < \sigma_0(v).$$

This in fact means that \( \sigma_1 \) and \( \sigma_0 \) are both feasible schedules. Now, the set of partial solutions is given by the set of feasible schedule frames, and is denoted by \( \Sigma' \). Initially, the time frames are chosen as large as possible by initializing the \( \sigma_1(v)'s \) with the clock cycles of the ASAP (as soon as possible) schedule and the \( \sigma_0(v)'s \) with the clock cycles of the ALAP (as late as possible) schedule. Fig. 1 shows an example of the initial time frames of a graph with nine operations, two types of resources, and a makespan of length five.
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Fig. 1. An example of ASAP and ALAP schedules and the resulting initial time frames, depicted as black bars.

Next, the cost of a partial solution is estimated as follows. We define a *distribution function* \( \bar{N}(\tilde{\sigma}, t, c) \) as the expected number of operations of type \( t \) in clock cycle \( c \) in schedule frame \( \tilde{\sigma} \). For this, we determine the probability \( P(\tilde{\sigma}, v, c) \) that operation \( v \) is eventually scheduled in clock cycle \( c \), given schedule frame \( \tilde{\sigma} \). Because of the precedence relation, these probabilities are generally not independent. Nevertheless, we estimate them by assuming a uniform probability of assigning an operation to any clock cycle in its time frame, i.e.,

$$P(\tilde{\sigma}, v, c) = \begin{cases} \frac{1}{|\sigma(v)|} & \text{if } c \in [\sigma(v), \sigma(v)] \\ 0 & \text{otherwise} \end{cases}$$

Now for each resource type \( t \) we take the summation of probabilities of the operations for each clock cycle \( c \in M \). The resulting distribution function is given by

$$\bar{N}(\tilde{\sigma}, t, c) = \sum_{v \in V} P(\tilde{\sigma}, v, c),$$

where \( V(t) = \{ v \in V | t(v) = t \} \). See Fig. 2 for the distribution function for the example of the initial schedule frame of Fig. 1.

Next we define a cost function for schedule frames, similar to the approximate-cost function for schedules, by

$$\bar{f}(\tilde{\sigma}) = \sum_{t \in T} a(t) \sum_{c \in M} N(\tilde{\sigma}, t, c)^2.$$  

Note that if \( \sigma(v) = \sigma_0(v) = \sigma(v) \), for all \( v \in V \), then \( \bar{N}(\tilde{\sigma}, t, c) = N(\tilde{\sigma}, t, c) \), and thus \( \bar{f}(\tilde{\sigma}) = f''(\sigma) \). So we want to find a schedule frame \( \tilde{\sigma} \) which minimizes \( \bar{f}(\tilde{\sigma}) \), under the constraint \( \sigma(v) = \sigma_0(v) \) for all \( v \in V \).

Now, the iterative approach is defined as follows. First, a schedule frame \( \tilde{\sigma} \) is initialized by initializing \( \sigma_1 \) to the ASAP schedule and \( \sigma_0 \) to the ALAP schedule. Next, in each iteration a neighborhood \( \mathcal{N}(\tilde{\sigma}) \subseteq \Sigma' \) is searched for the best neighboring solution. A neighborhood \( \mathcal{N}(\tilde{\sigma}) \) of a schedule frame \( \tilde{\sigma} \) consists of solutions \( \tilde{\tau} = (\tau_1, \tau_0) \) that can be obtained by scheduling an operation \( v \) with \( \sigma(v) < \sigma_0(v) \) in a clock cycle \( c \in [\sigma(v), \sigma_0(v)] \), and updating the time frames of the other operations. See Fig. 3 for an example of the effect of scheduling operation 7 in clock cycle 4 in the example of Fig. 1. The assignment of an operation \( v \) to a clock cycle \( c \) is chosen such that a neighboring schedule frame \( \tilde{\tau} \in \mathcal{N}(\tilde{\sigma}) \) is obtained, for which

$$\Delta \bar{f}(\tilde{\sigma}, \tilde{\tau}) = \bar{f}(\tilde{\tau}) - \bar{f}(\tilde{\sigma})$$

![Example of resulting distribution function](image.png)

Fig. 2. An example of a resulting distribution function.
resembles the look-ahead introduced by Paulin and Knight, D. Springs and Forces clock cycle operation v in clock cycle c. The changes in the probabilities equation is equal to 111-D. The difference is only minor. Indeed, if we define as a modification of the first term.

Consider a schedule frame s is chosen for which a so-called scheduling as defined by Paulin and Knight except that in Fig. 3. The effect of scheduling operation 7 in clock cycle 4 on the time frames and on the distribution function.
is minimal. Iterations are repeated until a feasible schedule is obtained.

This iterative approach is identical to basic force-directed scheduling as defined by Paulin and Knight except that in their approach the assignment of operation v to clock cycle c is chosen for which a so-called force \( F(v, c) \) is minimal, instead of \( \Delta f \). The definition of \( F(v, c) \) is given in Section III-D. The difference is only minor. Indeed, if we define

\[
\Delta N(\tilde{t}, t, a) = \tilde{N}(\tilde{t}, t, a) - \tilde{N}(\tilde{t}, t, a),
\]

for all \( t \in T \) and \( a \in M \), then we obtain

\[
\frac{1}{2} \Delta \tilde{f}(\tilde{t}) = \sum_{t \in T} a(t) \left( \tilde{N}(\tilde{t}, t, a) + \Delta \tilde{N}(\tilde{t}, t, a) \right) - \frac{1}{2} \sum_{t \in T} a(t) \left( \Delta \tilde{N}(\tilde{t}, t, a) \right)^2.
\]

As we show in the following sections, the first term in this equation is equal to \( F(v, c) \) and the second term strongly resembles the look-ahead introduced by Paulin and Knight, as a modification of the first term.

D. Springs and Forces

For the selection of the assignment of an operation \( v \) to a clock cycle \( c \), Paulin and Knight introduced a force \( F(v, c) \) in the following way. Consider a schedule frame \( \tilde{t} \) and the schedule frame \( \tilde{v} \in \mathcal{N}(\tilde{t}) \) that is obtained by scheduling operation \( v \) in clock cycle \( c \). The changes in the probabilities \( P(\tilde{t}, u, a) \) of all operations \( u \in V \) are determined as

\[
\Delta P(\tilde{t}, \tilde{v}, u, a) = P(\tilde{v}, u, a) - P(\tilde{t}, u, a).
\]

Then a self force, a successor force, and a predecessor force are determined, which are added to yield the total force, given by

\[
F(v, c) = \sum_{u \in V} \sum_{a \in M} \Delta P(\tilde{t}, \tilde{v}, u, a) \tilde{N}(\tilde{t}, u, a) a(t(u))
\]

\[
= \sum_{t \in T} a(t) \sum_{a \in M} \sum_{u \in V(t)} \Delta P(\tilde{t}, \tilde{v}, u, a) \tilde{N}(\tilde{t}, t, a)
\]

\[
= \sum_{t \in T} a(t) \sum_{a \in M} \tilde{N}(\tilde{t}, \tilde{v}, a) \tilde{N}(\tilde{t}, t, a),
\]

which is equal to the first term in (7). The total force can be seen as a sum of forces needed to stretch a number of springs, each with a spring constant \( \tilde{N}(\tilde{t}, t(u), a) a(t(u)) \), by an amount \( \Delta \tilde{N}(\tilde{t}, t(u), a) \).

E. Look-Ahead

To improve the effectiveness of the force-directed scheduling algorithm, Paulin and Knight [21] proposed a look-ahead scheme. The idea is to replace the value of \( \tilde{N}(\tilde{t}, t(u), a) \) in (8) by a value somewhere between the current one and the value that would be obtained after the current iteration. They then propose to replace it by \( \tilde{N}(\tilde{t}, t(u), a) + \eta \Delta \tilde{N}(\tilde{t}, t(u), a) \), but according to the idea, one should replace it by \( \tilde{N}(\tilde{t}, t(u), a) + \eta \Delta \tilde{N}(\tilde{t}, t(u), a) \). This gives an additional term to the total force in (8), which is equal to

\[
\sum_{u \in V} \sum_{a \in M} \Delta P(\tilde{t}, \tilde{v}, u, a) \eta \tilde{N}(\tilde{t}, t(u), a) a(t(u))
\]

\[
= \sum_{t \in T} a(t) \sum_{a \in M} \eta \tilde{N}(\tilde{t}, t(u), a) a(t(u))
\]

\[
= \sum_{t \in T} a(t) \sum_{a \in M} \eta (\Delta \tilde{N}(\tilde{t}, t(u), a))^2.
\]

If \( \eta = \frac{1}{2} \), the additional term is exactly equal to the second term in (7).

F. The Algorithm

The basic force-directed scheduling algorithm can now be summarized as follows.

**Basic force-directed scheduling**

**Step 1** Initialize time frames to ASAP and ALAP schedules.

**Step 2** Calculate the distribution function.

**Step 3** For each operation \( v \) that is not scheduled yet, and each clock cycle \( c \in \{ \sigma(v), \sigma(v) \} \), calculate \( \Delta f(\tilde{t}, \tilde{v}) \), where \( \tilde{v} \in \mathcal{N}(\tilde{t}) \) is the feasible schedule frame obtained from \( \tilde{t} \) by scheduling operation \( v \) in clock cycle \( c \).

**Step 4** Schedule that operation \( v \) in that clock cycle \( c \) for which \( \Delta f(\tilde{t}, \tilde{v}) \) is minimal; i.e., assign \( \sigma(v) = \sigma(v) = c \).

**Step 5** Update time frames of predecessors and successors of \( v \).

**Step 6** Update the distribution function.

**Step 7** If not all operations are scheduled, return to Step 3.
G. Time Complexity

The worst-case time complexity of the basic force-directed scheduling algorithm is \( O(mn^2) \), when implemented in a straightforward way, where \( m \) is the length of the makespan, \( l \) is the maximum length of the initial time frame of any of the operations, and \( n \) is the number of operations. This complexity can be derived as follows.

- In each iteration at least one operation is scheduled. As a side effect of scheduling an operation, successor or predecessor operations may be scheduled too, so at most \( n \) iterations are needed.
- In each iteration, there are at most \( n \) operations that still must be scheduled.
- For each of these operations there are at most \( l \) clock cycles in which it can be scheduled.
- For each tentative scheduling of an operation in a clock cycle, the probabilities of \( O(n) \) operations may change and there are \( m \) clock cycles where they may change, so calculating \( \Delta f \) takes \( O(mn) \) steps.

We return to the time complexity in Section VI.

IV. APPLICATION IN HIGH-THROUGHPUT DSP

In this section we discuss how we can apply force-directed scheduling to the high-throughput DSP scheduling problem. First, we discuss how to handle the precedence constraints, next we discuss the distribution function, and finally we discus the impact of these modifications on the algorithm's time complexity.

A. Precedence Constraints

In high-throughput DSP scheduling, precedence constraints are due to the fact that variables must be produced before they are consumed. In (2) this is formulated in terms of the clock cycles in which variables are produced and consumed at operation ports. In terms of the clock cycles in which operations are scheduled, these constraints are given by

\[
\forall_{c=((u,v),(u,i)) \in E}: \quad \sigma(u) + r(t(u), o) < \sigma(v) + r(t(v), i) + d(e)F. \tag{9}
\]

On the given node set \( V \), we now define an arc set \( A \subseteq V \times V \) as

\[
A = \{(u,v) \mid \exists_{o,i}: ((u,o),(v,i)) \in E\},
\]

and we define weights \( w(a) \) for arcs \( a = (u,v) \in A \) as

\[
w(a) = \max\{r(t(u), o) - r(t(v), i) - d(e)F + 1 | e = ((u,o),(v,i)) \in E\}.
\]

Now (9) is equivalent to

\[
\forall_{(u,v) \in A}: \sigma(v) - \sigma(u) \geq w((u,v)). \tag{10}
\]

In this way we get a weighted, directed graph \( H = (V,A) \), which we call a precedence graph. In general, weights may be negative, and \( H \) may contain cycles. However, if \( H \) contains a cycle for which the sum of the arc weights is positive, then no schedule \( \sigma \) exists for which (10) holds, and hence no feasible schedule exists.

B. Distribution Functions

Similar to the requirement function, we determine the distribution function \( \tilde{N}_0(\hat{\sigma}, t, c) \) for all \( t \in T^* \) considering only execution zero of the signal flow graph, and with that function we determine the distribution function

\[
\tilde{N}(\hat{\sigma}, t, c) = \sum_{k \in Z} \tilde{N}_0(\hat{\sigma}, t, c + kF).
\]

Note that similar to the requirement function, also the distribution function \( N \) is periodic with a period \( F \). Therefore it is sufficient to determine it for one period, \( [0, F - 1] \), and compute the \( \Delta f \) criterion only over the clock cycles in \( [0, F - 1] \).

We next have to determine the distribution function for processing units, for variable lifetimes, and for memory accesses. Once obtained, the application of force-directed scheduling to the high-throughput DSP scheduling problem is straightforward. Before we discuss the distribution function in more detail, we mention that the first demand posed on it is that it should be equal to the requirement function if all operations are scheduled.

1) Distribution functions for processing units: The distribution function for processing unit types is similar to the one used in basic force-directed scheduling in Section III, with the exception that now an operation can occupy a processing unit for more than one clock cycle. This is one of the refinements that were also presented by Paulin and Knight [21]. The probability that operation \( v \) occupies a processing unit in clock cycle \( c \) is given by

\[
P(\hat{\sigma}, v, c) = \frac{|a \in [\sigma_l(v), \sigma_u(v)] | a < c < s(t(v)) |}{\sigma_u(v) - \sigma_l(v) + 1}.
\]

The distribution function for processing units is then given by

\[
\tilde{N}_0(\hat{\sigma}, t, c) = \sum_{v \in V(t)} P(\hat{\sigma}, v, c). \tag{11}
\]

2) Distribution functions for variable lifetimes: In this section we determine the probability that a variable is alive in a clock cycle. The probability function presented by Paulin and Knight [21] is very rough, and leads to a very inaccurate distribution. For instance, for an inverse discrete cosine transformation application (IDCT, see Fig. 11), the maximum number of variables at the beginning of the scheduling algorithm was estimated at 275, whereas after scheduling the eventual maximum number of variables was 19. This is too inaccurate to make good quantitative trade-offs. With the probability function described below, the initial maximum number of variables is about 20, and the eventual number is 17.

This more refined probability function is derived as follows.

As already mentioned, we denote a variable by the operation output port at which it is produced. First, we determine in which clock cycles variable \( p = (u, o) \in O' \) may begin to live, and in which ones it may end living.

The earliest possible clock cycles for the beginning and the end of a variable's lifetime are determined by the earliest possible schedule, \( \sigma_l \), and the latest ones are determined by the schedule \( \sigma_u \). The earliest possible clock cycle in which variable \( p \) can begin to live is \( b_l(p) = \sigma_l(u) + r(t(u), o) + 1 \),
and the latest possible clock cycle in which it can begin to live, is $b_{\text{in}}(p) = c_{\text{in}}(u) + r(t(u), o) + 1$. Note that a variable begins to live one clock cycle after it is produced, as discussed in Section II.

Given a schedule $\sigma$, then variable $p = (u, o)$ is consumed at operation input port $q = (v, i)$, with $(p, q) \in E$, in clock cycle $\sigma(v) + r(t(v), i) + d(p, q)F$. Considering all consumptions, variable $p$ ends living in clock cycle $\max\{\sigma(v) + r(t(v), i) + d(e)F\} | e = ((u, o), (v, i)) \in E\}$. So, for the end of variable $p$'s lifetime, the earliest possible clock cycle is given by

$$e_{\text{out}}(p) = \max\{\sigma(v) + r(t(v), i) + d(e)F\} | e = ((u, o), (v, i)) \in E\}.$$

The latest possible clock cycle is given by

$$e_{\text{in}}(p) = \max\{\sigma(v) + r(t(v), i) + d(e)F\} | e = ((u, o), (v, i)) \in E\}.$$

Now eventually, when all operations are scheduled, variable $p$ begins to live in a clock cycle $b$ and ends living in a clock cycle $e$ for which $b_{\text{in}}(p) \leq b \leq b_{\text{out}}(p)$ and $e_{\text{in}}(p) \leq e \leq e_{\text{out}}(p)$, and $b \leq e$. So, its lifetime can be represented by a pair $(b, e) \in L(p)$, where

$$L(p) = \{(b, e) | b_{\text{in}}(p) \leq b \leq b_{\text{out}}(p) \land e_{\text{in}}(p) \leq e \leq e_{\text{out}}(p) \land b \leq e\}.$$

If we now assume that all pairs $(b, e) \in L(p)$ occur with equal probability in the eventual schedule, then the probability that variable $p$ is alive in clock cycle $c$ is given by

$$P_{c}(\sigma, p, c) = \frac{|\{(b, e) \in L(p) | b \leq c \leq e\}|}{|L(p)|}.$$

If $b_{\text{in}}(p) \leq e_{\text{in}}(p)$, then this function is piecewise linear. If $b_{\text{in}}(p) > e_{\text{in}}(p)$, the function is quadratic, but since a piecewise linear function has some computational advantages, we replace it by a piecewise linear approximation. For more detail, we refer to [28].

The distribution function for variable lifetimes is now given by

$$\hat{N}_0(\hat{\sigma}, t, c) = \sum_{p \in O'} P_c(\hat{\sigma}, p, c).$$

3) Access distribution functions: For memory accesses we again have to consider only variables in $O'$. Let $p = (u, o) \in O'$ be such a variable. A memory access for this variable occurs in a clock cycle $c$ if and only if a write or a read action for this variable takes place in clock cycle $c$; simultaneous actions for one variable result in only one result. We first determine the probabilities of these actions.

The write action for variable $p$ takes place in a clock cycle in $[w_1(p), w_2(p)]$, where

$$w_1(p) = \sigma_1(u) + r(t(u), o) = b_{\text{in}}(p) - 1$$

and

$$w_2(p) = \sigma_1(u) + r(t(u), o) = b_{\text{out}}(p) - 1.$$
In the basic algorithm, a tentative assignment of an operation to a clock cycle may change the probability functions of \( O(n) \) operations, and they may change in \( m \) clock cycles, so calculating \( \Delta N \) takes \( O(mn) \) steps. In the algorithm for the high-throughput DSP scheduling problem, a tentative assignment of an operation to a clock cycle may change the time frames of \( O(n) \) operations, and thus \( O(n) \) probability functions for processing units, variable lifetimes, and memory accesses may change. So, \( O(n) \) operations and variables contribute to \( \Delta N_0 \). Next, \( \Delta N \) has to be computed over one period \([0, F - 1]\), which is given by

\[
\Delta \tilde{N}(\sigma, \tilde{\tau}, t, c) = \sum_{k \in \mathbb{Z}} \Delta \tilde{N}_0(\sigma, \tilde{\tau}, t, c + kF),
\]

and since the probability functions are piecewise linear, this can be done in a total of \( O(Fn) \) steps.

V. EFFECTIVENESS IMPROVEMENTS

In this section we discuss two modifications of the algorithm that on the average increase the quality of the solutions without changing its worst-case time complexity. These modifications are the use of global spring constants and gradual time-frame reduction.

A. Global Spring Constants

Consider the \( \Delta \tilde{f} \) criterion of (12) again as a sum of forces needed for displacements \( \Delta \tilde{N}(\sigma, \tilde{\tau}, t, c) \) of springs with spring constants \( a(t) \tilde{N}(\sigma, \tilde{\tau}, t, c) + \frac{1}{2} \Delta \tilde{N}(\sigma, \tilde{\tau}, t, c) \). The factor \( a(t) \) weighs the contribution of the different types of resources.

Now, the situation can occur that a neighbor \( \tilde{\tau} \in N(\sigma) \) results in a decrease of \( N(\sigma, t_1, c_1) \) for some value of \( c_1 \) with \( \tilde{N}(\sigma, t_1, c_1) = \max_c \tilde{N}(\sigma, t_1, c) \), at the expense of an increase of \( \tilde{N}(\sigma, t_2, c_2) \) for some value of \( c_2 \) with \( \tilde{N}(\sigma, t_2, c_2) = \max_c \tilde{N}(\sigma, t_2, c) \), as is shown in Fig. 4. This neighbor is undesirable, since we want to minimize

\[
\sum_{t \in T^*} a(t) \max_{c \in \mathbb{Z}} \tilde{N}(\sigma, t, c),
\]

but negative contributions to \( \Delta \tilde{f} \) of resource type \( t_1 \) might compensate positive contributions to \( \Delta \tilde{f} \) of type \( t_2 \), which might lead to an acceptance of such a neighbor. To prevent this, spring constants should be smaller if the distribution function of a resource type is far from its maximum value, and larger if it is close to it.

Furthermore, there is a second unwanted effect of using the \( \Delta \tilde{f} \) criterion. If we double the area cost \( a(t) \) of a certain resource type, then the contribution of that type to \( \Delta \tilde{f} \) is also doubled. However, if we double the distribution function of resource type \( t \), which also leads to twice as much area for that type of resource, then this leads to a four times larger contribution to \( \Delta \tilde{f} \). This is a direct consequence of the approximate-cost function of (4). So we should change the \( \Delta \tilde{f} \) criterion in such a way that it is linear in the distribution function, in order to get a better trade-off between a large number of low-cost resources and a small number of high-cost ones.

To overcome these two unwanted effects we propose the following. First, new spring constants are introduced, given by

\[
S(\sigma, \tilde{\tau}, t, c) = (\tilde{N}(\sigma, \tilde{\tau}, t, c) + \eta \Delta \tilde{N}(\sigma, \tilde{\tau}, t, c))
\]

where \( \eta \) is a positive number, and \( \eta \) is again a look-ahead factor. Experiments, not shown here, reveal that a good value of \( \eta \) is in the range \( 1, \ldots, 5 \), and that a good value for \( \eta \) is \( \frac{1}{3} \). The latter is in accordance with observations made by Paulin and Knight [21]. Next, for each resource type \( t \in T^* \), a subforce is calculated, given by

\[
F_{\text{sub}}(\sigma, \tilde{\tau}, t) = \sum_{c \in [0, F - 1]} \Delta \tilde{N}(\sigma, \tilde{\tau}, t, c) S(\sigma, \tilde{\tau}, t, c),
\]

and then a total force is calculated, given by

\[
F_{\text{total}}(\sigma, \tilde{\tau}) = \sum_{t \in T^*} a(t) \left( \max_{c \in \mathbb{Z}} \tilde{N}(\sigma, t, c) \right) \sqrt{F_{\text{sub}}(\sigma, \tilde{\tau}, t)},
\]

where \( \max \) is the max of the distribution function of each iteration. This however does not change the worst-case time complexity of the algorithm.

B. Gradual Time-Frame Reduction

The second modification we propose concerns a different iteration process for obtaining feasible schedules, which means that we define a new neighborhood structure \( N_t \). The aim is to reduce the time frames more gradually in order to obtain a less greedy behavior of the algorithm. Instead of reducing in each iteration the time frame \([\sigma(v), \sigma(v')]) \) of an operation \( v \) to one clock cycle \( c \), which is quite a large step, we reduce it...
by only one clock cycle at a time, i.e., to $[a(v) + 1, a(v)]$ or to $[a(v), a(v) - 1]$. An example is given in Fig. 5. Generally, this leads to more iterations, but in an iteration there are now at most $2n$ neighbor schedules that must be investigated.

The criterion for selecting a neighbor solution is based on the forces $F_{\text{opc}}$ of scheduling operations in the left-most clock cycle in their time frames, and in the right-most clock cycle in their time frames. Let $F_{\text{right}}(v)$ denote the force $F_{\text{opc}}$ for scheduling operation $v$ in clock cycle $a(v)$, and let $F_{\text{left}}(v)$ denote the force $F_{\text{opc}}$ for scheduling $v$ in clock cycle $a(v)$. Now we first determine $F_{\text{max}}(v) = \max[F_{\text{left}}(v), F_{\text{right}}(v)]$, which reflects the worst possible effect of scheduling operation $v$ in the left-most or right-most clock cycle in its time frame. Next, we determine a quantity for the best possible effect of scheduling operation $v$ somewhere in its time frame. This means that we have to determine the minimum $F_{\text{opc}}$ of scheduling $v$ in a clock cycle $c \in [a(v), a(v)]$, but in order to save computation time, we estimate $F_{\text{opc}}$ for the clock cycles $c \in [a(v) + 1, a(v) - 1]$ roughly to be 0. Thus, the best possible effect of scheduling operation $v$ somewhere in its time frame is reflected by

$$F_{\text{min}}(v) = \begin{cases} \min\{F_{\text{left}}(v), F_{\text{right}}(v)\} & \text{if } a(v) - a(v) \leq 1, \\ \min\{F_{\text{left}}(v), 0, F_{\text{right}}(v)\} & \text{if } a(v) - a(v) > 1. \end{cases}$$

Next, we determine $F_{\text{gain}}(v) = F_{\text{max}}(v) - F_{\text{min}}(v) \geq 0$, which reflects the possible improvement by reducing the time frame of operation $v$.

Now we choose operation $v$ for which $F_{\text{gain}}(v)$ is maximal and we reduce its time frame to $[a(v) + 1, a(v)]$ if $F_{\text{max}}(v) = F_{\text{left}}(v)$, and to $[a(v), a(v) - 1]$ if $F_{\text{max}}(v) = F_{\text{right}}(v)$. In case $F_{\text{max}}(v) = F_{\text{left}}(v) = F_{\text{right}}(v)$, we make an arbitrary choice. Then the time frames and distribution function are updated, and the same procedure is repeated until $a(v) = a(v)$ for all $v \in V$, which corresponds to a feasible schedule.

In this way, the time frames of the operations are gradually reduced, and the distribution function gradually becomes a better estimate of the final requirement function. So, the definite scheduling of operations in clock cycles is postponed until later, when the distribution function is a better estimate. This modification makes the algorithm less greedy, and we may expect that the algorithm generally obtains better solutions.

The worst-case time complexity of the algorithm remains $O(n \log n)$, which can be seen as follows. In each iteration at least one operation's time frame is reduced by at least one clock cycle, leading to a maximum of $ln n$ iterations. On the other hand, in each iteration only two instead of $O(n)$ forces $F_{\text{opc}}$ have to be calculated for each operation.

VI. EFFICIENCY IMPROVEMENTS

Since the time complexity of force-directed scheduling is rather large compared to other techniques such as list scheduling, which can be implemented to run in $O(n^2)$ or $O(n \log n)$ time depending on the chosen priority rules, Paulin proposes an alternative method to compute the forces of (8) in the basic force-directed scheduling algorithm [20]. Roughly speaking, this is achieved by the following. First, in each iteration, calculate for each operation $v \in V$ and each clock cycle $c \in [a(v), a(v)]$

- the self force of scheduling $v$ in clock cycle $c$;
- the contribution to other operation's successor forces due to a reduction of $v$’s time frame to $[c, a(v)]$; and
- the contribution to other operation's predecessor forces due to a reduction of $v$’s time frame to $[a(v), c]$.

Second, the precedence graph is traversed in a forward direction, in a breadth-first way, and for each operation the corresponding predecessor forces of its direct predecessors are added to its own predecessor forces. Third, the successor forces are added similarly by traversing the graph backwards. Finally, the total forces are calculated. For more detail, see [20].

Unfortunately, this alternative method does not yield the original forces of (8) as was claimed by Paulin; it corresponds to a different set of forces, due to the fact that successor and predecessor forces are multiply counted in the case there are reconvergent paths in the graph. Furthermore, the approach cannot be applied to the following cases.

- For cyclic precedence graphs, it is not clear how to traverse them in a forward or backward direction.
- To determine forces in the case that the distribution function for variable lifetimes and/or memory accesses is used, in order to take memory cost into account, one must consider several operations simultaneously, namely the producing operation and all consuming operations of each variable. This leads to an increase of the time complexity, instead of a decrease.
- Look-ahead schemes different from the one proposed by Paulin and Knight may require the evaluation of all changes in the probabilities to calculate the forces. This also leads to an increase of the time complexity.

The points given above have strengthened our belief that the approach falls short on several important points and therefore we developed a different way to reduce the time complexity. To this end, we first discuss some properties of the precedence constraints. Next, we present an incremental way of computing...
the forces, and we show that the time complexity is reduced by a factor $n$.

A. Precedence Constraints

A basic step in the force-directed scheduling algorithm is the calculation of the effect of the change of an operation's time frame on the time frames of the other operations. This can be done either by traversing the precedence graph each time that an operation's time frame changes, or by means of all-pairs longest paths. The latter can be done as follows.

For each pair of operations $u, v \in V$, the maximum length $m(u, v)$ of a path in the precedence graph from $u$ to $v$ is determined, in terms of the sum of the arc weights on the path, with $m(u, v) = -\infty$ if no path from $u$ to $v$ exists. Then (10) is equivalent to

$$\forall u, v \in V: \sigma(v) - \sigma(u) \geq m(u, v),$$

and the precedence constraint for schedule frames is equivalent to

$$\forall u, v \in V: \sigma(v) - \sigma(u) \geq m(u, v) \land \sigma_u(u) - \sigma_u(u) \geq m(u, v).$$

Note that if the precedence graph contains cycles of positive length, then $m(u, v)$ is not properly defined, but in that case no feasible schedule exists. Furthermore, note that the all-pairs longest paths have to be determined only once.

If we now have a feasible schedule frame $\bar{\sigma}$ and we change the time frame of an operation $u$ to $[\sigma'_u(u), \sigma_u(u)] = [\sigma_u(u), \sigma_u(u)]$, then the time frame of an operation $v$ becomes $[\sigma'_v(u), \sigma_v(u)]$, where

$$\sigma'_u(u) = \max\{\sigma_u(v), \sigma_u(u) + m(u, v)\} \quad \text{and} \quad \sigma'_u(u) = \min\{\sigma_u(u), \sigma_u(u) - m(u, v)\}.$$  

(16)

So, the effect on the other operations' time frames is easy to determine. Furthermore, the effect of $u$ on $v$ is completely determined by $m(u, v)$ and $m(v, u)$, i.e., it is independent of the time frames of other operations. This characteristic is used in the next section.

B. Distribution Function Differences

Running the force-directed scheduling algorithm with gradual time-frame reduction for a number of examples shows that the average number of operations for which the time frames have changed in an iteration is rather low, i.e., typically less than two operations; see Fig. 16. This opens the possibility for further efficiency improvements by making use of incremental calculations. The amount of work to be done in one iteration is then substantially reduced if only a few operations are affected. On the other hand, if many operations are affected in an iteration, a large step has been made towards a final solution. So, if little progress has been made, little work has to be done, and if much progress has been made, the same amount of work has to be done as in the case where no use is made of incremental calculations. This results in a lower order worst-case time complexity, as we show in Section VI-D.

Let the schedule frame $\bar{\sigma}(j)$ and the time frames $[\sigma_i(v, j), \sigma_u(v, j)]$ be functions of the iteration number $j$, and let for an iteration $j$, $C(j)$ be the subset of operations for which the time frames have changed in the previous iteration, so

$$C(j) = \{v \in V | \sigma_i(v, j) \neq \sigma_i(v, j - 1), \sigma_u(v, j) \neq \sigma_u(v, j - 1)\}.$$ 

Now, for each operation $v \in V$ and for clock cycles $c = \sigma_i(v, j)$ and $c = \sigma_u(v, j)$, we want to determine $F_{\text{prec}}(\bar{\sigma}(j), \bar{\tau}(j))$ of (15), where $\bar{\tau}(j)$ is the schedule frame obtained from $\bar{\sigma}(j)$ by scheduling operation $v$ in clock cycle $c$. For this, we distinguish between two ways of computing $\Delta N(\bar{\sigma}(j), \bar{\tau}(j), t, a)$. If $v \in C(j)$, then the effect on other operations' time frames due to scheduling operation $v$ in clock cycle $c$ is most likely different from the effect in the previous iteration. Therefore, we just compute $\Delta N$ as given by (13), i.e.,

$$\Delta N(\bar{\sigma}(j), \bar{\tau}(j), t, a) = N(\bar{\tau}(j), t, a) - N(\bar{\sigma}(j), t, a).$$  

(17)

If $v \notin C(j)$, then the time frame of $v$ in iteration $j$ equals the one in iteration $j - 1$, and scheduling operation $v$ in clock cycle $c$ is already attempted in iteration $j - 1$. If we now want to determine the effect on other time frames, by means of (16), then we see that for operations $u \notin C(j)$ this effect is the same as in the previous iteration. Only for operations $u \in C(j)$ the effect may be different. For an example, see Fig. 6. There we have six operations, of which only one time frame has changed in iteration $j - 1$, namely of operation $d$, i.e., $C(j) = \{d\}$. In the figure the effect is shown of scheduling operation $b$ in clock cycle 5, for iteration $j - 1$ and $j$. Only the effect on operation $d$'s time frame is different; for the other operations the effect in iteration $j$ is the same as in iteration $j - 1$.

As a consequence, only the operations in $C(j)$ have a contribution to the changes in processing unit distribution function $\Delta N$ that differs from the one in the previous iteration, and only for variables produced or consumed by operations in $C(j)$ new contributions have to be calculated to the changes in the distribution function for variable lifetimes and memory accesses. So, if we define for the operations

$$\Delta P(\bar{\sigma}, \bar{\tau}, u, a) = P(\bar{\tau}, u, a) - P(\bar{\sigma}, u, a),$$
then for \( t \in T \) the changes in the processing unit distribution function can be written as

\[
\Delta \hat{N}(\hat{\sigma}(j), \hat{\tau}(j), t, a) = \sum_{u \in V(t)} \sum_{k \in \mathbb{Z}} \Delta P(\hat{\sigma}(j), \hat{\tau}(j), u, a + kF)
\]

\[
= \sum_{u \in V(t)} \sum_{k \in \mathbb{Z}} \Delta P(\hat{\sigma}(j), \hat{\tau}(j), u, a + kF) + \Delta \hat{N}(\hat{\sigma}(j-1), \hat{\tau}(j-1), t, a) - \sum_{u \in V(t)} \sum_{k \in \mathbb{Z}} \Delta P(\hat{\sigma}(j-1), \hat{\tau}(j-1), u, a + kF)
\]

\[
= \Delta \hat{N}(\hat{\sigma}(j-1), \hat{\tau}(j-1), t, a) + \sum_{u \in V(t) \cap C(j)} \sum_{k \in \mathbb{Z}} \Delta P(\hat{\sigma}(j), \hat{\tau}(j), u, a + kF) - \Delta P(\hat{\sigma}(j-1), \hat{\tau}(j-1), u, a + kF)).
\] (18)

Similarly, the changes in the distribution function for variable lifetimes and memory accesses can be computed incrementally [28]. Now, computing \( \Delta \hat{N} \) incrementally is restricted to computing the changes in the probability functions of the operations and variables that have been affected in the previous iteration. So, if only a few operations have been affected, the gain in computational effort is substantial.

C. Improved Force-Directed Scheduling

The improved force-directed scheduling (IFDS) algorithm can now be written as follows.

**Improved force-directed scheduling**

**Step 1** Initialize time frames to ASAP and ALAP schedules.

**Step 2** Calculate \( \hat{N}(\hat{\sigma}, \hat{\tau}, s) \).

**Step 3** For each operation \( v \) which is not scheduled yet, and for \( c = \sigma_i(v) \) and \( c = \sigma_u(v) \), calculate \( \Delta \hat{N}(\hat{\sigma}, \hat{\tau}, t, a) \), where \( \hat{\tau} \) is the schedule frame obtained from \( \hat{\sigma} \) by scheduling \( v \) in clock cycle \( c \).

Do this by

- calculating \( \Delta \hat{N} \) from scratch if \( \hat{\tau} \) is affected in the previous iteration or if this is the first iteration,
- otherwise, calculate \( \Delta \hat{N} \) incrementally, using the stored \( \hat{N} \) from the previous iteration.

**Step 4** Store \( \Delta \hat{N}(\hat{\sigma}, \hat{\tau}, t, s) \) and compute \( \hat{F}_{gc}(\hat{\sigma}, \hat{\tau}) \).

**Step 5** Take operation \( v \) for which \( \hat{F}_{gain}(v) \) is maximal, and reduce its time frame to \( [\sigma(v) + 1, \sigma_u(v)] \) if \( \hat{F}_{max}(v) = \hat{F}_{gain}(v) \), and to \( [\sigma(v), \sigma_u(v) - 1] \) otherwise.

**Step 6** Update time frames of the operations and detect which operations and which variables are affected.

**Step 7** Update \( \hat{N}(\hat{\sigma}, \hat{\tau}, s) \).

**Step 8** If not all operations are scheduled, return to Step 3.

Note that at most \( 2n \) functions \( \Delta \hat{N} \) over domain \( T^* \times [0, F-1] \) have to be stored, since the gradual time-frame reduction requires only two forces per operation to be calculated.

D. Time Complexity of IFDS

The worst-case time complexity of the improved algorithm is \( O(Fln^2) \), where \( n \) is the number of operations, \( l \) is the maximum length of an operation's initial time frame, and \( F \) is the algorithm period. This can be shown as follows.

- The amount of work for determining \( \Delta \hat{N} \) is as follows.
  a) In the first iteration \( \Delta \hat{N} \) is determined according to (17), for all \( v \in V \) and \( c = \sigma_i(v) \) and \( c = \sigma_u(v) \). Calculating (17) takes \( O(Fn) \) steps, resulting in a total number of calculations for this step given by \( O(Fn^2) \).
  b) If in an iteration the total slack, i.e., the sum of the lengths of the operations' time frames, is reduced by \( k \), then at most \( k \) operations are affected, and thus determining \( \Delta \hat{N} \) in the next iteration takes \( O(kF) \) steps, since for \( O(k) \) operations we use (17) which takes \( O(Fn) \) steps, and for \( O(n) \) operations we use (18) which takes \( O(kF) \) steps.
  c) The total slack is \( O(ln) \), so the total number of steps to determine \( \Delta \hat{N} \) in the iterations after the first one is \( O(Fln^2) \).

- The amount of work for determining the forces is as follows.
  a) In each iteration two forces have to be determined for \( O(n) \) operations, which is a sum of \( O(F) \) products, so per iteration this requires \( O(Fn) \) steps.
  b) The total slack is \( O(ln) \) and in each iteration the slack is decreased, so there are \( O(ln) \) iterations. Therefore, the total amount of work to determine all forces is \( O(Fln^2) \).

- The amount of work for updating the distribution function is as follows.
  a) In an iteration the total slack of the operations is reduced by \( k \), then at most \( k \) operations are affected, and thus \( O(k) \) operations and \( O(k) \) variables have contributions to the \( \Delta \hat{N} \) function. These have to be determined for \( O(F) \) clock cycles, so updating \( \hat{N} \) takes \( O(kF) \) steps.
  b) The total slack is \( O(ln) \), so the total amount of work to update the distribution function is \( O(Fln) \).

Note that the worst-case time complexity of the improved algorithm is not only determined by the calculation of the changes in the distribution function, but also by the calculation of the forces.

VII. EXPERIMENTAL RESULTS

In this section we discuss some experimental results to illustrate the significance of the effectiveness and efficiency improvements. For comparison to related work on force-directed scheduling [1], [21], [22] we note that the latter approaches are comparable to the basic algorithm given in Section III, although they may contain extensions. Therefore, the improvements presented here may also be achieved when applying our ideas to those approaches.
A. Effectiveness Improvements

We illustrate the effectiveness improvements by means of four algorithms: the basic algorithm given in Section III (FDS), the algorithm with gradual time-frame reduction (GTFR), the algorithm with global spring constants (GSC), and the algorithm with both modifications (IFDS). In all algorithms we use $\eta = \frac{1}{3}$, i.e., in the $\Delta f$ criterion in FDS and GTFR we replace the factor $\frac{1}{3}$ for $\Delta N$ by $\frac{1}{2}$. Furthermore, we take $z = 3$ for the global spring constants in GSC and IFDS.

The effectiveness improvements are shown by means of three examples. The first example is the notorious fifth-order digital elliptical wave filter from Dewilde, Deprettere, and Nouta [3]. A graphical representation of this example is given in Fig. 7. The graph is scheduled without overlapping executions in a makespan of $m$ clock cycles, where we have taken several values of $m$. For this example we minimize the number of functional units, by taking $a(+) = a(*) = 1.0$. The retiming of all ports equals 0, except for the output ports of the multipliers, which have retiming 1. The restart time of an addition $s(+) = 1$. The restart time of a multiplication is $s(*) = 2$ in case of a nonpipelined multiplier, and $s(*) = 1$ in case of a pipelined multiplier.

Fig. 8 shows the results for nonpipelined multipliers, and Fig. 9 shows the results for pipelined multipliers. Running times vary between 3 and 34 seconds on an Apollo HP 425. All algorithms find optimal solutions in all cases, except FDS and GTFR for nonpipelined multipliers and a makespan equal to 18.

For the filter example, the graph shown in Fig. 7 is repeatedly executed. For this purpose the original graph was cut at iteration boundaries in order to get a graph without cycles.

However, since we can handle cycles as well, it is better to start with the original graph, shown in Fig. 10. For this graph it is possible to find a feasible schedule for an algorithm period equal to 16.

For comparison to other work, we have scheduled the cyclic graph with IFDS, with an algorithm period of 17 clock cycles, and with pipelined multipliers. After this, we have manually assigned operators and registers. The results are compared to the results on the acyclic graph reported by Cloutier and Thomas (SAM) [1] and Paulin and Knight (HAL) [22]; see Table I. As we can see, IFDS not only results in a solution with less adders and multipliers, but also with less interconnect costs.

The second example we use is an inverse discrete cosine transform (IDCT) [30], shown in Fig. 11. There are 30 additions/subtractions with restart time 1 and retiming 0 for all ports, and there are 16 multiplications with restart time 1, and retiming 0 for the input port and 1 for the output port. The cost of an adder/subtractor equals 2.5 and the cost of a multiplier equals 4.0. The input operations $i_1, i_2, \ldots, i_{18}$ are executed in clock cycles $0, 2, \ldots, 14$, respectively, and...
Fig. 11. Graphical representation of the IDCT algorithm. All edges have weight 0.

Fig. 12. Results for the IDCT example (a) without and (b) with costs for variable lifetimes.

Fig. 13. Graphical representation of the more elaborate example, scheduled in 30 clock cycles. All edges have weight 0.

Fig. 14. Results for the more elaborate example.

Fig. 15. Graphical representation of the SEQ example. All edges have weight 0.

the output operations \( o1, o2, \ldots, o8 \) are executed in clock cycles 24, 26, \ldots, 38, respectively. Furthermore, the algorithm period \( F = 16 \). The results of the four algorithms are shown in Fig. 12, for the case that only adders/subtracters and multipliers are taken into account (Fig. 12(a)), and for the case that also variable lifetimes are taken into account with cost \( a(t_v) = 0.2 \) (Fig. 12(b)). The figure clearly shows the improvements due to global spring constants, which allow a better trade-off between a large number of low-cost resources and a small number of high-cost ones. In the case of costs for variable lifetimes, FDS produces a solution that is over twice as expensive as the solution produced by IFDS.

The third example we use is more elaborate. Its graphical representation is given in Fig. 13. We have input and output nodes and four different types of processing units, denoted by \( A, B, C, \) and \( D \). The processing units have restart times \( s(A) = 2, s(B) = 3, s(C) = 1, \) and \( s(D) = 3 \), and area costs \( a(A) = 3.0, a(B) = 2.5, a(C) = 1.3, \) and \( a(D) = 2.8 \). Input and output nodes have costs 0.0. Furthermore, costs of variables are \( a(t_v) = 0.8 \) and costs of memory accesses are \( a(t_a) = 1.0 \). Initially, the input and output nodes are fixed to the clock cycles indicated in the figure, and the other operations have spans \([-\infty, +\infty] \). The results obtained by applying the four algorithms to this example are shown in Fig. 14. For this example a total cost of 19.4 is the best result ever found. FDS produces a solution with a cost more than 35% larger than this value.

B. Efficiency Improvements

In this section we give some experimental results to illustrate the running time reductions obtained by the incremental computation of the changes in distribution function of Section VI. We do this by means of three examples: the fifth-order digital elliptical wave filter (FILTER) and the IDCT example of the previous section, and a theoretical example (SEQ). This last example consists of a sequence of 53 operations, shown in Fig. 15. The input and output ports of these operations have retiming 0, and the restart time of the operations is 1. In contrast to the IDCT, which allows parallelism in the execution of operations, this example only allows sequential execution of the operations involved.
Fig. 16. Running times in seconds for the three examples. The numbers between brackets give the average number of affected operations per iteration.

We applied IFDS to these examples, with and without incremental computation of \( \Delta \bar{N} \). We only considered costs of processing units, i.e., no costs for variable lifetimes or memory accesses are taken into account. The algorithms found optimal solutions, and the running times required are shown as bars in Fig. 16. For each example, the left bar gives the running time without incremental computation, and the right bar gives the running time with incremental computation. The total running time is split into two parts. The first one is the time needed to calculate \( \Delta \bar{N} \), and the second part is the time needed to do all the remaining calculations. As we can see, the running times for determining the changes in the distribution function is drastically reduced for all examples.

VIII. CONCLUSION

In this paper we have discussed the technique of force-directed scheduling. We have given a mathematical justification of the basic force-directed scheduling algorithm as introduced by Paulin and Knight [19]–[21], and we proposed modifications to improve the effectiveness and the efficiency of the algorithm. The effectiveness improvements are achieved by using global spring constants, which ensures that trade-offs are done better, and gradual time-frame reduction, which makes the algorithm less greedy. The efficiency improvements are achieved by an incremental method to calculate the changes in the distribution function, which reduces the time complexity of the algorithm from cubic in the number of operations to quadratic. The effectiveness and efficiency improvements have been illustrated by an empirical performance analysis based on a number of problem instances. We have shown that the improvements obtained are substantial.

Furthermore, we have shown the application of force-directed scheduling to the high-throughput scheduling problem, which occurs in the design methodology PHIDEO. Since this problem is NP-hard and since practical instances are too large to be solved exhaustively, we decided to use an approximation algorithm. For this, we have chosen force-directed scheduling because of the following advantages. First, force-directed scheduling is a technique that is able to make a trade-off between processing units and memory. This is important if memory constitutes a significant part of a design. Second, force-directed scheduling can be used for pipelined scheduling and for cyclic signal flow graphs, which are characteristic for DSP applications. Third, force-directed scheduling finds high-quality solutions. The time complexity of force-directed scheduling is rather high, but with the presented improvements the algorithm has practical running times for signal flow graphs with a number of operations in the order of magnitude of 100.
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