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1 Summary

A general theory is presented to accelerate slowly converging series, that occur in the numerical solution of the electromagnetic scattering problem of Frequency Selective Surfaces. It consists of three steps. (1) A Kummer transformation-type step, where the asymptotically slow part of the series ($O(1/k)$, $O(1/k^3)$, etc.) is subtracted, and taken apart. (2) An Ewald transformation-type step, where the algebraically slow converging parts $O(1/k^n)$ are turned into exponentially convergent integrals of the type $\sim e^{-k^2p^2}$. (3) A Poisson transformation step, in order to transform the relatively slow convergence $\sim e^{-k^2/p^2}$ for small $\rho$ into a fast convergence $\sim e^{-k^2/p^2}$.

The technique presented is very general. However, the necessary Fourier transforms are in general probably to be evaluated numerically, as they are only explicitly available for sufficiently simple basis and test functions.

Examples of such explicit forms (rooftop basis functions applied to geometries with a single strip, single square, gridded square) are included.

2 Introduction

_Thales Naval Nederland_ (Common Technical Business Unit Front End) and the _Eindhoven University of Technology_ (the departments of Electrical Engineering and Mathematics and Computer Science) have commenced a project on fundamental research on Frequency Selective Surfaces (FSS). These are arrays of metallic patches on thin dielectric substrates, or a conducting sheet periodically perforated with apertures. They behave as filters. Incident electromagnetic waves are reflected at some frequencies but are transmitted through the surface at others. They can be incorporated in microwave reflector antennas to enable the system to operate over two or more frequency ranges simultaneously.

The research involves analysis of the interaction of the arrays with electromagnetic waves so that CAD software can be developed. The usual method of simple equivalent circuits to model the arrays and predict the transmission response is not followed. Here the more powerful technique of modal analysis is developed to predict the complete performance including polarization effect.

In order to make progress, the array is modelled as infinitely periodic. In this way the resulting integral equation over the surface can be reduced to an equation over one cell, while the kernel (resulting from the Green’s function) is described by infinite series.

The integral equation is numerically solved by rewriting the integral into a matrix equation. After having reduced the problem to this form, the resulting problem is to evaluate the matrix elements.

These matrix elements consist of the same infinite series as the integral kernel, but now multiplied by the basis and test functions used for the numerical solution.

It appears that the infinite series converges notoriously slowly. Details depend on the smoothness of the basis functions used, but typically it is only algebraically in $k^{-2}$, if $k$ is (proportional to) the 2D series index vector. Furthermore, it appears that smooth basis functions are not to be recommended because of a much poorer behaviour to the
3 THE GENERAL PROBLEM

The numerical solution of the integral equation. Therefore, the selected basis functions, preferred for good numerical results, produce convergence of only $O(1/k^2)$.

The aim of the present report is to present a general acceleration technique in order to render the series highly convergent.

3 The general problem

We are interested in the matrix equation

$$Z \cdot I = V$$

or

$$\sum_{n'=1}^{N} Z_{nn'} I_{n'} = V_n$$

where $n = 1 \ldots N$, (1)

which is a numerical representation of the FSS-scattering integral equation, given by Tijhuis [1, 2].

In an $(x, y, z)$-cartesian coordinate system where $r = xu_x + yu_y + zu_z$ with unit vectors $u_x, u_y, u_z$, the surface of interest is the $(x, y)$-plane given by $z = 0$. The component of a vector $r = (x, y, z)$ that lies in the surface is given by

$$r_T = (x, y, 0) = (u_z \times r) \times u_z.$$

The FSS-scattering integral determines the electric current $J^e(x, r_T)$, in $z = 0$, on the elementary cell $S_{\nu_0}$ spanned by the vectors $a_1$ and $a_2$.

![Figure 1: Sketch of geometry of array of metallized patches.](image)

The current is the result of the scattered incident plane wave (incident from below, $z < 0$) with electric field strength $E^i(r) = u^p \exp(ik^i \cdot r)$, where $k^i = u^i k_0$, and $k_0 = \omega/c_0$ is the free field wave number at circular frequency $\omega$ and light speed $c_0$.

The corresponding magnetic field strength is $H^i(r) = Y_0 u^i \times u^p \exp(ik^i \cdot r)$, where $Y_0^{-1} = Z_0 = \sqrt{\mu_0/\varepsilon_0}$ is the free space wave impedance with permittivity $\varepsilon_0$ and permeability $\mu_0$. Note that $c_0^2 = 1/\varepsilon_0 \mu_0$.

$u^p$ is the direction of $E$-polarization, and $u^i$ the direction of incidence. As the polarization of a plane wave is always perpendicular to the direction of propagation (it is a transverse wave), we have $u^p \cdot u^i = 0$. If $\phi'$ denotes the angle in the $(x, y)$-plane and $\theta'$ denotes the angle with the $z$-axis, we can write

$$u^i = \sin \theta' \cos \phi' u_x + \sin \theta' \sin \phi' u_y + \cos \theta' u_z.$$
and similar for $u^p$, where orthogonality of $u^i$ and $u^p$ is guaranteed if
\[
\sin \theta^i \sin \theta^p \cos (\varphi^i - \varphi^p) + \cos \theta^i \cos \theta^p = 0.
\]
The solution vector $I = (I_n)$ of (1) determines a numerical representation of electric current $J^e_0(r_T)$ by the assumed expansion
\[
J^e_0(r_T) \simeq \sum_{n=1}^N l_n J_n(r_T),
\]
where $l_n$ are scalar coefficients, and $J_n$ are vectorial expansion functions, defined, together with their corresponding test functions $K_n$, on the surface $z = 0$ with support $S_n \subset S_0$.

The right-hand side of equation (1) is given from the plane wave field $E^p_T$ that would result from the incident wave in the absence of metallization

\[
E^p_T(r_T) = \left\{ u^T_i (u^T_i \cdot u^p) (1 - R^e(k^T_i)) + (u^T_i \times u^p_i)(u^T_i \times u^p_i) (1 + R^h(k^T_i)) \right\} \exp(ik^T_i \cdot r_T)
\]

where $u^T_i = k^T_i / k^T_I$ and $R^e$ and $R^h$ are coefficients corresponding to reflection without metallization, as follows:

\[
V_n = - \iint_{S_n} K_n(r_T) \cdot E^p_T(r_T) \, dA.
\]

$E_T^p$ is the $(x, y)$-plane component of $E^p_T$.

The $N \times N$ matrix $Z$ has the following matrix elements

\[
Z_{nn'} = -Z_{n1}^{(1)} + Z_{n1}^{(2)},
\]

where $n, n' = 1 \cdots N$, and

\[
\begin{align*}
Z_{nn}^{(1)} &= \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \hat{a}_{nn}(k) \hat{G}_1(k) \, dk_x \, dk_y, \\
\hat{a}_{nn}^{(2)}(k) &= \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \hat{a}_{nn}^{(2)}(k) \hat{G}_2(k) \, dk_x \, dk_y,
\end{align*}
\]

and we defined with the Fourier transformed basis functions $J_n$ and test functions $K_n$

\[
\begin{align*}
\hat{a}_{nn}^{(1)}(k) &= [-i k \cdot \hat{K}_n^*(k)] [i k \cdot \hat{J}_n(k)], \\
\hat{a}_{nn}^{(2)}(k) &= \hat{K}_n^*(k) \cdot \hat{J}_n(k).
\end{align*}
\]

The superscript "*" denotes a complex conjugate, and the spatial Fourier transform and its inverse of a function $f$ are defined as

\[
\hat{f}(k) = \int_{-\infty}^{\infty} f(x) e^{-ik \cdot x} \, dx, \quad f(x) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \hat{f}(k) e^{ik \cdot x} \, dk.
\]
For the following it is important to note that \( \hat{K}_n(k) \) is the Fourier transform of \( K_n(-x) \) and \( -i k \cdot \hat{K}_n(k) \) is the Fourier transform of \( \nabla \cdot K_n(-x) \), so by applying the convolution theorem (38), we have for \( \alpha^{(j)}_{n'}(x) \):

\[
\alpha^{(1)}_{n'}(x) = \int_{-\infty}^{\infty} \nabla \cdot K_n(y) \nabla \cdot J_{n'}(x + y) \, dy,
\]

\[
\alpha^{(2)}_{n'}(x) = \int_{-\infty}^{\infty} K_n(y) \cdot J_{n'}(x + y) \, dy.
\]

As the basis and test functions are chosen with compact support, also \( \alpha^{(j)}_{n'}(x) \) has a (slightly larger) compact support.

Note that

\[
V_n = -\hat{E}_T^0 \cdot \hat{K}_n(-k_T^0).
\]

The Green's functions \( G_1 \) and \( G_2 \) are defined by

\[
\hat{G}_j(k) = \frac{4\pi^2 g_j(k)}{a_1 \cdot (a_2 \times u_z)} \sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} \delta(k - k_j^m - m_1 b_1 - m_2 b_2),
\]

\[
g_1(k) = \frac{1}{k^2} \left( \frac{\gamma_1(k) R^0(k) - 1}{i \omega \varepsilon_0} + \frac{i \omega \mu_0 R^h(k) + 1}{\gamma_1(k)} \right),
\]

\[
g_2(k) = \frac{i \omega \mu_0 R^h(k) + 1}{\gamma_1(k)}.
\]

\( k \equiv k_T = k_x u_x + k_y u_y \) denotes the in-plane wave number, with modulus \( k = |k| \), and the complex square root \( \gamma_p \) is given by

\[
\gamma_p(k) = \sqrt{k^2 - \omega^2 \varepsilon_p \mu_p}, \quad k = |k| = \sqrt{k_x^2 + k_y^2},
\]

with \( p = 1 \) for the free field. Hence, \( \varepsilon_1 = \varepsilon_0 \) and \( \mu_1 = \mu_0 \). In general, the selected branch and branch cuts in the complex \( k \)-plane are important. As \( \gamma_1 \) denotes a wave, outgoing to \( z \rightarrow -\infty \), we need \( \text{Re}(\gamma_p) \geq 0 \) for all \( k \in \mathbb{C} \) with \( \text{Im}(\gamma_p) \leq 0 \) if \( \text{Re}(\gamma_p) = 0 \). This corresponds to two L-shaped branch cuts, emanating from \( k = k_p \) and \( k = -k_p \) and touching each other at \( k = 0 \). This is best portrayed in the following figure 2.

With the basis of the lattice given by \( a_1 = a_{1x} u_x + a_{1y} u_y \) and \( a_2 = a_{2x} u_x + a_{2y} u_y \), the basis of the reciprocal lattice is given by

\[
b_1 = 2\pi \frac{a_2 \times u_z}{a_1 \cdot (a_2 \times u_z)} = 2\pi \frac{a_{2y} u_x - a_{2x} u_y}{a_{1x} a_{2y} - a_{1y} a_{2x}},
\]

\[
b_2 = 2\pi \frac{u_z \times a_1}{a_1 \cdot (a_2 \times u_z)} = 2\pi \frac{-a_{1y} u_x + a_{1x} u_y}{a_{1x} a_{2y} - a_{1y} a_{2x}}.
\]

Note that these are related by

\[
A^T B = 2\pi \quad \text{if we define} \quad A = \begin{pmatrix} a_{1x} & a_{2x} \\ a_{1y} & a_{2y} \end{pmatrix}, \quad B = \begin{pmatrix} b_{1x} & b_{2x} \\ b_{1y} & b_{2y} \end{pmatrix}.
\]

\[\text{Note that } a \cdot (b \times c) = \det(abc).\]
Figure 2: Details of branch cuts and signs of $\gamma_p(k) = \sqrt{k^2 - k_p^2}$ in the complex $k$-plane, where $k_p = \omega \sqrt{\varepsilon_p \mu_p}$ is real positive. The definition of $\gamma_p(k)$ adopted here is the branch of the multi-valued complex square root that corresponds to $\text{Re}(\gamma_p) \geq 0$ for all $k$. $\text{Re}(\gamma_p) = 0$ along the branch cuts. $\gamma_p$ is positive real or negative imaginary along the real axis. Asymptotically, $\gamma_p$ behaves like $\gamma_p(k) \approx k \text{sign}(\text{Re}k)$ if $|k| \gg k_p$.

while $\text{det}(A) = a_1 \cdot (a_2 \times u_2)$.

Utilizing the delta-functions in $\hat{G}_j$ we have finally

$$\text{det}(A) \hat{Z}^{(j)}_{nn} = \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \hat{g}_{nn}^{(j)}(k) g_j(k),$$

(16)

where $k$ now assumes specific values:

$$k_x = m_1 b_{1x} + m_2 b_{2x} + k_i^x, \quad k_y = m_1 b_{1y} + m_2 b_{2y} + k_i^y.$$ 

If we write $m = m_1 u_x + m_2 u_y$, we have

$$k = Bm + k_i^T, \quad \text{and} \quad m = \frac{1}{2\pi} A^T (k - k_i^T).$$

(17)

Further simplification is possible if the lattice is orthogonal. Without loss of generality we can assume that

$$a_1 = a_1 u_x, \quad a_2 = a_2 u_y, \quad \text{det}(A) = a_1 a_2,$$

$$b_1 = b_1 u_x, \quad b_2 = b_2 u_y, \quad b_i = \frac{2\pi}{a_1}, \quad b_i = \frac{2\pi}{a_2},$$

$$k_x = m_1 b_1 + k_i^x, \quad k_y = m_2 b_2 + k_i^y.$$
3 The power reflection coefficient

The reflected field (in \( z < 0 \)) consists of an infinite sum of modes. Only the modes with a tangential phase speed larger than \( c_0 \), the speed of light, radiate un-attenuated into the far field, each in his own direction, given in the \((x, y)\)-plane by the wave numbers

\[
k_{m_1m_2} = m_1b_1 + m_2b_2 + k_T^i = k_0 \sin \theta_{m_1m_2} \left( \cos \varphi_{m_1m_2} u_x + \sin \varphi_{m_1m_2} u_y \right),
\]

with corresponding \( z \)-component

\[-i \gamma_1(k_{m_1m_2}) = -k_0 \cos \theta_{m_1m_2}\]

for all \( m_1, m_2 \) within the Ewald circle, i.e. with \(|k_{m_1m_2}| < k_0\).

To quantify the effectiveness of the frequency selective surface one might compare the incident field with the reflected field. This is, however, not entirely straightforward as the reflected field radiates away into many directions. Therefore, Tijhuis [1] proposed a cell-averaged power reflection coefficient as follows.

The time-averaged incident power is given by

\[
\langle \mathcal{P}_{r}^{\text{in}} \rangle = \frac{1}{2} Y_0 (u^i \cdot u_z), \tag{18}
\]

\[
\langle \mathcal{P}_{r}^{\text{ref}} \rangle = \frac{1}{2} \sum_{\text{Ewald circle}} \left( \frac{\omega \varepsilon_1}{k_1} |v_{m_1m_2}^e|^2 + \frac{k_1}{\omega \mu_1} |v_{m_1m_2}^h|^2 \right), \tag{19}
\]

where \( k_T = k_{m_1m_2} = k_T^i + m_1b_1 + m_2b_2, k_1 = |\gamma_1(k_T)|, \) and

\[
v_{m_1m_2}^e = \frac{\gamma_1}{i \omega \varepsilon_0} \frac{1 - R^e(k_T)}{2} \left( \frac{ik_T}{k_T} \right) \hat{j}_{e}^0(k_T) \tag{20a}
\]

\[
v_{m_1m_2}^h = \frac{-i \omega \mu_0}{\gamma_1} \frac{1 + R^h(k_T)}{2} \left( u_z \times \frac{ik_T}{k_T} \right) \cdot \hat{j}_{h}^0(k_T), \tag{20b}
\]

while for \( m_1 = m_2 = 0 \) (when \( k_T = k_T^i \)) the part of the field that corresponds to a direct reflection at the dielectricum is to be added:

\[
v_{0,0}^e = \frac{ik_T^i}{k_T^i} (u^i \cdot u_z) R^e(k_T) + \frac{\gamma_1}{i \omega \varepsilon_0} \frac{1 - R^e(k_T)}{2} \left( \frac{ik_T}{k_T} \right) \hat{j}_{e}^0(k_T) \tag{20c}
\]

\[
v_{0,0}^h = \frac{-i k_0}{k_T^i} \left( (u^i \times u^h) \cdot u_z \right) R^h(k_T) + \frac{-i \omega \mu_0}{\gamma_1} \frac{1 + R^h(k_T)}{2} \left( u_z \times \frac{ik_T}{k_T} \right) \cdot \hat{j}_{h}^0(k_T), \tag{20d}
\]

The reflection coefficient is then

\[
\mathcal{R} = \frac{\langle \mathcal{P}_{r}^{\text{ref}} \rangle}{\langle \mathcal{P}_{r}^{\text{in}} \rangle}. \tag{21}
\]
Accelerating the series

Unfortunately, the double series (16) appears to be slowly converging, and therefore as yet in this form of limited use in practice.

A first step to accelerate summation of the series is (a weaker form of) Kummer’s transformation [6], which amounts to subtracting the asymptotic terms for large $|m_1|$ and large $|m_2|$. (Note that this corresponds with large $k_1$ and large $k_2$.)

The rate of convergence is governed by the behaviour of $g_j(k)$ for large $k$. Since $g_j(k)$ ($j = 1, 2$) seems to behave asymptotically for large $k$ like

$$g_j(k) = \frac{c_1^{(j)}}{k} + \frac{c_2^{(j)}}{k^3} + \ldots,$$

the typical leading order terms of the series (16) are of the following type

$$\left(\frac{c_1^{(j)}}{k} + \frac{c_2^{(j)}}{k^3} + \ldots\right) \hat{a}_{nn'}^{(j)}(k).$$

(For the demonstration, we will further restrict the asymptotic expansion to two terms. This is not at all essential, but it is probably sufficient for many applications.)

The essence of Kummer’s transformation is that the asymptotic part is subtracted and added as follows

$$\det(A) Z_{nn'}^{(j)} = \sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} \left( g_j(k) - \frac{c_1^{(j)}}{k} - \frac{c_2^{(j)}}{k^3} \right) \hat{a}_{nn'}^{(j)}(k) + \tau_{nn'}^{(j)}$$

where

$$\hat{a}_{nn'}^{(j)} = c_1^{(j)} \sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} \frac{\hat{a}_{nn'}^{(j)}(k)}{k} + c_2^{(j)} \sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} \frac{\hat{a}_{nn'}^{(j)}(k)}{k^3},$$

and $k = Bm + k^j$. Some care is to be taken if $k$ vanishes for some $m_1, m_2$-combination.

Kummer’s transformation gives instant results if the subtracted part is chosen such that it may be summed in closed form. This seems to be not the case here. However, we do have gained a lot, because

- the specific problem for given physical parameters and numerical method is reduced to the very general problem on the evaluation of

$$\sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} \frac{\hat{a}_{nn'}^{(j)}(k)}{k^\ell},$$

related to the numerical method only;

- we use here only the asymptotic behaviour of $g_j(k)$. The other factors ($\hat{J}_n$, etc.) are retained in their exact form.
Even if we cannot find $\xi_{nn'}^{(j)}$ in closed form, we can evaluate its series easily (with rectangular grids), or more easily (in the general case), as will be shown below. For the example, considered in section 7, of rooftop basis functions (discontinuous in one direction and a discontinuous derivative in the other direction), the large $k$-behaviour of $\hat{\alpha}$ is typically given by $\hat{\alpha}_{nn'}^{(j)}(k) = O(1/k^2k_y)$. So we have improved the convergence of the $Z_{nn'}^{(j)}$-series to the order

$$O\left(\frac{1}{(m_1^2 + m_2^2)^{\frac{1}{2}}m_1^2m_2}\right) \lesssim O\left(\left|\frac{1}{m|N+1|}\right|\right),$$

(26)

where $N = 3$ (with a one-term expansion), or $5$ (with a two-term expansion), or indeed as high as is available. For $N = 5$ we thus have for $Z_{nn'}$ a convergence rate $O(1/|m|^6)$.

5 Evaluation of the asymptotic series $\xi_{nn'}^{(j)}$

As we only rearranged the terms, series (25) is still slowly converging. Its simpler form, however, allows prospects of progress.

Inspired by Ewald's transformation, developed for similar problems [15, 12], we introduce the identity

$$\frac{1}{\mu^N} = \frac{2\lambda}{\Gamma\left(\frac{1}{2}N\right)} \int_0^\infty \rho^{\lambda N - 1} e^{-\mu^2\rho^{2\lambda}} d\rho,$$

(27)

where $\lambda$ is an arbitrary positive parameter (to be selected later), from which we have

\[
\begin{align*}
\frac{1}{k} &= \frac{2\lambda}{\sqrt{\pi}} \int_0^\infty \rho^{\lambda - 1} e^{-k^2\rho^{2\lambda}} d\rho \\
\frac{1}{k^3} &= \frac{4\lambda}{\sqrt{\pi}} \int_0^\infty \rho^{2\lambda - 1} e^{-k^2\rho^{2\lambda}} d\rho
\end{align*}
\]

and after changing the order of summation and integration, series (24) becomes

$$\xi_{nn'}^{(j)} = \frac{2\lambda}{\sqrt{\pi}} \int_0^\infty \rho^{\lambda - 1} (c_1^{(j)} + 2\rho^{2\lambda}c_2^{(j)}) \sum_{m_1=-\infty}^\infty \sum_{m_2=-\infty}^\infty e^{-k^2m_1^2\lambda} \hat{\alpha}_{nn'}^{(i)}(k) d\rho.$$  

(29)

(Remember that $k = Bm + k_f$.) This expression (29) has the advantage that the series converges in $m_1, m_2$ exponentially fast, except near $\rho = 0$ where the series still needs a relatively large number of terms for convergence. As we will see below, this can be repaired by rewriting the series such that it converges again quickly when $\rho$ is small. So the evaluation of the integrand will then consist of two parts: one, as equation 29, for an interval corresponding to large $\rho$, and one for an interval corresponding to small $\rho$.

In order to avoid evaluation at $\rho = 0$ we may select a $\lambda$ larger than 1. This is not absolutely necessary, but it is convenient.

Also the integral in $\rho$ converges exponentially at infinity (provided $k \neq 0$), and the integral can be evaluated numerically very efficiently. The infinite integration interval can be reduced to what is effectively a finite interval.
For later use it is convenient to introduce the couple

\[
\tilde{\epsilon}(k, \rho) = e^{-k^2 \rho^2},
\]

\[
\epsilon(x, \rho) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \tilde{\epsilon}(k, \rho) e^{ik \cdot x} \, dk = \frac{1}{4\pi^2} e^{-\frac{x^2}{4\rho^2}},
\]

where \( x = |x| \) and \( k = |k| \).

6 A transformation for small \( \rho \) using Poisson’s formula

We will now concentrate on the double summation in equation 29. As this is a problem, separate from the \( \rho \)-integration, we will simplify the notation, and write everywhere \( \rho \), where we really mean \( \rho^\lambda \).

6.1 Poisson’s Formula

When \( m \) denotes a 2-dimensional index vector, and \( \xi \) denotes a 2-dimensional real variable, the function

\[
\sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \psi(m + \xi)
\]

is 1-periodic in \( \xi \) and can therefore be written as a Fourier double series

\[
\sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \psi(m + \xi) = \\
\sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} e^{2\pi i m \cdot \xi} \int_{0}^{1} \int_{0}^{1} \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \psi(m + z) e^{-2\pi i m \cdot z} \, dz
\]

\[
= \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} e^{2\pi i m \cdot \xi} \int_{-\infty}^{\infty} \psi(z) e^{-2\pi i m \cdot z} \, dz.
\]

In the last line we recognise the Fourier transform

\[
\hat{\psi}(\kappa) = \int_{-\infty}^{\infty} \psi(z) e^{-i\kappa \cdot z} \, dz.
\]

Hence, we obtain for \( \xi = 0 \) the 2-dimensional form of Poisson’s formula

\[
\sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \psi(m) = \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \hat{\psi}(2\pi m),
\]

or in the inverse direction

\[
\sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \hat{\psi}(m) = 4\pi^2 \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \psi(2\pi m).
\]
The functions we are actually dealing with, have a particular form as a function of \( m \), as they have the form \( \tilde{\psi}(m) = \hat{\phi}(Bm + k_T^i) \). By using equation (17) for a co-ordinate transformation from \( \kappa \) to \( k \)

\[
k = B\kappa + k_T^i, \quad \kappa = \frac{1}{2\pi} A^T(k - k_T^i), \quad dk = \frac{1}{4\pi^2} \det(A) \, dk,
\]

we obtain

\[
\sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \hat{\phi}(Bm + k_T^i) = \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \int_{-\infty}^{\infty} \hat{\phi}(B\kappa + k_T^i) e^{2\pi i m \cdot \kappa} \, d\kappa
\]

\[= \frac{1}{4\pi^2} \det(A) \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} e^{-iAm \cdot k_T^i} \int_{-\infty}^{\infty} \hat{\phi}(k) e^{iAm \cdot k} \, dk
\]

\[= \det(A) \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} e^{-iAm \cdot k_T^i} \hat{\phi}(Am). \quad (35)
\]

For the double summation in (29) we have thus the result

\[
\sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} \hat{\epsilon}(k, \rho) \hat{a}_{nn}^{(j)}(k) = \det(A) \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} e^{-iAm \cdot k_T^i} \tilde{a}_{nn}^{(j)}(Am, \rho), \quad (36)
\]

where \( k = Bm + k_T^i \) and \( \tilde{a}_{nn}^{(j)}(x, \rho) \) is the inverse Fourier transform of \( \hat{\epsilon}(k, \rho) \hat{a}_{nn}^{(j)}(k) \).

This result (36) is the key to our \( m_1, m_2 \)-acceleration: the series at the left-hand side converge exponentially fast for large \( \rho \), while the series at the right-hand side converge exponentially fast for small \( \rho \), as will be shown in the following.

### 6.2 An exponential regularisation

The inverse transform \( \tilde{a}_{nn}^{(j)} \) plays an important rôle in our analysis. It may be considered as a regularisation of \( a_{nn}^{(j)}(x) \), with interesting properties. Therefore we will consider this regularisation in more detail.

Introduce the inverse Fourier transform \( \tilde{F}(x, \rho) \) of \( \hat{\epsilon}(k, \rho) \hat{F}(k) \), the exponentially smoothed Fourier transform of \( F(x) \),

\[
\tilde{F}(x, \rho) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \hat{F}(k) e^{-i\rho x} \, dk.
\]

From the convolution theorem

\[
\int_{-\infty}^{\infty} f(x)g(x) \, dx = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \hat{f}(\nu)\hat{g}(k-\nu) \, d\nu,
\]

\[
\int_{-\infty}^{\infty} f(y)g(x-y) \, dy = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \hat{f}(k)\hat{g}(k) e^{ik \cdot x} \, dk,
\]

and equations (30) it transpires that this is equivalent to the convolution product

\[
\tilde{F}(x, \rho) = \int_{-\infty}^{\infty} \frac{1}{4\pi^2 \rho^2} \exp\left(-\frac{k \cdot x}{4\rho^2}\right) F(y) \, dy.
\]

(37b)
Since
\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{4\pi \rho^2} \exp\left(-\frac{(x-y)^2}{4\rho^2}\right) \, dy = 1, \]
\( \bar{F} \) may be considered [7] as an infinite differentiable regularisation of the (possibly generalised) function \( F \), such that \( \bar{F}(x, 0) = F(x) \). If \( F \) has bounded support (the usual case in our application of basis functions), \( \bar{F}(x, \rho) \) decays in \( x \) exponentially to zero outside the region where \( F \neq 0 \).

By noting that \( \bar{F} \) satisfies
\[ \nabla_x^2 \bar{F}(x, \rho) = \frac{\partial}{\partial \rho^2} \bar{F}(x, \rho), \]
\( \bar{F} \) may also be considered as a solution of the heat equation, if we identify \( \rho^2 \) to a time-like variable. \( \bar{F}(x, \rho) \) is the temperature profile after a time \( \rho^2 \) of the initial profile \( \bar{F}(x, 0) = F(x) \).

The corresponding formula's in 1D are
\[ \bar{F}(x, \rho) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{F}(\kappa) \exp(-\xi^2\rho^2) \, d\kappa \]
\[ = \int_{-\infty}^{\infty} \frac{1}{\sqrt{4\pi \rho^2}} \exp\left(-\frac{(x-y)^2}{4\rho^2}\right) F(y) \, dy. \]

### 6.3 The final result

Altogether we have now a part for large \( \rho \) and one for small \( \rho \). When a suitable transition point is, say, \( \rho = \rho_1 \), we obtain for equation (29) the following expression, where both the summation converges exponentially in \( m \) for all \( \rho \), and the integral converges exponentially in \( \rho \):

\[ \zeta^{(j)}_{nn'} = \frac{2\lambda}{\sqrt{\pi}} \left\{ \det(A) \cdot \right. \]
\[ \left. \cdot \int_0^{\rho_1} \rho^\lambda - 1 (\zeta^{(j)}_1 + 2\rho^2 \zeta^{(j)}_2) \sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} \exp(-iAm \cdot k_T) \alpha^{(j)}_{nn'}(Am, \rho) \, d\rho + \right. \]
\[ + \left. \int_{\rho_1}^{\rho} \rho^\lambda - 1 (\zeta^{(j)}_1 + 2\rho^2 \zeta^{(j)}_2) \sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} \tilde{\epsilon}(k, \rho) \alpha^{(j)}_{nn'}(k, \rho) \, d\rho \right\} (\text{where } k = Bm + k_T^T). \]

For small \( \rho \) the function \( \epsilon \) behaves like a \( \delta \)-function and filters out in equation (37b) the neighbourhood of \( y = x \), such that we have for any reasonable \( \alpha^{(j)}_{nn'} \) approximately
\[ \alpha^{(j)}_{nn'}(x, \rho) \simeq \int_{-\infty}^{\infty} \epsilon(y, \rho) \alpha^{(j)}_{nn'}(x) \, dy = \alpha^{(j)}_{nn'}(x) + \ldots \quad (\rho \downarrow 0). \]
This shows why the transformed series (36) is now more and more exponentially converging for smaller $\rho$. Since $\alpha^{(j)}_{nn}$ has compact support, $\tilde{\alpha}^{(j)}_{nn}$ has an "almost" compact support while it vanishes exponentially for large values of the argument.

The remaining problem is now to find in any particular case the inverse Fourier transform $\tilde{\alpha}$. In general an analytical expression appears to be difficult. A numerical FFT-approach is straightforward and fast – at least, for each triple $(\rho, n, n')$ – and may be a worthwhile option.

Considerable progress can be made if the basis function are chosen on an orthogonal grid, such that their $x$ and $y$ dependence becomes separable. For sufficiently simple basis functions the integral (37a) defining $\tilde{\alpha}^{(j)}_{nn}$ can be evaluated explicitly. We will see below an example of this type.

## 7 Rooftop basis functions

### 7.1 Analysis

In the following we will consider in detail some applications consisting of rectangular geometries (strip, square, gridded square), where the basis and test functions are rooftop functions, with orientation $d$ in either $x$ or $y$ direction (figure 3). We introduce the generic basis functions $\mathcal{J}$ and test functions $\mathcal{K}$

$$
\mathcal{J}(x; x_0, d, a, b, w) = d \Pi((u_x \times d) \cdot (x - x_0); w) \Lambda(d \cdot (x - x_0); a, b),
$$

(42)

$$
\mathcal{K}(x; x_0, d, a, b) = d \delta((u_x \times d) \cdot (x - x_0)) \Lambda(d \cdot (x - x_0); a, b),
$$

(43)

where $d \in \{u_x, u_y\}$, and

$$
\Lambda(x; a, b) = \begin{cases} 
1 + x/a & \text{for } x \in [-a, 0] \\
1 - x/b & \text{for } x \in [0, b] \\
0 & \text{otherwise,}
\end{cases}
$$

(44)

$$
\Pi(x; w) = \begin{cases} 
w^{-1} & \text{for } x \in [-\frac{1}{2}w, \frac{1}{2}w] \\
0 & \text{otherwise.}
\end{cases}
$$

(45)

Results seem to be numerically optimal if $a \simeq b \simeq w$.

The support $S_0$ is the following rectangle

$$
S = x_0 + \left\{ [-a, b] \times [-\frac{1}{2}w, \frac{1}{2}w] \right\} \text{ if } d = u_x,
$$

(46)

$$
[\left[-\frac{1}{2}w, \frac{1}{2}w\right] \times [-a, b] \right\} \text{ if } d = u_y.
$$

The Fourier transforms are

$$
\hat{\mathcal{J}}(k; x_0, d, a, b, w) = d e^{-ik \cdot x_0} \mathcal{F}(g((u_x \times d) \cdot k; \omega)) \hat{\Lambda}(d \cdot k; a, b),
$$

(47)

$$
\hat{\mathcal{K}}(k; x_0, d, a, b) = d e^{-ik \cdot x_0} \hat{\Lambda}(d \cdot k; a, b),
$$

(48)

where

$$
\delta(z) = \frac{\sin \frac{1}{2}z}{\frac{1}{2}z}
$$

(49)
Note that

\[ \hat{\Lambda}(k; a, b) = \frac{\mathcal{T}(ka) - \mathcal{T}(-kb)}{ik}, \]

\[ \hat{\Pi}(k; w) = \delta(kw). \]

It follows that (see equation 10)

\[ V_0 = -(d \cdot \vec{E}_T^\parallel) e^{ik_T^\parallel \cdot x_0} \Lambda(-d \cdot k_T^\parallel; a, b), \]

while \( V_0 = -\frac{1}{2}(a + b)(d \cdot \vec{E}_T^\parallel) e^{ik_T^\parallel \cdot x_0} \) if \((d \cdot k_T^\parallel) = 0.\)

The coupling terms between a test function \( \kappa(x; x_0, d, a, b) \) and a basis function \( f(x; y_0, e, p, q, w) \) become now

\[ \hat{a}_{(x_0,y_0)}^{(1)}(k) = e^{ik \cdot (x_0 - y_0)} \delta((u_e \times e) \cdot k w) \]

\[ \left( \mathcal{T}(-k \cdot d a) - \mathcal{T}(k \cdot d b) \right) \left( \mathcal{T}(k \cdot e p) - \mathcal{T}(-k \cdot e q) \right), \]

\[ \hat{a}_{(x_0,y_0)}^{(2)}(k) = \frac{1}{k \cdot d} \]

\[ \left( \mathcal{T}(-k \cdot d a) - \mathcal{T}(k \cdot d b) \right) \left( \mathcal{T}(k \cdot e p) - \mathcal{T}(-k \cdot e q) \right). \]

### 7.2 Auxiliary functions

Introduce the following auxiliary functions

\[ f_0(z) = \frac{1}{\sqrt{2\pi}} e^{-z^2} \]

\[ f_1(z) = -\frac{1}{2} \text{erfc}(Z) \]
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\[ f_2(z) = \frac{1}{\sqrt{\pi}} e^{-z^2} - z \text{erfc}(z) \]  
(55c)

\[ f_3(z) = \frac{1}{\sqrt{\pi}} z e^{-z^2} - (z^2 + \frac{1}{2}) \text{erfc}(z) \]  
(55d)

\[ f_4(z) = \frac{2}{3\sqrt{\pi}} (z^2 + 1) e^{-z^2} - \frac{\sqrt{3}}{3\sqrt{\pi}} z \text{erfc}(z) \]  
(55e)

where \( Z = \frac{1}{2} z \). Note that \( f'_n = f_{n-1} \). The functions are related to the repeated integrals of the complementary error function \( \text{erfc}(z) \) [6, 7.2] as follows (be aware of the confusing symbolism)

\[ f_n(z) = (-2)^{n-2} \frac{1}{n^2} \text{erfc}(\frac{1}{2} z) = (-2)^{n-2} \text{erfc}(n - 1, \frac{1}{2} z) \]

Define the occurring combinations of \( \delta \) and \( T \) (see figures 4)

\[ \hat{F}_1(k; w) = \delta(k w) \]  
(56a)

\[ \hat{F}_2(k; p, q) = T(k p) - T(-k q) \]  
(56b)

\[ \hat{F}_3(k; w, a, b) = \delta(k w) (T(-k a) - T(k b) \)  
(56c)

\[ \hat{F}_4(k; a, b, p, q) = (T(-k a) - T(k b)) (T(k p) - T(-k q)) \]  
(56d)

\[ \hat{F}_5(k; a, b, p, q) = \kappa^2 (T(-k a) - T(k b)) (T(k p) - T(-k q)) \]  
(56e)

Special cases of some interest are

\[ \hat{F}_2(k; p, p) = i \kappa p \delta(k p)^2, \quad \hat{F}_3(k; w, a, a) = -i \kappa a \delta(k a)^2 \delta(k w) \]  
\[ \hat{F}_4(k; a, a, a, a) = (k a)^2 \delta(k a)^4, \quad \hat{F}_5(k; a, a, a, a) = a^2 \delta(k a)^4 \]  
\[ \hat{F}_5(0; a, b, p, q) = \frac{1}{4} (a + b)(p + q) \]

Noting the shift property

\[ \frac{1}{2 \pi} \int_{-\infty}^{\infty} \hat{F}_n(k) e^{i x^2} e^{-i x^2} e^{i x^2} \text{ d}k = \hat{F}_n(x + i + v, \rho), \]  
(57)

we have now explicitly

\[ \overline{F}_1(x, \rho; w) = \frac{1}{i \rho} \left\{ f_1\left(\frac{x + \frac{1}{2} w}{\rho}\right) - f_1\left(\frac{x - \frac{1}{2} w}{\rho}\right) \right\} \]  
(58a)

\[ \overline{F}_2(x, \rho; p, q) = -\left(\frac{1}{\rho} + \frac{1}{q}\right) f_1\left(\frac{p}{\rho}\right) + \frac{1}{\rho} f_1\left(\frac{x + \rho}{\rho}\right) + \frac{1}{q} f_1\left(\frac{x - \rho}{\rho}\right) \]  
(58b)

\[ \overline{F}_3(x, \rho; w, a, b) = \frac{1}{\rho} \left\{ \left(\frac{1}{a} + \frac{1}{b}\right) f_2\left(\frac{x + \frac{1}{2} w-a}{\rho}\right) - \frac{1}{a} f_2\left(\frac{x + \frac{1}{2} w+b}{\rho}\right) \right. \]

\[ - \left. \left(\frac{1}{a} + \frac{1}{b}\right) f_2\left(\frac{x - \frac{1}{2} w-a}{\rho}\right) + \frac{1}{a} f_2\left(\frac{x - \frac{1}{2} w+b}{\rho}\right) \right\} \]  
(58c)

\[ \overline{F}_4(x, \rho; a, b, p, q) = -\rho \left\{ \left(\frac{1}{a} + \frac{1}{b}\right) f_2\left(\frac{x + \frac{1}{2} w-a}{\rho}\right) - \frac{1}{a} f_2\left(\frac{x + \frac{1}{2} w+b}{\rho}\right) \right. \]

\[ - \left. \left(\frac{1}{a} + \frac{1}{b}\right) f_2\left(\frac{x - \frac{1}{2} w-a}{\rho}\right) + \frac{1}{a} f_2\left(\frac{x - \frac{1}{2} w+b}{\rho}\right) \right\} \]  
(58d)

\[ \overline{F}_5(x, \rho; a, b, p, q) = \rho^3 \left\{ \left(\frac{1}{a} + \frac{1}{b}\right) f_4(x^2 - \frac{1}{2} w-a) - \frac{1}{a} f_4(x^2 + \frac{1}{2} w-a) - \frac{1}{b} f_4(x^2 + \frac{1}{2} w+b) \right. \]

\[ - \left. \left(\frac{1}{a} + \frac{1}{b}\right) f_4(x^2 - \frac{1}{2} w+a) + \frac{1}{a} f_4(x^2 + \frac{1}{2} w-a) + \frac{1}{b} f_4(x^2 - \frac{1}{2} w+b) \right\} \]  
(58e)
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\[ \hat{F}_1: w = 0.5 \]
\[ \hat{F}_2: p = 2, q = 1 \]
\[ \hat{F}_3: w = 0.5, a = 2, b = 3 \]
\[ \hat{F}_4: a = 2, b = 3, p = 1, q = 2 \]
\[ \hat{F}_5: a = 2, b = 3, p = 1, q = 2 \]

Figure 4: Plots of \( \hat{H}_n(k; \ldots) \). Note the slow decay.

Note that \( \hat{H}_n(x, 0; \ldots) = H_n(x; \ldots) \), the inverse Fourier transform of \( \hat{H}_n(x; \ldots) \), is finite and only non-zero within a finite interval (related to the supports of \( \Lambda(x; a, b) \) and \( \Pi(x; w) \)). For \( \rho = 0 \), \( \hat{F}_1 \) describes a simple block, \( \hat{F}_2 \) a double block, \( \hat{F}_3 \) a double block with sides of finite slope, \( \hat{F}_4 \) is a partwise linear function, and \( \hat{F}_5 \) is a partwise quadratic function (figure 5).

7.3 Tables

From the above definitions (56), we can derive the table

\[
\begin{array}{|c|c|}
\hline
x \times & e^{ik \cdot (x_0 - y_0)} \hat{F}_1(k_1, w) \hat{F}_4(k_2; a, b, p, q) \\
\hline
y \times & e^{ik \cdot (x_0 - y_0)} \hat{F}_1(k_1; w) \hat{F}_4(k_2; a, b, p, q) \\
\hline
y \times & e^{ik \cdot (x_0 - y_0)} \hat{F}_2(k_1; p, q) \hat{F}_3(k_2; w, a, b) \\
\hline
y \times & e^{ik \cdot (x_0 - y_0)} \hat{F}_3(k_1; p, q) \hat{F}_3(k_2; w, a, b) \\
\hline
\end{array}
\]

while the non-zero results for \( \hat{\alpha}_{x_0y_0}^{(2)}(k) \) are

\[
\begin{array}{|c|c|}
\hline
x \times & e^{ik \cdot (x_0 - y_0)} \hat{F}_1(k_1; w) \hat{F}_5(k_2; a, b, p, q) \\
\hline
y \times & e^{ik \cdot (x_0 - y_0)} \hat{F}_1(k_1; w) \hat{F}_5(k_2; a, b, p, q) \\
\hline
\end{array}
\]
\[ F_1: w = 0.5 \]
\[ F_2: p = 2, q = 1 \]
\[ F_3: w = 0.5, a = 2, b = 3 \]

\[ F_4: a = 2, b = 3, p = 1, q = 2 \]
\[ F_5: a = 2, b = 3, p = 1, q = 2 \]

Figure 5: Plots of \( \bar{F}_n(x, \rho; ..) \) in \( x \) for various \( \rho \). Note the fast decay.

The corresponding transforms \( \alpha^{(1)}_{x_0 y_0} (x, \rho) \) are, with definitions (58) and shift property (57), in table form (where \( X = (X, Y) = x + x_0 - y_0 \))

<table>
<thead>
<tr>
<th>d e</th>
<th>( \alpha_{x_0 y_0}^{(1)} (x, \rho) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x x</td>
<td>( \bar{F}_1(Y, \rho; w) ) ( \bar{F}_4(X, \rho; a, b, p, q) )</td>
</tr>
<tr>
<td>y y</td>
<td>( \bar{F}_1(X, \rho; w) ) ( \bar{F}_4(Y, \rho; a, b, p, q) )</td>
</tr>
<tr>
<td>y x</td>
<td>( \bar{F}_2(Y, \rho; p, q) ) ( \bar{F}_3(X, \rho; w, a, b) )</td>
</tr>
<tr>
<td>x y</td>
<td>( \bar{F}_2(X, \rho; p, q) ) ( \bar{F}_3(Y, \rho; w, a, b) )</td>
</tr>
</tbody>
</table>

while the non-zero results of \( \alpha_{x_0 y_0}^{(2)} (x, \rho) \) are

<table>
<thead>
<tr>
<th>d e</th>
<th>( \alpha_{x_0 y_0}^{(2)} (x, \rho) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>x x</td>
<td>( \bar{F}_1(Y, \rho; w) \bar{F}_5(X, \rho; a, b, p, q) )</td>
</tr>
<tr>
<td>y y</td>
<td>( \bar{F}_1(X, \rho; w) \bar{F}_5(Y, \rho; a, b, p, q) )</td>
</tr>
</tbody>
</table>

As long as \( \lambda > 1 \) the singular behaviour at \( \rho = 0 \) can be ignored.

8 The strip

For the typical example of a strip of width \( w \) and length \( L \) at \( x = x_0 \), oriented in \( x \)-direction and subdivided into \( N_{\text{side}} \) subsections of length \( \Delta \), where \( \Delta = L/N_{\text{side}} \).
\[ x_n = x_0 + n \Delta, \quad x_n = x_n u_x + y_n u_y, \quad n = 0 \ldots N_{\text{side}} \] (figure 6), the \( N = N_{\text{side}} - 1 \) basis (\( J_n \)) and test functions (\( K_n \)) are chosen as follows

\[
J_n(r_T) = \hat{J}(x; x_n, u_x, \Delta, \Delta, w),
\]

\[
K_n(r_T) = \hat{K}(x; x_n, u_x, \Delta, \Delta),
\]

where \( n = 1, \ldots, N \). Note that the end points \( x_0, x_{N_{\text{side}}} \) are no nodes of the basis functions.

![Figure 6: Definition sketch of the strip (\( N = 3 \)).](image)

The source term is then

\[ V_n = -(u_x \cdot \hat{E}^{-}_{T}) \Delta e^{i k_x \cdot x_n} \delta(\Delta k_y^i)^2, \]

while

\[
[-ik \cdot \hat{K}_n^*(k)] [ik \cdot \hat{J}_n(k)] = \hat{\alpha}_{nn}^{(1)}(k) = k_x^2 \Delta^2 \delta(k_x \Delta)^4 \delta(k_y w) e^{ik_y (n-n') \Delta} \]

\[
[\hat{K}_n^*(k) \cdot \hat{J}_n(k)] = \hat{\alpha}_{nn}^{(2)}(k) = \Delta^2 \delta(k_x \Delta)^4 \delta(k_y w) e^{ik_y (n-n') \Delta}
\]

and so we have with definitions (56)

\[
\hat{\alpha}_{nn}^{(1)}(k, \rho) = e^{i(n-n')k_x \Delta} \hat{F}_1(k_y, w) \hat{F}_4(k_x, \Delta, \Delta, \Delta, \Delta)
\]

\[
\hat{\alpha}_{nn}^{(2)}(k, \rho) = e^{i(n-n')k_x \Delta} \hat{F}_1(k_y, w) \hat{F}_5(k_x, \Delta, \Delta, \Delta, \Delta).
\]

Using (37,57,58) we find the regularisations of \( \alpha_{nn}^{(j)}(x) \)

\[
\tilde{\alpha}_{nn}^{(1)}(x, \rho) = \tilde{F}_1(Y, \rho, w) \tilde{F}_4(X, \rho, \Delta, \Delta, \Delta, \Delta)
\]

\[
\tilde{\alpha}_{nn}^{(2)}(x, \rho) = \tilde{F}_1(Y, \rho, w) \tilde{F}_5(X, \rho, \Delta, \Delta, \Delta, \Delta)
\]

(where \( X = x + n \Delta - n' \Delta \) and \( Y = y + n \Delta - n' \Delta \) altogether to be substituted into formula (40). Efficient programming should utilize the fact that the results only depend on \( n - n' \).

### 8.1 The orthogonal array

If the lattice is orthogonal, \( k_x \) only depends on \( m_1 \) and \( k_y \) only on \( m_2 \). Since \( \hat{\alpha}_{nn}^{(j)}(k) \) and \( \hat{\epsilon}(k, \rho) \) can exactly be factored in their \( k_x \) and \( k_y \) dependence, the summation over \( m_1 \) and \( m_2 \) can be decoupled.

Note that if \( n - n' = 0 \) the result is real, while the results for \( n - n' > 0 \) immediately imply the results for \( n - n' < 0 \) by complex conjugation.
Consider the square as given in figure 7. The sides of the square, measured along the outside boundaries, are of length $L$. Each side has width $w$, where and $w/L < 1$. The square is centred at coordinate $x_c, y_c$. The square is described by 4 strips of size $L \times w$, as introduced above in section 8, and given in figure 7. Each strip is subdivided in its axial direction into $N_{side}$ subsections $\Delta_n$: at the ends we have 2 of length $w$: $\Delta_1 = \Delta_{N_{side}} = w$, and in the middle we have $N_{side} - 2$ of length $\Delta_n = (L - 2w)/(N_{side} - 2)$.

At each side, $N_1 = N_{side} - 1$ basis and test functions are defined, similar to what is introduced in section 8, and oriented co-axial with the strip. The basis and test functions count from $n = 1$ to $N = 4N_1$, in positive $x$, respectively positive $y$ direction, starting from the lower left corner, via the down side, the right and upper side to the left side.

We have for the reference points (positioned along the centerlines):

$$x_0^d = (x_c - \frac{1}{2}L)u_x + (y_c - \frac{1}{2}L + \frac{1}{2}w)u_y,$$
$$x_0^r = (x_c + \frac{1}{2}L - \frac{1}{2}w)u_x + (y_c - \frac{1}{2}L)u_y,$$
$$x_0^u = (x_c - \frac{1}{2}L)u_x + (y_c + \frac{1}{2}L - \frac{1}{2}w)u_y,$$
$$x_0^l = (x_c - \frac{1}{2}L + \frac{1}{2}w)u_x + (y_c - \frac{1}{2}L)u_y.$$

The source vector, the nodes, and basis and test functions are given for the down side, where $n = 1 \ldots N_1$, $n_d = n$, $d = u_x$:

$$x_n = x_0^d + u_x \sum_{i=1}^{n_d} \Delta_i$$

(64a)
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\[ V_n = (u_x \cdot \tilde{E}_T^p) e^{i k_x \cdot x_n (i k_x')^{-1} \left( T_n (k_x' \Delta_{n,1} + T (k_x' \Delta_{n,1})) \right)} \]  
(64b)

\[ J_n (r_T) = f \left( x; x_n, u_x, \Delta_{n,1}, \Delta_{n,1+1}, w \right), \]  
(64c)

\[ K_n (r_T) = \mathcal{K} \left( x; x_n, u_x, \Delta_{n,1}, \Delta_{n,1+1} \right), \]  
(64d)

The right side where \( n = N_1 + 1 \ldots 2N_1, n_r = n - N_1, d = u_y:  
\[ x_n = x_n^0 + u_y \sum_{i=1}^{n_r} \Delta_i \]  
(65a)

\[ V_n = (u_y \cdot \tilde{E}_T^p) e^{i k_y \cdot x_n (i k_y')^{-1} \left( T_n (k_y' \Delta_{n,1} + T (k_y' \Delta_{n,1})) \right)} \]  
(65b)

\[ J_n (r_T) = f \left( x; x_n, u_y, \Delta_{n,1}, \Delta_{n,1+1}, w \right), \]  
(65c)

\[ K_n (r_T) = \mathcal{K} \left( x; x_n, u_y, \Delta_{n,1}, \Delta_{n,1+1} \right), \]  
(65d)

The upper side where \( n = 2N_1 + 1 \ldots 3N_1, n_u = n - 2N_1, d = u_z:  
\[ x_n = x_n^0 + u_z \sum_{i=1}^{n_u} \Delta_i \]  
(66a)

\[ V_n = (u_z \cdot \tilde{E}_T^p) e^{i k_z \cdot x_n (i k_z')^{-1} \left( T_n (k_z' \Delta_{n,1} + T (k_z' \Delta_{n,1})) \right)} \]  
(66b)

\[ J_n (r_T) = f \left( x; x_n, u_z, \Delta_{n,1}, \Delta_{n,1+1}, w \right), \]  
(66c)

\[ K_n (r_T) = \mathcal{K} \left( x; x_n, u_z, \Delta_{n,1}, \Delta_{n,1+1} \right), \]  
(66d)

The left side where \( n = 3N_1 + 1 \ldots 4N_1 = N, n_l = n - 3N_1, d = u_y:  
\[ x_n = x_n^0 + u_y \sum_{i=1}^{n_l} \Delta_i \]  
(67a)

\[ V_n = (u_y \cdot \tilde{E}_T^p) e^{i k_y \cdot x_n (i k_y')^{-1} \left( T_n (k_y' \Delta_{n,1} + T (k_y' \Delta_{n,1})) \right)} \]  
(67b)

\[ J_n (r_T) = f \left( x; x_n, u_y, \Delta_{n,1}, \Delta_{n,1+1}, w \right), \]  
(67c)

\[ K_n (r_T) = \mathcal{K} \left( x; x_n, u_y, \Delta_{n,1}, \Delta_{n,1+1} \right), \]  
(67d)

The necessary expressions for \( \tilde{\alpha}_{n,n}^{(j)} (k, \rho) \) and \( \tilde{\alpha}_{n,n}^{(j)} (x, \rho) \) are given above in the tables of section 7.3.

10 The single homogeneous layer

10.1 Reflection and transmission coefficients

For a single homogeneous layer \( (p = 2) \) of thickness \( d \), between regions \( p = 1 \) and \( p = 3 \), where we have explicitly for \( R = R^c, R^h \)

\[ R^c = R_{1,2}^c + \frac{T_{1,2}^c R_{2,3}^c T_{2,1}^c \exp(-2\gamma_2 d)}{1 - R_{1,2}^c R_{2,3}^c \exp(-2\gamma_2 d)}, \]  
(68)

where

\[ R_{pq}^c = \frac{Y_q e_p - Y_p e_q}{Y_q e_p + Y_p e_q}, \]  
\[ T_{pq}^c = \frac{2Y_p e_q}{Y_q e_p + Y_p e_q}, \]  
\[ R_{pq}^h = \frac{Y_q \mu_p - Y_p \mu_q}{Y_q \mu_p + Y_p \mu_q}, \]  
\[ T_{pq}^h = \frac{2Y_p \mu_q}{Y_q \mu_p + Y_p \mu_q}. \]  
(69)

(70)
10.2 Asymptotic expansions for large \( k \)

Estimates for the constant \( c_1^{(j)} \), \( c_2^{(j)} \) can be obtained numerically by (at least) 2 values of \( g_j \), say \( q_1 = g_j(k_1) \) and \( q_2 = g_j(k_2) \), as follows

\[
\begin{align*}
    c_1 &= \frac{k_1^3 q_1 - k_2^3 q_2}{k_1^3 - k_2^3}, \\
    c_2 &= -\frac{k_1^2 k_2^2 q_1 - k_2 q_2}{k_1^2 - k_2^2}.
\end{align*}
\]  

(71)

More accurate values are possible if we can expand the reflection coefficients analytically, for example for the case of a single homogeneous layer.

To obtain asymptotic expansions of \( g_1(k) \) and \( g_2(k) \) for large \( k \), we start with the asymptotic expansions of \( \gamma_p \) and \( R^e \) and \( R^h \). Define

\[
\delta = \frac{\omega^2}{2k^2},
\]

(72)

so large \( k \) corresponds with small \( \delta \). First, we have

\[
\gamma_p(k) = k \left( 1 - 2\delta \varepsilon_p \mu_p \right)^{\frac{1}{2}} = k \left( 1 - \delta \varepsilon_p \mu_p + \ldots \right).
\]

(73)

It should be noted that this asymptotic expansion is valid for small \( \delta \varepsilon_p \mu_p = \delta/c_p^2 \), in other words for \( k \gg \omega/c_p = k_{\text{free field}} \). When \( \omega = 2\pi f \), \( c \) is a typical wave speed, and \( a \sim 2\pi/b \) is a typical cell size, then \( m \) has to be larger than the cell Helmholtz number

\[
m \gg \frac{fa}{c}.
\]

(74)

For example: if \( f = 1 \cdot 10^9 \) Hz, \( c = 3 \cdot 10^8 \) m/s, and \( a = 0.1 \) m, then \( m \gg 0.3 \).

So if these values are sufficiently characteristic of the type of problems to be considered, this asymptotic behaviour seems become apparent almost immediately, which is very fortunate.

This is of course separate from the condition that the neglected terms in the Kummer-reduced summation, which are \( O(1/m^3) \) (eq. 26), should be small enough (the first part of expression 23).

We continue with the reflection coefficients

\[
R^e = R^e_{12} + \text{EST} \approx \frac{\gamma_2 \varepsilon_1 - \gamma_1 \varepsilon_2}{\gamma_2 \varepsilon_1 + \gamma_1 \varepsilon_2} = \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + \varepsilon_2} \left( 1 + 2\delta \varepsilon_1 \varepsilon_2 \varepsilon\mu_1 - \varepsilon\mu_2 + \ldots \right),
\]

(75)

\[
R^h = R^h_{12} + \text{EST} \approx \frac{\gamma_2 \mu_1 - \gamma_1 \mu_2}{\gamma_2 \mu_1 + \gamma_1 \mu_2} = \frac{\mu_1 - \mu_2}{\mu_1 + \mu_2} \left( 1 + 2\delta \mu_1 \mu_2 \varepsilon_1 \mu_1 - \varepsilon_2 \mu_2 + \ldots \right).
\]

(76)

where it is assumed that the layer thickness \( d \) is not very small. Otherwise we have to obey another condition for \( m \), such that \( 2\gamma_2 d \sim 2kd \sim 2mbd \) is large enough to ignore the exponential terms:

\[
m \gg \frac{a}{4\pi d}.
\]

(77)
With this, we derive
\[ \frac{1}{2} (R^r - 1) = -\frac{\varepsilon_2}{\varepsilon_1 + \varepsilon_2} + \delta \varepsilon_1 \varepsilon_2 \frac{\varepsilon_1 \mu_1 - \varepsilon_2 \mu_2}{(\varepsilon_1 + \varepsilon_2)^2} + \ldots \]  
(78)
\[ \frac{1}{2} (R^h + 1) = \frac{\mu_1}{\mu_1 + \mu_2} + \delta \mu_1 \mu_2 \frac{\varepsilon_1 \mu_1 - \varepsilon_2 \mu_2}{(\mu_1 + \mu_2)^2} + \ldots \]  
(79)
\[ \frac{R^r - 1}{2k} = -\frac{\varepsilon_2}{\varepsilon_1 + \varepsilon_2} + \delta \left( \frac{\varepsilon_1 \mu_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2} + \varepsilon_1 \varepsilon_2 \frac{\varepsilon_1 \mu_1 - \varepsilon_2 \mu_2}{(\varepsilon_1 + \varepsilon_2)^2} \right) + \ldots \]  
(80)
\[ \frac{R^h + 1}{2\gamma_1} = \frac{\mu_1}{\mu_1 + \mu_2} + \delta \left( \frac{\varepsilon_1 \mu_1}{\mu_1 + \mu_2} + \mu_1 \mu_2 \frac{\varepsilon_1 \mu_1 - \varepsilon_2 \mu_2}{(\mu_1 + \mu_2)^2} \right) + \ldots \]  
(81)
Noting that \( \varepsilon_0 = \varepsilon_1 \) and \( \mu_0 = \mu_1 \), we have finally
\[ g_1(k) = \frac{i}{\omega k \varepsilon_1} \left[ -\frac{\varepsilon_2}{\varepsilon_1 + \varepsilon_2} + \frac{\omega^2}{2k^2} \left( \frac{\mu_1 - 2\mu_1}{\mu_1 + \mu_2} \right) \right. \]
\[ -\frac{\varepsilon_1 \mu_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2} - \varepsilon_1 \varepsilon_2 \frac{\varepsilon_1 \mu_1 - \varepsilon_2 \mu_2}{(\varepsilon_1 + \varepsilon_2)^2} + \ldots \]  
(82)
\[ g_2(k) = \frac{i \omega \mu_1}{k} \left[ \frac{\mu_1}{\mu_1 + \mu_2} + \frac{\omega^2}{2k^2} \left( \frac{\varepsilon_1 \mu_1}{\mu_1 + \mu_2} + \mu_1 \mu_2 \frac{\varepsilon_1 \mu_1 - \varepsilon_2 \mu_2}{(\mu_1 + \mu_2)^2} \right) + \ldots \right. \]  
(83)
And so the asymptotic coefficients become
\[ c_1^{(1)} = \frac{i \varepsilon_2}{\omega \varepsilon_1} \frac{2\mu_1}{\mu_1 + \mu_2} \]  
(84)
\[ c_2^{(1)} = \frac{i \omega \mu_1}{\mu_1 + \mu_2} \]  
(85)
\[ c_1^{(2)} = \frac{i \omega \mu_1^2}{\mu_1 + \mu_2} \]  
(86)
\[ c_2^{(2)} = \frac{i \omega \mu_2^2}{\mu_1 + \mu_2} \]  
(87)
11 Examples

An example of a gridded square (figure 8) is evaluated for the following parameter values (TE-excitation):

\[
\begin{align*}
[R_P]_{dB} & = -4.41 \text{ dB} \\
c_0 & = 3 \cdot 10^8 \text{ meter/sec} \\
\mu_0 & = 1.256637 \cdot 10^{-6} \text{ henry/meter} \\
\varepsilon_0 & = 8.8541853 \cdot 10^{-12} \text{ farad/meter} \\
\omega & = 2\pi \cdot 10^9 \text{ Hz} \\
\lambda_0 & = 29.97925 \text{ mm} \\
k_0 & = 209.58447 \text{ /meter} \\
\varepsilon & = [1, 3.5, 1] \varepsilon_0 \text{ farad/meter} \\
\mu & = [1, 1, 1] \mu_0 \text{ henry/meter} \\
u_i & = [0.59482639, 0, 0.8038542] \\
\varphi_i & = 0.0 \text{ rad} \\
\theta_i & = 0.63704966 \text{ rad} \\
k_i & = [124.66638, 0, 168.47536] \\
a_2 & = 8.4 \text{ mm} \\
L_1 & = 6.7 \text{ mm} \\
L_2 & = 8.4 \text{ mm} \\
w_1 & = 1.0 \text{ mm} \\
w_2 & = 1.0 \text{ mm} \\
x_c & = 3.7 \text{ mm} \\
y_c & = 4.7 \text{ mm} \\
N_1 & = 6 \\
N_2 & = 8 \\
M_{1, re} & = 30 \\
M_{2, re} & = 30 \\
M_{1, io} & = 2 \\
M_{2, io} & = 2
\end{align*}
\]
\[ \begin{align*}
\mathbf{u}^p &= [0.8038542, 0, -0.59482639], \\
\varphi^p &= -\frac{1}{2}\pi \text{ rad}, \\
\theta^p &= \frac{1}{2}\pi \text{ rad}, \\
E^i &= 10^6 \exp(\pm \frac{3}{4}\pi i), \\
d &= 70 \mu m, \\
a_1 &= 8.4 \text{ mm},
\end{align*} \]

In the case of TM excitation we have instead \( \theta^p = \frac{1}{2}\pi + \theta^i \) and \( \phi^p = 0 \), leading to \( [R_P]_{\text{dB}} = -7.14 \text{ dB}. \)

The parameters denote the following.

- \( [R_P]_{\text{dB}} = 10^{10}\log(R_P) \) denotes the power reflection coefficient (21) in decibels.
- \( c_0 = (\mu_0\varepsilon_0)^{-1/2} \) is the free field light speed.
- \( \mu_0 \) and \( \mu \) are the permeabilities of free field, and of the upper medium, the layer, and the lower medium.
- \( \varepsilon_0 \) and \( \varepsilon \) are the permittivities of free field, and of the upper medium, the layer, and the lower medium.
- \( \omega \) is the circular frequency.
- \( \lambda_0 \) is free field wave length.
- \( k_0 = \omega/c_0 \) is free field wave number.
- \( \mathbf{u}^i \) is the propagation direction of incident wave.
- \( \varphi^i \) is the angle of \( \mathbf{u}^i \) in the \((x, y)\)-plane.
- \( \theta^i \) is the angle of \( \mathbf{u}^i \) with the z-axis.
- \( k^i = u^i/\omega/c_0 \) is the incident wave vector.
- \( \mathbf{u}^p \) is the direction of E-polarization of incident wave.
- \( \varphi^p \) is the angle of \( \mathbf{u}_p \) in the \((x, y)\)-plane.
- \( \theta^p \) is the angle of \( \mathbf{u}_p \) with the z-axis.
- \( E^i \) is the complex amplitude of incident wave \( E^i \).
- \( d \) is the thickness of the layer.
- \( a_1 \) and \( a_2 \) are length of vectors \( a_1 = a_1u_x \) and \( a_2 = a_2u_y \).
- \( L_1 \) and \( L_2 \) are the lengths of the squares, measured outside.
- \( w_1 \) and \( w_2 \) are the widths of the sides of the squares.
- \( (x_c, y_c) \) are the coordinates of the centre of the squares.
- \( N_1 \) and \( N_2 \) are the number of basis functions at an edge of the inner (1) and outer (2) square (note that the outer square is part of a grid, and therefore only 2 sides of the outer square are included in a cell).
- \( |m_1| \leq M_{1,\text{re}} \) and \( |m_2| \leq M_{2,\text{re}} \) are the ranges used for the calculation of the reduced double series for \( Z_{\text{mtr}}^{(j)} \) in equation 23 (the same for both \( j = 1, j = 2 \)).
- \( |m_1| \leq M_{1,\text{lo}} \) and \( |m_2| \leq M_{2,\text{lo}} \), respectively \( |m_1| \leq M_{1,\text{hi}} \) and \( |m_2| \leq M_{2,\text{hi}} \) are the ranges used for the evaluation of the double series in the lower, respectively higher \( \rho \)-integral for \( \zeta_{\text{mtr}}^{(j)} \) of equation (40).
- \( \lambda_\rho \) denotes the auxiliary \( \lambda \) parameter in the \( \rho \) transformation for \( \zeta_{\text{mtr}}^{(j)} \).
- \( \rho_{\text{max}} \) denotes the upper limit of integration (approximating \( \rho = \infty \)) in the \( \rho \)-integral for \( \zeta_{\text{mtr}}^{(j)} \) (equation 40).
• \( \rho_1 \) denotes the transition point between the "low" and the "high" \( \rho \)-integration (equation 40).

• \([\rho]\) denotes the size of the discretized \( \rho \)-vector (including \( \rho = 0 \)) used for the numerical integration of the \( \rho \)-integration (equation 40). Note that this should be odd because the Simpson integration algorithm is used.

We have plotted in figure (9) representative parts of the \( \rho \)-integrands of \( \xi_{mn}^{(j)} \). Specifically, we have along \((0, \rho_1]\)

\[
\det(A) \sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} e^{-i Am \cdot k_{\parallel}^{(j)}} \Theta_{nn}(Am, \rho)
\]

and along \([\rho_1, \infty)\)

\[
\sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} \hat{\epsilon}(Bm + k_{\parallel}^{(j)}, \rho) \Theta_{nn}(Bm + k_{\parallel}^{(j)}).
\]

This is to confirm that the rather small \( m \)-summation \((M_{1,1o} = M_{2,1o} = M_{1,hi} = M_{2,hi} = 2)\) used to construct these integrands is large enough, and that the transition point \( \rho_1 \) is well chosen: the discontinuity at the connection in \( \rho_1 \) is indeed negligible. In fact, a summation over only 3 terms (i.e. \( M_{1,1o} = \ldots = 1 \)) would have been sufficient as well. Furthermore, the upperlimit \( \rho_{\text{max}} = 0.4 \) is also high enough for the integrands to be vanishingly small.

The number of terms of the reduced \( m \)-summation \((M_{1,\text{re}} = M_{2,\text{re}} = 30)\) is rather high. This is because of the relatively thin layer (small \( d \)). However, as long as we can reach the \( M \) values for which the acceleration process becomes valid, this is of no real concern since this reduced summation is relatively cheap.

This number of terms is chosen as follows, obeying the two conditions on \( m \) given in equations (74) and (77).

(i) On the one hand, \( m \) should be larger than the cell Helmholtz number, which is here \( \omega a_1 / 2\pi c_0 = 0.28 \). So any \( M \geq 1 \) would be sufficient to satisfy this.

(ii) On the other hand, however, the thickness \( d \) of the layer is just too small to make the exponential \( e^{-2\pi d} \) already vanishingly small for low values of \( m \). So we have to consider the condition given in equation (77) and increase \( M_{1,\text{re}} \) and \( M_{2,\text{re}} \) until \( m \gg a_1 / 4\pi d = 9.5 \). It appeared that with \( m > 30, e^{-2\pi d} < 0.011 \) and sufficiently small.

(iii) The order of magnitude of the neglected terms in the reduced summation, \( \mathcal{O}(m^{-6}) \), should be small enough. For \( m = 30 \) this is \( 1.4 \cdot 10^{-9} \) which is indeed very small.

The figures (10, 12, 13, 15) present the physical results in the form of the axial current density. The inner squares are compared with similar results (11, 14), provided by B. Morsink, Thales Naval Nederland, and produced independently from us by a Finite Element method. The Thales results are of particular interest because the corresponding radiation field is favourably compared with experiments. Unfortunately, reliable outer squares results were not yet available.
Both the total field intensities and the more detailed real and imaginary parts of the inner square compare very well.

The figures (16, 17, 18, 20) are similar examples for a strip and a single square. The conditions are practically the same as for the gridded square ($\frac{1}{2} \pi = 0.785$ for the strip), except for the layer thickness $d$, which is here 7 mm, in order to allow the reduced $m$-summation limits $M_{re} = 3$ to be really small. The strip is analyzed with both a single density grid (like figure 6 with $N_{side} = 10$) and with a double density grid (figure 8 with $N_{side} = 20$). The difference (for this frequency) in the axial current component and in the reflection coefficient is negligible. Note that the transversal current component is important near the strip ends.

By the figures (19, 21) our results for the single square are again very favourably compared with similar results by B. Morsink.

In figure (22) the reflection coefficients (in dB) for the above cases (TE-polarization) are plotted as functions of frequency between 1 GHz and 31 GHz. The frequency selective surface is clearly almost transparent around 12 GHz. It may be observed that especially for higher frequencies the results become very unstable with the reflection coefficient sometimes exceeding 1, which is physically impossible.

It is not clear yet whether this is a numerical instability or an error in the program or the formulas. In addition to the rather qualitative comparison with the FEM results, we performed also more quantitative tests of the present program by switching off the acceleration part, but found after having increased the number of terms in the $m$-summation to typically $200 - 1000$ only a small difference, that decayed as expected.

## 12 Conclusions

A general theory is presented to accelerate slowly converging series, that occur in the numerical solution of the electromagnetic scattering problem of Frequency Selective Surfaces. It consists of three steps. (1) A Kummer transformation-type step, where the asymptotically slow part ($O(1/k), O(1/k^3)$, etc.) of the Green's function in the series is subtracted, and taken apart. (2) An Ewald transformation-type step, where the algebraically slow converging parts $O(1/k^n)$ are turned into exponentially convergent integrals of the type $\sim e^{-k^2 \rho^2}$. (3) A Poisson transformation step, in order to transform the relatively slow convergence $\sim e^{-k^2 \rho^2}$ for small $\rho$ into a fast convergence $\sim e^{-k^2 / \rho^2}$.

Several conditions for the validity of the method are explicitly given.

## Implementation

The technique presented is very general. Therefore, the necessary Fourier transforms are in general not explicitly available and probably have to be evaluated numerically. There is, however, an important class of basis/test functions that do allow an explicit evaluation. These are the so-called rooftop basis functions. Especially for a rectangular grid the formulas may be evaluated analytically completely.

We have implemented the method for a strip, a double strip (both "L" and "+"), a single square and a gridded square. This last two cases are very favourably compared with FEM results by B. Morsink (Thales Naval Nederland).
Further tests and comparison with far field results are planned.

**Brief summary of the method**

Given the series (in the notation of above)

\[
S = \sum_{m_1=-\infty}^{\infty} \sum_{m_2=-\infty}^{\infty} g(k)\hat{a}(k), \quad \text{where } k = k^l + Bm, k = |k|, \tag{88}
\]

where

\[
g(k) = \frac{c_1}{k} + \frac{c_2}{k^2} + \frac{c_3}{k^3} \ldots \quad (k \to \infty). \tag{89}
\]

Kummer's transformation yields an improved convergence of the reduced series

\[
S = \sum \left\{ \left( g(k) - \frac{c_1}{k} - \frac{c_2}{k^2} - \frac{c_3}{k^3} - \ldots \right) \hat{a}(k) \right\} + \\
\quad c_1 \sum \frac{\hat{a}(k)}{k} + c_2 \sum \frac{\hat{a}(k)}{k^2} + c_3 \sum \frac{\hat{a}(k)}{k^3} + \ldots \tag{90}
\]

Slow convergence of the rest is turned into exponential convergence by the couple of transforms:

\[
\sum \frac{\hat{a}(k)}{k^{N+}} = \\
\frac{2\lambda}{k^N} \int_0^\infty \rho^\lambda \sum_{N-1} \hat{\varepsilon}(k, \rho)\hat{a}(k) \, d\rho = \\
\frac{2\lambda}{k^N} \left\{ \text{det}(A) \int_{\rho_1}^{\rho_2} \rho^\lambda e^{i\lambda m \cdot k^l} \hat{a}(Am, \rho) \, d\rho + \\
\int_{\rho_1}^\infty \rho^\lambda \sum \hat{\varepsilon}(k, \rho)\hat{a}(k) \, d\rho \right\} \tag{91}
\]
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13 Figures of Examples

Figure 8: Geometries used for example calculations.
Figure 9: Examples of double-sums in the \( \rho^{(1)} \) and \( \rho^{(2)} \) \( \rho \)-integrand for the reduced/low-\( \rho \)/large-\( \rho \) summations. Note the jump at \( \rho_1 \); \( M_{1,lo}, M_{2,lo}, M_{1,hi}, \) and \( M_{2,hi} \) should be large enough such that the jump is negligible.
Figure 10: Gridded square, TE inner square. $|R_p|_{dB} = -4.41 \text{ dB}$. 
Figure 11: Gridded square, TE inner square. Morsink's result.
Figure 12: Gridded square, TE outer square. \( |R_f|_{\text{dB}} = -4.41 \text{ dB} \).
Figure 13: Gridded square, TM inner square. $|R_f|_{\text{dB}} = -7.14 \text{ dB}$.
Figure 14: Gridded square, TM inner square. Morsink's result.
with \( N_{\text{side}2} = 8, M = 30/2/2, L_2 = 8.4 \text{ mm}, \phi = 0^\circ, f = 10 \text{ GHz} \)

\[ 20^{10} \log(|I_2|) \text{ dB} \] with \( N_{\text{side}2} = 8, M = 30/2/2, L_2 = 8.4 \text{ mm}, \phi = 0^\circ, f = 10 \text{ GHz} \)

Figure 15: Gridded square, TM outer square. \([R_P]_{\text{dB}} = -7.14 \text{ dB}\).
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Figure 16: Strip (axial and transversal currents), TE-polarization. $|R_p|_{dB} = -6.62$ dB.
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Figure 17: Strip (axial and transversal currents), TM-polarization. $[R_P]_{dB} = -11.46$ dB.
I with $N_{\text{side}}=10$, $M=3/1/1$, $L=5$ mm, $\phi'=0^\circ$, $f=10$ GHz

$20^{10}\log(|I|)$ dB with $N_{\text{side}}=10$, $M=3/1/1$, $L=5$ mm, $\phi'=0^\circ$, $f=10$ GHz

Figure 18: Single square, TE-polarization. $[\mathcal{R}_P]_{\text{dB}} = -5.31$ dB.
Figure 19: Single square, TE-polarization. Morsink's result.
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I with \( N_{\text{side}} = 10, \; M = 3/1/1, \; L = 5 \text{ mm}, \; \phi = 0^\circ, \; f = 10 \text{ GHz} \)

\[ 20 \log(|I|) \text{ dB with } N_{\text{side}} = 10, \; M = 3/1/1, \; L = 5 \text{ mm}, \; \phi = 0^\circ, \; f = 10 \text{ GHz} \]

Figure 20: Single square, TM-polarization. \([R_p]_{\text{dB}} = -8.62 \text{ dB}\).
Figure 21: Single square, TM-polarization. Morsink's result.
Figure 22: Reflection coefficients (TE) as a function of frequency ($\Delta f = 0.1$ GHz).