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EXSPECT, THE FUNCTIONAL PART

K.M. van Hee, L.J. Somers and M. Voorhoeve

1. INTRODUCTION

The language EXSPECT (from EXecutable SPECification Tool) has been designed for formal specification and prototyping of information systems. It has been developed to support the DES model (see [Hee]). In this paper, we concentrate on the syntax and semantics of its functional part. It is not meant as an introduction or as a reference for users (for this purpose, see [Somers]), but as a theoretical backbone proving its soundness.

This part of EXSPECT can be considered a typed functional language. In contrast to most other functional languages, the foremost construction method for creating new types is the set instead of the list. We regard a file as a set rather than a list of records. The language further combines type hierarchy (cf. [Cardelli]) with function polymorphy (cf. [Milner]).

We believe that this polymorphy and type hierarchy resemble the intuition and reasoning of mathematics. For instance, EXSPECT knows only one empty set (the empty set), not a separate empty set for every possible type. Also functions like the set-theoretical union can be applied to any two sets; the type system tells that the union of e.g. two sets of integers will give a set of integers. There does not exist a separate union for every set type, nor a “polymorphic” union that has a type as first extra argument.

EXSPECT has a modular structure. It is possible to define data types and operations on them in a module and use them in another module. The user needs no knowledge about the implementation details. In this way, “toolboxes” can be created for specific application fields and systems created out of them. In fact, a lot of elementary mathematical functions (like set union and intersection) have been created out of a handful of basic ones.

The language syntax is kept very simple. For example, all functions (like addition, union, intersection and concatenation) employ prefix notation. This makes the language easy to understand, but texts in it hard to read. There exists a “sugared” version of the language, that uses some standard conventions of programming languages.

EXSPECT has been used (by ourselves and students) for specification and prototyping and has been found adequate. However, there are some theoretical and practical shortcomings which we hope to redress in the future.

One shortcoming is that functions are regarded as expressions with parameters; a function is not an expression (and cannot be typed) unless its parameters have been given.
Thus EXSPECT is essentially first-order. It is however possible to have mappings, i.e. functions with a finite domain. Mappings are expressions (and have a type). Similarly sets (expressions) are finite, whereas types can represent infinite sets. Also user-defined type operators or recursive types are not possible, only renaming of type expressions.

The structure of the paper is as follows. We begin with a short section introducing our syntax notation. In the third section we give a syntax and semantics for types. Roughly spoken, types correspond to sets of objects. We proceed by deriving some functions operating on types that are needed later. In section 4 we give a syntax for expressions and a semantics for a special class of expressions called constants. Each constant corresponds to a dataobject. We also define two context-dependent functions $\tau$ and $\epsilon$ that map expressions onto types and constants respectively. Finally, in section 5, we define the complete syntax of EXSPECT and show how a context is determined for $\tau$ and $\epsilon$. We prove for an expression $E$ that under certain conditions the semantics of $\epsilon(E)$ is an element of the semantics of $\tau(E)$. We conclude with a few examples in section 6.
2. METASYNTAX

The following sections will contain several syntax descriptions, so we shall start by defining a metasyntax. This will be based on BNF, with the following peculiarities.

1. Any part of a syntax in underlined typeface is to be taken literally.
2. Any part between `{}` braces may be repeated. So `a := {b}` is shorthand for `a := b | ba`.
3. Any part between `[ ]` square brackets may be omitted. So `a := [b]c` is shorthand for `a := bc | c`.
4. Any part between `< >` triangular brackets may be repeated; each repetition must be preceded by a comma `,`. So `< a >` is shorthand for `a[<a>]`.
5. The syntax for identifiers (id), digits and characters is not further elaborated.
3. TYPE SYSTEM

The type system of EXSPECT is concise, yet powerful. It is possible to create types of arbitrary complexity. Types are used for structuring data; we will give an algorithm for checking the type correctness of specifications written in EXSPECT. This algorithm can be used for error detection.

In this section we first describe a set UN (for "universe") of dataobjects. Next we introduce types; in a way, a type corresponds to a subset of UN. Then we define the relation "is subtype of" between types and show that this relation implies the inclusion relation between the corresponding sets. Finally, we introduce some relations and operators upon types derived from the subtype relation. Algorithms for computing these relations and operators are given and proved.

3.1. Dataobjects

We can derive a set of dataobjects UN(A) from a set A of atomic objects. These atomic objects stand for "indivisible" concrete or abstract matters in the real world (like truth and falsehood, elementary particles or oil platforms). The atomic objects can be combined into sets or ordered pairs, giving new, composite dataobjects. We thus arrive at the following set of axioms.

Definition 3.1.1
The set UN(A) satisfies the following rules.
1. Each $a \in A$ is an element of UN(A).
2. If $a, b$ are elements of UN(A), then the ordered pair $(a, b)$ is an element of UN(A).
3. If (for any $n \geq 0$) $a_1, ..., a_n$ are distinct elements of UN(A), then the set \{a_1, ..., a_n\} is an element of UN(A). In particular, the empty set \{\} is an element of UN(A) for each A.
4. The set UN(A) is the smallest set satisfying the three rules above.

Atomic objects present in EXSPECT are the booleans, the rational numbers and the character strings. We set UN = UN(A), where A is the above-mentioned set of atomic objects. If we add to this A a countable set $E$ of extensions, i.e. objects outside A, we obtain the set of extended data objects EUN = UN (A U E).

Note that by the above definition, UN and EUN are sets that have but countably many elements.

3.2. Types

The types in EXSPECT are characterized by type expressions. A type expression (te) has the following syntax.

$$\text{te} := \text{id} | \emptyset | \text{te} | \{ \text{te} \} | \langle \text{te} \rangle | \{ \text{te} \}$$

For a type expression $TE$ we define its set of identifiers $I(TE)$ by
\[ J(TE) = \{a\} \text{ if } TE \text{ is an "id" } a, \]
\[ J(TE) = J(TE') \text{ if } TE \text{ is of the form } $TE', \]
\[ J(TE) = J(TE_1) \cup J(TE_2) \text{ if } TE \text{ is of the form } (TE_1 \times TE_2) \text{ or } (TE_1 \rightarrow TE_2). \]

An identifier can have three roles. It can represent a basic type, a derived type or a type variable. The role of each identifier in a type expression is determined by a so-called type framework.

**Definition 3.2.1**
A type framework \( F = (B, p) \) is a pair where \( B \) is a (finite) set of identifiers called basic types in \( F \) and \( p \) (from parent) a mapping from a (finite) set of identifiers called derived types in \( F \) to type expressions. The mapping \( p \) may contain no cycles; in other words, for each \( A \) in \( \text{dom}(p) \), \( A \) must have finite order. The order \( \text{ord}(A) \) of a type expression \( A \) is defined inductively as follows.

\[
\begin{align*}
\text{ord}(A) &= 0 \text{ if } A \in B, \\
\text{ord}(A) &= 1 + \text{ord}(p(A)) \text{ if } A \in \text{dom}(p), \\
\text{ord}(A) &= \infty \text{ if } A \text{ is a type variable,} \\
\text{ord}(A) &= \max\{t : I(A) \mid \text{ord}(t)\} \text{ otherwise.}
\end{align*}
\]

\( \Box \)

The identifiers outside \( B \) and \( \text{dom}(p) \) are called type variables in \( F. \)

A framework \( F = (B, p) \) is called standard if \{Void, Bool, Num, Str\} \( \subseteq \) \( B. \) The semantics of type expressions is given by functions called distributions. Given a framework, a distribution maps each type on a set of dataobjects.

**Definition 3.2.2**
A distribution on a framework \( F = (B, p) \) is a function \( D \) that maps types in \( F \) onto sets of extended dataobjects in such a way that

1. If \( E \) is a basic type in \( F \) then \( D(E) \) is a set of dataobjects,
2. If \( E \) is a derived type in \( F \) then \( D(E) \) is a subset of \( D(p(E)) \),
3. If \( E \) is a type variable then \( D(E) \) is a set of extensions,
4. If \( E \) is of the form \$E', \) then \( D(E) \) is the set of finite subsets of \( D(E') \),
5. If \( E \) is of the form \( (E_1 \times E_2) \), then \( D(E) \) is the set of pairs \( (a, b) \), where \( a \) in \( D(E_1) \) and \( b \) in \( D(E_2) \) (the cartesian product of \( D(E_1) \) and \( D(E_2) \)).
6. If \( E \) is of the form \( (E_1 \rightarrow E_2) \), then \( D(E) \) is the set of finite subsets of \( D(E_1 \times E_2) \) such that for any two different elements \( (a_1, b_1) \) and \( (a_2, b_2) \) in this finite subset, \( a_1 \) and \( a_2 \) are different dataobjects (the set of mappings from \( D(E_1) \) to \( D(E_2) \)).

\( \Box \)

Please note that by part 2 of the above definition, a derived type \( A \) corresponds to a subset of the set corresponding to \( p(A) \).

Note that \( D(T) \) is a subset of \( UN \) iff \( I(T) \subseteq B \cup \text{dom}(p) \). Types \( T \) with this property are called ground types.

A distribution on a standard framework is called standard if Void, Bool, Num and Str are respectively mapped onto the empty set, the booleans, the rational numbers and the character strings.
In the sequel we suppose a standard framework $F = (B, p)$ and a standard distribution $D$ given. We will denote type variables by the letters $R, S, T, U, V$, whereas $A, B, C, ...$ denote "placeholders" for arbitrary type expressions.

3.3. Structure induction on types

Before embarking upon the next sections, we shall unfold the principle by which the vast majority of our proofs will be given, which is complete induction on the structure of a type expression. This principle has already been used more or less in the definitions of the preceding section. If we want to prove a certain property $P$ for all type expressions, it suffices to prove it for basic types and type variables, and then prove the following statements.

1. If $P$ holds for $A$, then $P$ holds for $\$A$.
2. If $P$ holds for $A$ and $B$, then $P$ holds for $A \times B$ and for $A \to B$.
3. If $A$ is derived and $P$ holds for $p(A)$, then $P$ holds for $A$.

We shall prove this assertion by induction on the order of $A$ first and then the number of characters in the type expression $A$.

If $A$ is a derived type of order $m$, then $p(A)$ is of order $m - 1$. By the (order) induction hypothesis we may suppose $P$ proven for $p(A)$ and thus, by property 3, for $A$.

If $A$ is basic or variable $P$ holds for it immediately. So $A$ must be of the shape $\$B$ or $B \times C$ or $B \to C$. Our (size) induction hypothesis states that $P$ must hold for $B$ (in the first case) or for $B$ and $C$ (in the second and third). Properties 1 or 2 then establish $P$ for $A$.

In proving $P$ for a type $A$ we may thus assume that

1. If $A$ is derived, $P$ holds for $p(A)$,
2. If $A$ is composite, $P$ holds for the types composing $A$.

This is called the "induction hypothesis" (IH for short).

3.4. The subtype relation

In this section, we shall define the relation $\prec$ ("is subtype of") between types and give some properties.

Definition 3.4.1

The relation $A \prec B$ holds if and only if one of the following conditions holds. (The sign $=$ signifies syntactic equality.)

1. $A = \text{Void}$,
2. $A = B$,
3. $A$ is derived and $p(A) \prec B$,
4. $A = \$A'$ and $B = \$B'$ and $A' \prec B'$,
5. \( A = A_1 \triangleright A_2 \) and \( B = B_1 \triangleright B_2 \) and \( A_1 \triangleleft B_1 \) and \( A_2 \triangleleft B_2 \),
6. \( A = A_1 \rightarrow A_2 \) and \( B = B_1 \rightarrow B_2 \) and \( A_1 \triangleleft B_1 \) and \( A_2 \triangleleft B_2 \),
7. \( A = A_1 \rightarrow A_2 \) and \( B = \$B' \) and \( A_1 \triangleright A \triangleleft B' \).

\( \square \)

**Theorem 3.4.2**

If \( A \triangleleft B \), then \( D(A) \subset D(B) \).

**Proof.**

We claim that any of the conditions 1..7 guarantees that \( D(A) \subset D(B) \).

If condition 1 holds, \( D(A) \) is the empty set.

If \( A = B \), \( D(A) \) and \( D(B) \) are equal.

In case 3, we may assume (IH) that \( D(p(A)) \subset D(B) \), whereas, by Definition 3.2.2, \( D(A) \subset D(p(A)) \).

In case 4, we may assume (IH) that \( D(A') \subset D(B') \), whereas \( D(A) \) and \( D(B) \) are the set of subsets of \( D(A') \) and \( D(B') \) respectively.

In case 5, we may assume (IH) that \( D(A_1) \subset D(B_1) \) and \( D(A_2) \subset D(B_2) \), proving \( D(A) \subset D(B) \) by Definition 3.2.2, sub 5.

Cases 6 and 7 are analogous, using the subcases 6 (for case 6) and 6 and 5 together (for case 7) of Definition 3.2.2. This proves our claim.

\( \square \)

The converse of Theorem 3.4.2 is not true; we have for instance

\[ D(\text{Void} \triangleright A) \subset D(\text{Void}), \]

since \( \text{Void} \triangleright A \) corresponds to the empty set, but not

\[ (\text{Void} \triangleright A) \triangleleft \text{Void}. \]

By extending Definition 3.4.1 we can arrive at an "iff" version of Theorem 3.4.2. This extension is of theoretical interest only.

We can also prove (by structure induction) that the subtype relation is a partial order on the set of types.

From Definition 3.4.1, an algorithm can be derived for checking whether \( A \triangleleft B \) holds for given types \( A \) and \( B \). This algorithm looks at the structure of \( A \). We now formulate a theorem, which is really no more than a reordering of Definition 3.4.1. From this theorem, a second algorithm could be derived looking at the structure of \( B \).

**Theorem 3.4.3**

Suppose \( A \neq \text{Void} \) and \( A \triangleleft B \). Then

1. \( B \neq \text{Void} \),
2. If \( B \) is basic or derived then either \( A = B \) or \( A \) is derived and \( p(A) \triangleleft B \),
3. If \( B \) is variable then \( A = B \),
4. If \( B \) is of the form \( \$B' \) then either \( A \) is of the form \( \$A' \) and \( A' \triangleleft B' \) or \( A \) is of the form \( A_1 \rightarrow A_2 \) and \( A_1 \triangleright A_2 \triangleleft B' \),
5. If \( B \) is of the form \( B_1 \triangleright B_2 \) then \( A \) is of the form \( A_1 \triangleright A_2 \) and \( A_1 \triangleleft B_1 \) and \( A_2 \triangleleft B_2 \),
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6. If \( B \) is of the form \( B_1 \rightarrow B_2 \) then \( A \) is of the form \( A_1 \rightarrow A_2 \) and \( A_1 \triangleleft B_1 \) and \( A_2 \triangleleft B_2 \).

**Proof.**
By looking carefully at Definition 3.4.1, all cases of the theorem are clear.

\[ \square \]

### 3.5. The least common supertype

In this subsection we shall investigate the question whether two types \( A \) and \( B \) have a common supertype (i.e. a type \( C \) such that \( A \triangleleft C \) and \( B \triangleleft C \)) and determine the least common supertype of \( A \) and \( B \), i.e. the type \( C \) that is a subtype of all other supertypes.

**Definition 3.5.1**

Let \( A \) and \( B \) be types. Then \( A \) and \( B \) have a **common supertype** (denoted by \( A \bowtie B \)) if and only if there exists a type \( C \) such that \( A \triangleleft C \) and \( B \triangleleft C \).

\[ \square \]

The following algorithm computes whether or not \( A \bowtie B \) for any types \( A \) and \( B \) and computes a common supertype \( \text{lcs}(A, B) \) if \( A \bowtie B \). By convention we shall write \( \text{lcs}(A, B) = \text{lcs}(C, D) \) if both exist and are equal or if not \( A \bowtie B \) and not \( C \bowtie D \).

**Algorithm 3.5.2**

1. \( A \bowtie \text{Void} \) and \( \text{Void} \bowtie A \) and \( A \bowtie A \).
   \[ \text{lcs} (A, \text{Void}) = \text{lcs} (\text{Void}, A) = \text{lcs} (A, A) = A. \]

Supposing \( A \neq B, A \neq \text{Void} \) and \( B \neq \text{Void} \), we have

2. If \( A \) derived and \( B \) not derived or \( A \) and \( B \) derived and \( \text{ord}(A) \geq \text{ord}(B) \),
   \[ A \bowtie B \iff p(A) \bowtie B, \]
   \[ \text{lcs} (A, B) = \text{lcs} (p(A), B). \]

3. If \( B \) derived and \( A \) not derived or \( A \) and \( B \) derived and \( \text{ord}(A) \leq \text{ord}(B) \),
   \[ A \bowtie B \iff A \bowtie p(B), \]
   \[ \text{lcs} (A, B) = \text{lcs} (A, p(B)). \]

Supposing also that \( B \) is not derived, we have

4. If \( A \) is basic or variable then not \( A \bowtie B \).

5. \( \$A' \bowtie B \) if \( B = \$B' \) and \( A' \bowtie B' \) or \( B = B_1 \rightarrow B_2 \) and \( A' \bowtie B_1 \rightarrow B_2 \),
   \[ \text{lcs} (\$A', \$B') = \$$ \text{lcs}(A', B'), \]
   \[ \text{lcs} (\$A', B_1 \rightarrow B_2) = \$$ \text{lcs}(A', B_1 \rightarrow B_2). \]

6. \( (A_1 \triangleright A_2) \bowtie B \) if \( B = B_1 \triangleright B_2 \) and \( A_1 \bowtie B_1 \) and \( A_2 \bowtie B_2 \),
   \[ \text{lcs} (A_1 \triangleright A_2, B_1 \triangleright B_2) = \text{lcs}(A_1, B_1) \triangleright \text{lcs}(A_2, B_2). \]

7. \( (A_1 \rightarrow A_2) \bowtie B \) if \( B = B_1 \rightarrow B_2 \) and \( A_1 \bowtie B_1 \) and \( A_2 \bowtie B_2 \)
   or \( B = \$B' \) and \( (A_1 \triangleright A_2) \bowtie B' \),
   \[ \text{lcs} (A_1 \rightarrow A_2, B_1 \rightarrow B_2) = \text{lcs}(A_1, B_1) \rightarrow \text{lcs}(A_2, B_2), \]
   \[ \text{lcs} (A_1 \rightarrow A_2, \$B') = \$$ \text{lcs}(A_1 \rightarrow A_2, B'). \]

\[ \square \]
Theorem 3.5.3

The algorithm above is correct; the function \( \text{lcs} \) computed by the algorithm has the property that if there exists a type \( C \) with \( A \triangleleft C \) and \( B \triangleleft C \), that then \( \text{lcs}(A, B) \triangleleft C \).

Proof.

It is easy to show by structure induction that if \( A \triangleleft B \) according to the algorithm, that then \( \text{lcs}(A, B) \) is defined by the algorithm and that \( A \triangleleft \text{lcs}(A, B) \) and \( B \triangleleft \text{lcs}(A, B) \). So now suppose that there is a \( C \) such that \( A \triangleleft C \) and \( B \triangleleft C \). We must show that then \( A \triangleleft B \) according to the algorithm and that \( \text{lcs}(A, B) \triangleleft C \).

If \( A = \text{Void} \) or \( B = \text{Void} \), or \( A = B \), this is trivial, proving (1). So we suppose from now on that \( A \) and \( B \) unequal and nonempty.

If \( A \) and/or \( B \) are derived, we are either in case (2) or (3). Suppose we are in case (2). Since \( A \triangleleft C \), either \( A = C \) or \( p(A) \triangleleft C \) by Definition 3.4.1. If \( A = C \), then \( B \triangleleft A \), so by Theorem 3.4.3, \( B \) is derived and \( p(B) \triangleleft A \). Now either \( p(B) = A \) or (again by Theorem 3.4.3) \( p(B) \) is derived and \( p(p(B)) \triangleleft A \). By induction we may conclude that there exists a \( k > 0 \) such that applying \( p \) \( k \) times onto \( B \) we arrive at \( A \). But this contradicts the assumption that the order of \( B \) is not greater than the order of \( A \). So we must have that \( p(A) \triangleleft C \). Thus, any common supertype of \( A \) and \( B \) is also a common supertype of \( p(A) \) and \( B \). By our structure IH, \( L = \text{lcs}(p(A), B) \) (as given by the algorithm) satisfies \( L \triangleleft C \). But \( \text{lcs}(A, B) = L \), proving (2). Case (3) is proved by interchanging \( A \) and \( B \). We suppose from now on that \( B \) is not derived.

If \( A \) is basic and/or variable and \( A \triangleleft C \), then by Definition 3.4.1, \( A = C \), and by Theorem 3.4.3 \( B = C \). So \( A = B \), contradicting our earlier assumption, proving (4).

If \( A \) is of the form \( \$A' \) and \( A \triangleleft C \), then by Definition 3.4.1, \( C = \$C' \) and \( A' \triangleleft C' \). If \( B \triangleleft C \), then there are two subclasses for \( B \) by Theorem 3.4.3. The first is that \( B = \$B' \) and \( B' \triangleleft C' \). By IH, \( \text{lcs}(A', B') \triangleleft C' \), so by Definition 3.4.1, \( \text{lcs}(A, B) \triangleleft C \). The second case for \( B \) is that \( B = B_1 \rightarrow B_2 \) and \( B_1 \gg B_2 \triangleleft C' \). By IH, \( \text{lcs}(A', B_1 \gg B_2) \triangleleft C' \), so \( \text{lcs}(A, B) \triangleleft C \).

If \( A \) is of the form \( A_1 \gg A_2 \) and \( A \triangleleft C \), then by Definition 3.4.1, \( C = C_1 \gg C_2 \) and \( A_1 \triangleleft C_1 \) and \( A_2 \triangleleft C_2 \). By Theorem 3.4.3, if \( B \triangleleft C \), \( B = B_1 \gg B_2 \) and \( B_1 \triangleleft C_1 \) and \( B_2 \triangleleft C_2 \). So by IH, \( A_1 \triangleleft B_1 \) and \( A_2 \triangleleft B_2 \) and \( \text{lcs}(A_1, B_1) \triangleleft C_1 \) and \( \text{lcs}(A_2, B_2) \triangleleft C_2 \).

By applying Definition 3.4.1 we prove (6).

If \( A \) is of the form \( A_1 \rightarrow A_2 \) and \( A \triangleleft C \), then by Definition 3.4.1 there are two possibilities for \( C \). The first is that \( C = C_1 \rightarrow C_2 \) and \( A_1 \triangleleft C_1 \) and \( A_2 \triangleleft C_2 \). If \( B \triangleleft C \), Theorem 3.4.3 prescribes \( B = B_1 \rightarrow B_2 \), and the argument above can be repeated. The second possibility is that \( C = \$C' \), so, if \( B \triangleleft C \), Theorem 3.4.3 prescribes \( B = \$B' \) and we can interchange \( A \) and \( B \) and apply (5).

\( \Box \)

3.6. Valuations

A valuation is a complete function from type variables to type expressions. If \( f \) is a valuation and \( A \) a type, we denote by \( f[A] \) the type obtained by replacing each type variable \( T \) in \( A \) by \( f(T) \). The mapping of \( A \) onto \( f[A] \) is monotonic w.r.t. the partial ordering induced by the subtype relation. In fact, we have the following theorem.
Theorem 3.6.1
Let $A$ and $B$ be types with $A \vartriangleleft B$. Then for every valuation $f$,
\[ f[A] \vartriangleleft f[B]. \]

Proof.
Straightforward by induction on the structure of $A$.
\[ \square \]

We define the relation $\prec$ upon valuations as follows. For valuations $f$ and $g$, we say that $f$ is a subvaluation of $g$ ($f \prec g$) if $f(T) \vartriangleleft g(T)$ for every type variable $T$.

The finite valuation denoted by $[T_1, \ldots, T_n\backslash A_1, \ldots, A_n]$ is the valuation $f$ satisfying $f(T_i) = A_i$ for $i = 1, \ldots, n$ and $f(T) = \text{Void}$ for all other type variables $T$. A special case is the empty valuation $\emptyset$.

The relation "$\prec$" is a (partial) order upon the set of valuations and $\emptyset$ its minimal element.

The valuations $f$ and $g$ are said to be compatible (denoted $f \approx g$) iff there exists a valuation $h$ with $f \prec h$ and $g \prec h$. If $f$ and $g$ are compatible, we denote by $f \ast g$ the valuation with the property that
\[ f \ast g(T) = \text{lcs}(f(T), g(T)) \]
for every type variable $T$. By Theorem 3.5.3, $f \ast g$ is the least common supervaluation of $f$ and $g$, i.e. for any $h$ such that $f \prec h$ and $g \prec h$, we have $f \ast g \prec h$.

If $f$ and $g$ (with $f \approx g$) are finite, so is $f \ast g$ and Algorithm 3.5.2 can be used to compute it.

3.7. Majoration

The concept of majoration bears some resemblance to resolution, i.e. binding (type) variables in a given (type) expression to (type) expressions in order to obtain a match with another given (type) expression.

Definition 3.7.1
Let $A$ and $B$ be types. Then $B$ majorates $A$ (notation $A \ll B$) iff there exists a valuation $f$ such that $A \vartriangleleft f[B]$.
\[ \square \]

The following algorithm decides for any $A$ and $B$ whether $A \ll B$ and, if so, computes a valuation $\operatorname{mmv}(A, B)$ (the minimal majorating valuation of $B$ w.r.t. $A$) such that $A \vartriangleleft \operatorname{mmv}(A, B)[B]$.

Algorithm 3.7.2
1. \text{Void} \ll B; $\operatorname{mmv}(\text{Void}, B) = \emptyset$,
2. If $B$ is a type variable then $A \ll B$; $\operatorname{mmv}(A, B) = [B \backslash A]$,
3. If $B$ is basic or derived then $A \ll B$ iff $A \vartriangleleft B$; if so, $\operatorname{mmv}(A, B) = \emptyset$, 
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4. If \( A \) is derived and \( B \) not derived or variable, then \( A \ll B \) iff \( p(A) \ll B \); if so, 
\[ \text{mmv}(A,B) = \text{mmv}(p(A),B) \].

If \( A \) is not Void or derived, we have moreover

5. \( A \ll B' \) iff either \( A = A' \) and \( A' \ll B' \)
   or \( A = A_1 \rightarrow A_2 \) and \( A_1 \gg A_2 \ll B' \); if so,
   \[ \text{mmv}(A,A') = \text{mmv}(A',B') \]
   and \( \text{mmv}(A_1 \rightarrow A_2, B'') = \text{mmv}(A_1 \gg A_2, B') \),

6. \( A \ll B_1 \gg B_2 \) iff \( A = A_1 \gg A_2 \) and \( A_1 \ll B_1 \) and \( A_2 \ll B_2 \)
   and \( \text{mmv}(A_1,B_1) \approx \text{mmv}(A_2,B_2) \); if so,
   \[ \text{mmv}(A_1 \gg A_2, B_1 \gg B_2) = \text{mmv}(A_1,B_1) \star \text{mmv}(A_2,B_2) \],

7. \( A \ll B_1 \rightarrow B_2 \) iff \( A = A_1 \rightarrow A_2 \) and \( A_1 \ll B_1 \) and \( A_2 \ll B_2 \)
   and \( \text{mmv}(A_1,B_1) \approx \text{mmv}(A_2,B_2) \); if so,
   \[ \text{mmv}(A_1 \rightarrow A_2, B_1 \rightarrow B_2) = \text{mmv}(A_1,B_1) \star \text{mmv}(A_2,B_2) \]. ⊓⊔

**Theorem 3.7.3**

The above algorithm is correct. Moreover if \( A \ll B \), then for any valuation \( f \) such that
\[ A \ll f[B] \]
\[ \text{mmv}(A,B) \ll f. \]

**Proof.**

It is straightforward by applying Definition 3.4.5 that the conditions indicated in the algorithm are sufficient and that the valuation \( \text{mmv}(A,B) \) from the algorithm satisfies
\[ A \ll \text{mmv}(A,B)[B] \].

For the converse, suppose an \( f \) given such that \( A \ll f[B] \). We must show the conditions in the algorithm must hold and that \( \text{mmv}(A,B) \ll f \).

If \( A = \text{Void} \) or if \( B \) is derived or basic, this is trivial, proving (1) and (3).

If \( B \) is variable, \( \text{mmv}(A,B)(B) = A \ll f[B] = f(B) \) and for any other variable \( X \),
\[ \text{mmv}(A,B)(X) = \text{Void} \ll f(X) \], proving (2).

If \( A \) is derived and \( B \) not derived nor variable, we have either \( A = f[B] \) or \( p(A) \ll f[B] \).

The first case is a contradiction, so the second must hold. But then \( p(A) \ll B \), so (IH)
\[ \text{mmv}(p(A),B) \ll f \], proving (4).

So we may suppose \( A \) is not derived or empty. If \( B = B' \) then \( f[B] = f[B'] \), so \( A \)
must be of the form \( A' \) or \( A_1 \rightarrow A_2 \). In the first case, we have \( A' \ll f[B'] \), so \( A' \ll B' \).

Applying IH, we find
\[ \text{mmv}(A,B) = \text{mmv}(A',B') \ll f. \]

In the second case we apply a similar argument, proving case 5.

If \( B = B_1 \gg B_2 \), then \( f[B] = f[B_1] \gg f[B_2] \), so \( A \) must be of the form \( A_1 \gg A_2 \) and \( A_1 \ll f[B_1] \) and \( A_2 \ll f[B_2] \).

Thus by IH,
\[ A_1 \ll B_1, A_2 \ll B_2, \text{mmv}(A_1,B_1)[B_1] \ll f[B_1], \text{mmv}(A_2,B_2)[B_2] \ll f[B_2]. \]

Let us call \( \text{mmv}(A_1,B_1) M_1 \) and \( \text{mmv}(A_2,B_2) M_2 \). Since \( M_1 \ll f \) and \( M_2 \ll f \), \( M_1 \) and \( M_2 \) must be compatible and \( M_1 \star M_2 \ll f \), proving (6).

For (7), copy the above argument with \( \gg \) replaced by \( \rightarrow \).

\( \square \)
4. EXPRESSIONS

Expressions are represented by the following syntax.

\[

eval \quad ::= \quad \text{atom} \mid \text{id} \mid \eval \mid \alpha \mid \eval \mid \eval
\]

\[
\text{atom} \quad ::= \quad \text{num-atom} \mid \text{str-atom}
\]

\[
\text{num-atom} \quad ::= \quad 0 \mid \text{non-0-digit} \mid \{\text{digit}\}
\]

\[
\text{str-atom} \quad ::= \quad ^{\text{'char}}\{\text{digit}\}^{\text{'char}}
\]

Atoms are the strings representing atomic dataobjects, which must have a syntax distinct from that of identifiers. In the current implementation of EXSPECT there are numerical and string atoms. In later versions it may be possible to add user-defined atoms.

We shall present an informal explanation for the diverse construction methods for expressions. The essential point is that each "good" expression represents some dataobject. The determination of this dataobject is called evaluation of the expression. The execution of an EXSPECT program essentially consists of the evaluation of certain expressions.

The evaluation of atoms is immediate; atoms correspond 1-1 to dataobjects.

An expression of the form "id" is either a placeholder for an expression defined elsewhere, a variable used for defining mappings or functions or an atomic identifier from a small set (in the current implementation of EXSPECT the only atomic identifiers are empty, true, false, quote and abort).

An expression of the form \(\text{id}(E_1, \ldots, E_n)\) signals the application of a function or parametrized expression \(\text{id}\) to the parameters \(E_1, \ldots, E_n\). Its value is determined by applying \(\text{id}\) to (some of) the values of \(E_1, \ldots, E_n\).

An expression of the form \([x : A \mid B]\) is the function with variable \(x\) ranging over the set \(A\) defined by \(B\). It thus represents a mapping (with domain \(A\)).

4.1. Typing of expressions

We define a partial function \(\tau\) mapping expressions onto types. We call the domain of \(\tau\) the set of typed expressions. The function \(\tau\) is context-dependent. We want to establish a semantics \(s\) for expressions \(a\) such that \(s(a) \in D(\tau(a))\) under certain conditions. It is thus logical that the context for \(\tau\) depends upon the distribution \(D\) (i.e. how atoms are typed) and upon the way identifiers (e.g. functions) are typed.

**Definition 4.1.1**

A **type context** consists of a pair \((\delta, S)\), where \(\delta\) is a function that maps atoms onto types and \(S\) a set of tuples of the form

\((\text{id}, L_0, \ldots, L_n)\),

where \(\text{id}\) is an identifier, \(n \geq 0\) and \(L_0, \ldots, L_n\) are types.

\[\square\]
Given a type context TC, the following recursive algorithm computes whether an expression \( E \) is typed, and computes its type \( \tau(E) \). By convention, writing \( \tau(E) = A \) for some nonsensical type expression \( A \) means that \( E \) is not typed within context TC. Also by \( A_1 \gg A_2 \gg \ldots \gg A_n \) we denote \( A_1 = 1 \) and \( A_1 \gg (A_2 \gg \ldots \gg A_n) \) if \( n > 1 \).

Algorithm 4.1.2
1. If \( E \) is an atom, \( \tau(E) = \delta(E) \),
2. If \( E = id \), then \( \tau(E) = |[L]| \), provided there is one and only one tuple of the form \( \langle id, L \rangle \) in \( S \).
3. If \( E = id(E_1, \ldots, E_n) \), then \( \tau(E) = mmv(A, B) [L_0] \), provided there exists one and only one tuple of the form \( \langle id, L_0, \ldots, L_n \rangle \) in \( S \) such that \( A \ll B \), where \( A = \tau(E_1) \gg \ldots \gg \tau(E_n) \) and \( B = L_1 \gg \ldots \gg L_n \),
4. If \( E = [id : E_1 | E_2] \), then \( \tau(E) = A \rightarrow B \), provided \( mmv(\tau(E_1),$\!V) [V] = A \) (with \( V \) a type variable) and \( \tau[id, A](E_2) = B \).
Here \( \tau[id, A] \) is obtained from \( \tau \) by removing all tuples of the form \( \langle id, S \rangle \) (if any) from TC and adding a tuple \( \langle id, A \rangle \).

Point 3 of the above algorithm is the very reason to introduce type majoration. We shall give an example of its effect. Suppose we have defined the function union for set union. The type context will then contain a tuple \( \langle \text{union,} \!TT, \!TT, \!TT \rangle \) (with \( T \) a type variable), which means that two sets of the same set type, say \( \!TT \), can be united to form a set of type, again, \( \!TT \). Suppose the type \( \text{num} \) (the rationals) has two derived types \( \text{int} \) (integers) and \( \text{pos} \) (positive rationals) and we have two expressions \( e_1 \) of type \( \!\text{pos} \) and \( e_2 \) of type \( \!\text{int} \). Then the type of \( \text{union}(e_1, e_2) \) will be correctly \( \!\text{num} \) by point 3. Note also that \( id(E_1, \ldots, E_n) \) cannot be typed if any expression \( E_i \) (\( 1 \leq i \leq n \)) cannot be typed.

Definition 4.1.3
Given a type context \( TC = \langle \delta, S \rangle \), a tuple \( \langle id, A_0, \ldots, A_n \rangle \) for \( n \geq 0 \) is called reserved if, for any non-void types \( B_1, \ldots, B_n \) such that
\( B_1 \gg \ldots \gg B_n \ll A_1 \gg \ldots \gg A_n \),
no other tuple can be found in \( S \) with the same property.

Definition 4.1.4
A type context \( \langle \delta, S \rangle \) is called standard if it contains all standard types, if \( \delta(a) \ll \text{Num} \) for numeric atoms \( a \), \( \delta(a) \ll \text{Str} \) for string atoms \( a \) and if \( S \) contains the following reserved tuples (with \( T \) and \( U \) type variables):
\( \langle \text{abort}, \text{Void} \rangle, \langle \text{true}, \text{Bool} \rangle, \langle \text{false}, \text{Bool} \rangle, \langle \text{quote}, \text{Str} \rangle, \langle \text{empty}, \!\text{Void} \rangle, \langle \text{sub}, \text{Num}, \text{Num}, \text{Num} \rangle, \langle \text{div}, \text{Num}, \text{Num}, \text{Num} \rangle, \langle \text{cat}, \text{Str}, \text{Str}, \text{Str} \rangle, \langle \text{ins}, \!\!TT, \!TT, \!TT \rangle, \langle \text{prod}, T \ll U, T, U \rangle. \)
In the sequel we suppose a standard type context $TC = (\delta, \mathcal{S})$ given.

4.2. Representation of data objects

We shall describe here a set of expressions, called the constants that uniquely represent the standard data objects present in EXSPECT.

**Definition 4.2.1**

The set of constants $C$ and the injective function $r$ (representation) from $\mathcal{UN}$ to $C$ is defined as follows. The inverse of $r$ is called $s$ (semantics).

1. **Numeric constants**
   1. If $a$ is a natural number, then $r(a)$ is a numeric atom. If $c_0, c_1, \ldots, c_n$ are (in that order) the digits of $r(a)$, then $a = 10^n \cdot c_0 + \ldots + 10^0 \cdot c_n$.
   2. If $a$ is a negative integer, then $r(a) = \text{sub}(0, r(-a))$.
   3. If $a$ is a rational non-integer, then $a$ is uniquely determined by $b$ and $c$ with $a = \frac{b}{c}$, $b$ an integer, $c$ natural and $\gcd(b, c) = 1$. Then $r(a) = \text{div}(r(b), r(c))$.

2. **String constants**
   1. If $a$ is the empty string, $r(a) =$ \\
   2. If $a$ is a string not containing quotes, $r(a) = \text{'a'}$.
   3. If $a$ is a string containing quotes, then $a$ is uniquely determined by strings $b$ and $c$ with $a = \text{'b'}c$ and $b$ not containing quotes. If $b$ and $c$ are empty, $r(a) = \text{quote}$, else if $b$ is empty, then $r(a) = \text{cat(quote, } r(c))$, else $r(a) = \text{cat('b', r('}c\text{))}$.

3. **Booleans**
   1. The basic identifiers true and false represent respectively truth and falsehood.

4. **Sets**
   1. If $a$ is the empty set, $r(a) = \text{empty}$.
   2. If $a$ is a non-empty set, $r(a) = \text{ins}(r(\alpha), r(a'))$, where $\alpha \in a$ and $a' = a \setminus \{\alpha\}$. The same $\alpha$ is chosen always from $a$; how this choice is made is not specified here.

5. **Pairs**
   1. If $a = (b, c)$, then $r(a) = \text{prod } (r(b), r(c))$.

6. **Errors**
   1. The basic identifier abort has no semantic equivalent.

\[\square\]

**Theorem 4.2.2**

The typing of a constant $c$ is as follows.

1. If $s(c)$ is a rational number, then $\tau(c) = \text{Num}$,
2. If $s(c)$ is a string, then $\tau(c) = \text{Str}$,
3. If $s(c)$ is a boolean, then $\tau(c) = \text{Bool}$,
4. If $c = \text{empty}$ then $\tau(c) = \text{Void}$,
5. If $c = \text{ins}(a, b)$ and $\tau(c)$ exists, then $\tau(b) = \text{B}$ for some type expression $B$ and $\tau(c) = \text{Ics} (\tau(a), B)$. 
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6. If \( c = \text{prod}(a, b) \), then \( \tau(c) = \tau(a) \times \tau(b) \).

**Proof.**

We use structure induction. If \( s(c) \) is a rational number, \( c \) is an atom or of the form \( \text{sub}(0, b) \) or of the form \( \text{div}(a, b) \) with \( a \) and \( b \) representations of rational numbers. In the first case \( \tau(c) = \text{Num} \), by the condition on \( \delta \). In the second case we may assume that \( \tau(b) = \text{Num} \) by the IH; also \( \tau(0) = \text{Num} \). Since \( S \) contains the reserved tuple \( \langle \text{sub}, \text{Num}, \text{Num}, \text{Num} \rangle \), \( \tau(\text{sub}(0, b)) = \text{mmv}(A, B) \) [\( \text{Num} \)] = \( \text{Num} \), where

\[
A = \text{Num} \times \text{Num} = \tau(0) \times \tau(b) \times \text{Num} = B.
\]

A similar argument holds in the third case.

If \( s(c) \) is a string, \( c \) is an atom or the atomic id quote or of the form \( \text{cat}(a, b) \), with \( a \) and \( b \) strings. In the first two cases the theorem is trivial by the conditions on \( \delta \) and \( S \) respectively. In the third case we use induction and the occurrence of \( \langle \text{cat}, \text{Str}, \text{Str}, \text{Str} \rangle \) in \( S \).

If \( s(c) \) is a boolean, the theorem is trivial by the condition on \( S \).

If \( C \) is the empty set, \( \tau(C) = \text{Void} \) by the condition on \( S \).

If \( c = \text{ins}(a, b) \), then \( b = \text{empty} \) or \( b = \text{ins}(d, c) \). If \( \tau(c) \) exists, then \( \tau(b) \) must exist, so by IH, \( \tau(b) = \text{B} \) for some \( B \). Since the tuple \( \langle \text{ins}, \text{T}, \text{T}, \text{T} \rangle \) is reserved in \( S \), with \( T \) a type variable, \( c \) can be typed iff \( \tau(a) \) and \( \tau(b) \) exist and if

\[
\tau(a) \times \tau(b) = \tau(a) \times \text{B} \times \text{T} \times \text{T}.
\]

By Algorithm 3.7.2, then \( |T \setminus \tau(a)| = |T \setminus B| \). If so,

\[
\tau(c) = |T \setminus \tau(a)| \times |T \setminus B| \times |T| = \text{lcs}(\tau(a), B).
\]

If \( c = \text{prod}(a, b) \), since the tuple \( \langle \text{prod}, \text{T}, \text{T}, \text{U}, \text{U} \rangle \) is reserved in \( S \), with \( T \) and \( U \) type variables, we have

\[
\tau(c) = \text{mmv}(P, Q) \times [T \times U],
\]

where \( P = \tau(a) \times \tau(b) \) and \( Q = T \times U \).

By Algorithm 3.7.2, \( \text{mmv}(P, Q) = [T \times U \setminus \tau(a), \tau(b)] \), whence the theorem follows.

\( \square \)

**Theorem 4.2.3**

For each constant \( c \) in \( \text{dom}(\tau) \),

\[
s(c) \in D(\tau(c))
\]

**Proof.**

We set \( \Gamma(c) = D(\tau(c)) \). Notice that for any constant \( c \), \( \tau(c) \) contains no type variables, so \( \Gamma(c) \) is a subset of \( \text{UN} \).

If \( c \) is a boolean, rational or string constant, then \( \tau(c) = \text{Bool}, \text{Num} \) or \( \text{Str} \) respectively, so \( \Gamma(c) \) is the set of booleans, rationals or strings, whereas \( s(c) \) is a certain boolean, rational or string.

If \( c = \text{empty} \), then \( \Gamma(c) \) is the set consisting of the empty set only and \( s(c) \) the empty set. If \( c = \text{ins}(a, b) \) and \( \tau(c) \) exists, then by Theorem 4.2.2, \( \tau(c) = \text{L} \), with \( L = \text{lcs}(\tau(a), B) \), and \( \tau(b) = \text{B} \). \( \Gamma(b) \) is the set of finite subsets of \( D(B) \). If \( s(b) = \{b_1, ..., b_n\} \) (with \( n \geq 0 \)) then by IH, \( s(b) \in \Gamma(b) \) and so \( b_i \in D(B) \subset D(L) \) for \( i = 1, ..., n \). Also \( s(a) \in \Gamma(a) \subset D(L) \). So \( s(c) = \{s(a), b_1, ..., b_n\} \) is a finite subset of \( D(L) \), so \( s(c) \in D(\text{L}) \subset \Gamma(c) \).

If \( c = \text{prod}(a, b) \) and \( \tau(c) \) exists, then by Theorem 4.2.2, \( \Gamma(c) \) is the cartesian product
of \( \Gamma(a) \) and \( \Gamma(b) \). By IH, \( s(a) \in \Gamma(a) \) and \( s(b) \in \Gamma(b) \), so \( s(c) = \langle a, b \rangle \in \Gamma(c) \).

\( \square \)

4.3. Evaluation

In this section we present the function \( \hat{e} \) that evaluates expressions. This function maps expressions onto constants. This function is complete, although there exist expressions that cannot be evaluated properly. These expressions are mapped by \( \hat{e} \) onto \textit{abort}. In implementations of \( \hat{e} \), valuations yielding \textit{abort} may not terminate. The function \( \hat{e} \) is context-dependent. The context contains the semantics of functions. In cases where the context is important we write \( \hat{e}_c \) if \( \hat{e} \) is taken with respect to the context \( c \).

\textit{Definition 4.3.1}

A context \( V \) is a function which, given an identifier \( id \), types \( L_1, \ldots, L_n \) and constants \( c_1, \ldots, c_n \) \((n \geq 0)\), produces a constant \( V(id, L_1, \ldots, L_n, c_1, \ldots, c_n) \).

\( \square \)

The following algorithm computes, for a given context \( V \), the result \( \hat{e}(E) \) of the evaluation of expression \( E \).

\textit{Algorithm 4.3.2}

1. If \( E \) is a constant, \( \hat{e}(E) = E \).
2. If \( E = id \), then \( \hat{e}(E) = V(id) \).
3. If a unique tuple \( \langle id, L_0, L_1, \ldots, L_n \rangle \), exists in \( S \) such that
   \( \tau(E_1) \prec \cdots \prec \tau(E_n) \prec L_1 \prec \cdots \prec L_n \),
   then \( \hat{e}(id(E_1, \ldots, E_n)) = V(id, L_1, \ldots, L_n, \hat{e}(E_1), \ldots, \hat{e}(E_n)) \),
   else \( \hat{e}(id(E_1, \ldots, E_n)) = \text{abort} \).
4. If there exist \( a_1, \ldots, a_n, b_1, \ldots, b_n \) in \( UN \) such that \( \hat{e}(A) = \tau(\langle a_1, \ldots, a_n \rangle) \) with \( n \geq 0 \) and for \( i = 1, \ldots, n \), \( \tau(b_i) = \hat{e}[id, \tau(a_i)](B) \),
   where \( \hat{e}[id,a] \) is obtained from \( \hat{e} \) by setting \( V(id) = a \),
   then \( \hat{e}([id : A|B]) = \tau(\langle \langle a_1, b_1 \rangle, \ldots, \langle a_n, b_n \rangle \rangle) \), else \( \hat{e}([id : A|B]) = \text{abort} \).

\( \square \)

In order to justify the type system for \textit{EXSPECT}, we want to establish that expressions \( E \) in \( \text{dom}(\tau) \) such that \( \hat{e}(E) \neq \text{abort} \) satisfy

\( s(\hat{e}(E)) \in D(\tau(E)) \).

We abbreviate the above property for an expression \( E \) by \( \Theta(E) \). Clearly, \( \Theta(E) \) can only hold if the type context matches the context.

\textit{Definition 4.3.3}

A context \( V \) is called \textbf{compatible} to \( TC \) iff \( \Theta(E) \) holds for every expression \( E \) of the form \( id \) or \( id(E_1, \ldots, E_n) \).

\( \square \)
Theorem 4.3.4

Suppose a context \( V \) is given compatible with \( TC \). Then \( \Theta(E) \) holds for every expression \( E \).

Proof.

We use structure induction and suppose \( E \) in \( \text{dom}(\tau) \) given with \( \hat{e}(E) \neq \text{abort} \). If \( E \) is a constant, we use Theorem 4.2.3.

If \( E \) is of the form \( \text{id} \) or \( \text{id}(E_1, \ldots, E_n) \), we use Definition 4.3.3.

So let \( E = \text{id}(E_1, \ldots, E_n) \) with \( \hat{e}(E) \neq \text{abort} \). Then \( \hat{e}(E) = \tau(\{(a_1, b_1), \ldots, (a_n, b_n)\}) \) for some \( a_1, \ldots, b_n \) in \( \text{UN} \) with \( n \geq 0 \). Choose \( i \) in \( 1, \ldots, n \). Then \( \tau(b_i) = \hat{e}([\text{id}, \tau(a_i)](B)) \).

On the other hand, \( \tau(E) = \alpha \rightarrow \beta \), with \( \tau(A) \in \$\alpha \) and \( \tau([\text{id}, \alpha](B)) = \beta \).

By IH, \( \Theta(A) \), so \( a_i \in \sigma(\hat{e}(A)) \in D(\tau(A)) \subset D(\$\alpha) \). By Definition 3.2.2, \( D(\$\alpha) \) is the set of finite subsets of \( D(\alpha) \), so \( a_i \in D(\alpha) \). Hence the contexts implied by \( \hat{e}([\text{id}, \tau(a_i)]) \) and \( \tau([\text{id}, \alpha]) \) are compatible, so (IH) \( b_i \in D(\beta) \). Hence \( \langle a_i, b_i \rangle \in D(\alpha \rightarrow \beta) \) and, since the choice of \( i \) was arbitrary, \( \sigma(\hat{e}(E)) \in D(\$\alpha \rightarrow \beta) \). Since \( a_1, \ldots, a_n \) are all different, we may conclude by Definition 3.2.2 that \( \sigma(\hat{e}(E)) \in D(\alpha \rightarrow \beta) \).

\( \Box \)

We end this section by formulating a condition that ensures the compatibility between a context and a type context.

Theorem 4.3.5

If for all tuples \( \langle \text{id}, L_0 \rangle \) in \( S \), \( \sigma(V(\text{id})) \in D(\emptyset \setminus \\{L_0\}) \) and if for all tuples \( \langle \text{id}, L_0, L_1, \ldots, L_n \rangle \) in \( S \) and all \( A, B, M_0, M_1, \ldots, M_n \) with

\[
A = M_1 \times \ldots \times M_n \ll L_1 \times \ldots \times L_n = B, \quad M_0 = \text{mmv}(A, B)[L_0],
\]

and for all constants \( c_1, \ldots, c_n \) with \( \sigma(c_i) \in D(M_i) \)

\[
\sigma(V(\text{id}, L_1, \ldots, L_n, c_1, \ldots, c_n)) \in D(M_0)
\]

then \( V \) is compatible to \( TC = \langle \delta, S \rangle \).

Proof.

We want to establish \( \Theta(E) \), with \( E = \text{id}(E_1, \ldots, E_n) \). We may assume that \( \tau(E) \) exists, so there is a (unique) \( \langle \text{id}, L_0, \ldots, L_n \rangle \) in \( S \) such that

\[
A = \tau(E_1) \times \ldots \times \tau(E_n) \ll L_1 \times \ldots \times L_n = B.
\]

Set \( M_0 = \text{mmv}(A, B)[L_0] \). Then \( \tau(E) = M_0 \). Set \( M_i = \tau(E_i) \), \( c_i = \hat{e}(E_i) \) \((i = 1, \ldots, n)\). Now \( \hat{e}(E) = V(\text{id}, L_1, \ldots, L_n, c_1, \ldots, c_n) \). By IH, \( \sigma(c_i) \in D(M_i) \), so the condition in the theorem holds and we conclude that \( \sigma(\hat{e}(E)) \in D(\tau(E)) \). The no-parameter case is trivial.

\( \Box \)
5. LANGUAGE SYNTAX AND SEMANTICS

As stated in the introduction, EXSPECT programs can be split up into modules. The evaluation context of expressions in a program is produced by the modules together. On the other hand, each module has its own type context, so modules can be checked independently on type correctness. To ensure compatibility between type and evaluation context, modules can import the type context of other modules. We shall give the context-free syntax first, then develop some basic notions and proceed with the context-sensitive part of the syntax and semantics.

5.1. Context-free part

We present the context-free syntax for an EXSPECT module, based upon the earlier syntax definitions of an expression (expr) and type expression (te).

\[
\begin{align*}
\text{module} & ::= \text{module id ; \{line ;\}} \\
\text{line} & ::= \text{typedecl | typedef | fundecl | fundef} \\
\text{typedecl} & ::= \text{type id} \\
\text{typedef} & ::= \text{type id from te} \\
\text{fundecl} & ::= \text{id \{[ \text{parlist } ]\} : te in id} \\
\text{parlist} & ::= \text{var : te } [ , \text{parlist} ] \\
\text{fundef} & ::= \text{id \{[ \text{parlist } ]\} defsym expr : te} \\
\text{defsym} & ::= ::= | ::= 
\end{align*}
\]

5.2. Basic notions

In this section we develop some notions based upon the above context-free syntax. Suppose we have a function \( f \) mapping sets onto sets. We say that \( f \) is \textbf{additive} if \( f \) satisfies

\[
\begin{align*}
f(\{\}) &= \{\}, \\
f(A \cup B) &= f(A) \cup f(B).
\end{align*}
\]

An additive function is completely determined by its behaviour in singletons; from the additivity axioms we can derive its behaviour in arbitrary sets. Additive functions map sets onto sets, if there is no confusion possible we write \( f(a) = b \) instead of \( f(\{a\}) = \{b\} \) for an additive \( f \). When defining additive functions we write \( f(a) = b \) \textbf{iff} \( c \) meaning that \( f(\{a\}) = \{b\} \) if \( c \) holds and \( f(\{a\}) = \{\} \) otherwise. A condition \( A \) \textbf{is of the form} \( B \) is said to hold if the syntax variables \( (t, L, c, E, \ldots \text{ in } B) \) can be matched to actual strings present in \( A \) so that equality results.

We define the additive function \( MN \) on sets of modules such that

\[
\text{MN}(m) = (p, SL(L))
\]

\textbf{iff} \( m \) is of the form \( \text{module } p; L, \) where

\[
SL(X) = \{x\} \cup SL(Y)
\]

\text{if} \( X \) \text{ is of the form } x; Y \text{ and } x \text{ contains no semicolon and otherwise}

\[
SL(X) = \{\}.
\]

We define the additive functions \( BT, DT, CF, DF \) and \( ED \) on sets of lines \( L \) (respectively associated to the basic types, defined types, declared functions, defined functions and
external definitions in \( L \) such that

\[ \text{BT}(l) = t \]

iff \( l \) is a “typedecl” of the form type \( t \),

\[ \text{DT}(l) = \{t, L\} \]

iff \( l \) is a “typedef” of the form type \( t \) from \( L \),

\[ \text{CF}(l) = \langle e, (L), m \rangle \]

iff \( l \) is an “fundecl” of the form \( e : L \) in \( m \),

\[ \text{DF}(l) = \langle e, (L), \langle E \rangle \rangle \]

iff \( l \) is a “fundef” of the form \( e : \langle E \rangle \)

We define the function \( \text{EN} \) on “expression”s (associated with the set of identifiers in them) such that

\[ \text{EN}(e) = \{a, 0\} \]

if \( e \) is an “atom”,

\[ \text{EN}(e) = \{a, 0\} \]

if \( e \) is an “id” of the form \( a \),

\[ \text{EN}(e) = \{\langle f, n \rangle \} \cup \text{EN}(e_1) \cup \ldots \cup \text{EN}(e_n) \]

if \( e \) is of the form \( f(e_1, \ldots, e_n) \),

\[ \text{EN}(e) = \text{EN}(e) \cup \text{EN}(d) \setminus \{a, 0\} \]

if \( e \) is of the form \( [a:c]\).

With the above definitions we can give the context rules and semantics for EXSPECT. These context rules are divided in global and local rules. The global rules say something about the consistency of a set of modules, whereas the local rules say something about the internal consistency of a single module. The type context is defined only locally.

### 5.3. Local context and semantics

A module \( m \) is type-consistent iff \( L = \pi_2(MN(m)) \) satisfies each of the following conditions.

1. The type definitions in \( L \) are mappings.
   \[ \forall[x, y : \text{DT}(L)] \pi_1(x) = \pi_1(y) \Rightarrow x = y \]

We treat \( \text{DT}(L) \) as a mapping and write \( \text{dom}(\text{DT}(L)) \) and \( \text{DT}(L) \cdot t \) with the usual meaning. The same notation is used for other sets of pairs that turn out to be mappings.

2. There is no recursion in type definitions.
   \[ \forall[x : \text{dom}(\text{DT}(L))] \text{ord}(x) \text{ is finite}, \]
   where the function \( \text{ord} \) is defined in section 3.2.

3. \( \text{BT}(L) \) contains the fundamental types \( \text{Void}, \text{Bool}, \text{Num} \) and \( \text{Str} \).
   \[ \{\text{Void}, \text{Bool}, \text{Num}, \text{Str}\} \subset \text{BT}(L) \]
   If a module \( m \) satisfies the above three rules, its type framework is \( \langle \text{BT}(L), \text{DT}(L) \rangle \).
The distribution corresponding to this framework is standard and satisfies the framework requirements, but is further unknown.

The type context \( (\delta, S) \) of \( m \) is as follows.
\[
\delta(x) = \text{Num} \text{ if } x \text{ is a "num-atom"},
\delta(x) = \text{Str} \text{ if } x \text{ is a "str-atom"},
\]
\( S \) consists of all tuples \( (f, K_1, ..., K_n) \) such that there exists a tuple \( p = (f, (K_1, ..., K_n),...) \) in \( \text{CF}(L) \cup \text{DF}(L) \).

4. All expressions in function definitions must be correctly typed and the type of this expression must have a common supertype with the type given.
\[
\langle p, (K_0, K_1, ..., K_n), (E, x_1, ..., x_n) \rangle \in \text{DF}(L) \Rightarrow K_0 \Theta \tau[x_1, K_1][x_n, K_n] (E).
\]

One would expect equality instead of the common supertype property \( \Theta \). However, this would be too strict for practical purposes. It must be possible to specify a "weaker" type than implemented: it is good software engineering practice not to offer more than asked for. It is sometimes even necessary to "strengthen" the result type of a function; examples will be given in the next chapter. In the latter case, the designer must be sure that the function result is always of the specified type.

5.4. Global context and semantics

A set \( S \) of modules is consistent iff it satisfies the following conditions.

1. \( \text{MN}(S) \) is a mapping.
\[
\forall [p, q : \text{MN}(S)] \pi_1(p) = \pi_1(q) \Rightarrow p = q
\]
We write \( L(id) \) for \( \text{MN}(S) \cdot id. \)

2. Each declared function is defined in the appropriate module.
\[
\forall [a : \text{dom} (\text{MN}(S), f : \text{CF}(L(a))) | \exists [g : \text{ED}(L(\tau_3(f))) | \pi_1(g) = \pi_1(f) \text{ and } \pi_2(g) \approx \pi_2(f)],
\]
where \( \approx \) means equality modulo a 1-1 mapping of type variables in the framework for \( \pi_3(f) \) to type variables in the framework for \( a. \)

The context \( C_m \) of a module \( m \) is in general given as follows. Let \( L = L(m). \) Given a tuple \( (f, (K_1, ..., K_n), p) \) in \( \text{CF}(L), \)
\[
C_m(f, K_1, ..., K_n, c_1, ..., c_n) = C_p(f, K_1, ..., K_n, c_1, ..., c_n),
\]
provided there is a tuple \( (f, (K, K_1, ..., K_n), (E, x_1, ..., x_n)) \) in \( \text{ED}(\text{MN}(p)) \).

Given a tuple \( (f, (K, K_1, ..., K_n), (E, x_1, ..., x_n)) \) in \( \text{DF}(L), \)
\[
C_m(f, K_1, ..., K_n, c_1, ..., c_n) = \hat{e}[x_1, c_1][x_n, c_n](E),
\]
where \( \hat{e} \) is taken with respect to the context \( C_m \) itself.

If \( f, K_1, ..., K_n \) do not satisfy the above requirements, then for all \( c_1, ..., c_n \)
\[
C_m(f, K_1, ..., K_n, c_1, ..., c_n) = \text{abort}.
\]

As the above definition shows, the context of a module is defined in terms of itself, and the contexts of other modules. By the condition (2) above, the context \( c \) of a module satisfies a recursive equation of the form
\[
x = F \cdot x,
\]
where \( F \) is defined by
\[
(F \cdot x)(f, K_1, ..., K_n, c_1, ..., c_n) = \hat{e}[x_1, c_1][x_n, c_n](E)
\]
if a unique tuple of the form \( (f, (K_0, K_1, ..., K_n),...) \) is in \( \text{DF}(L) \cup \text{CF}(L) \) and
\[
(F \cdot x)(f, c_n) = \text{abort}
\]
otherwise. The context \( c \) is the least fix point for this equation (cf. [Schmidt]).
This fix point exists, for the set of contexts forms a cpo; for contexts \( c, d \) we define \( c \sqsubseteq d \) iff for all \( f, K_1, ..., K_n, c_1, ..., c_n \) such that
\[
c(f, K_1, ..., K_n, c_1, ..., c_n) \neq \text{abort},
\]
we have
\[
c(f, K_1, ..., K_n, c_1, ..., c_n) = d(f, K_1, ..., K_n, c_1, ..., c_n).
\]
The "bottom" element of this cpo is the trivial context whose value is abort everywhere. Also, an ascending sequence of contexts has an upper limit which is also a context. The function \( F \), mapping contexts to contexts, defined by
\[
F \cdot c(f, K_1, ..., K_n, c_1, ..., c_n) = \hat{c}[x_1, c_1], ..., [x_n, c_n](E)
\]
is clearly continuous.

The starting point for the above "bootstrapping" process is the (virtual) module basic. This module has a fixed context. All evaluable EXSPECT expressions can be expanded into an expression containing only these basic identifiers. So the above fix point is determined by successive approximation, starting from the basic context.

The basic id's are presented in a list. For each id we give a short description of its meaning, its parameter types (determining the basic context) and its result type (needed in the declarations in other modules). The first ten id's we already encountered; they were necessary for the construction of constants. When the short description is preceded by a star (*), the meaning is further elaborated below the list. Unless explicitly stated otherwise, a function result is abort if any argument evaluates to abort or if there is a type mismatch. Note that for the id's listed below, the context and type context are compatible.

<table>
<thead>
<tr>
<th>id</th>
<th>meaning</th>
<th>result type</th>
<th>parameter types</th>
</tr>
</thead>
<tbody>
<tr>
<td>abort</td>
<td>error (not in UN)</td>
<td>Void</td>
<td></td>
</tr>
<tr>
<td>true</td>
<td>truth</td>
<td>Bool</td>
<td></td>
</tr>
<tr>
<td>false</td>
<td>falsehood</td>
<td>Bool</td>
<td></td>
</tr>
<tr>
<td>quote</td>
<td>the string '</td>
<td>Str</td>
<td></td>
</tr>
<tr>
<td>empty</td>
<td>empty set</td>
<td>$\text{Void}$</td>
<td></td>
</tr>
<tr>
<td>sub</td>
<td>subtraction</td>
<td>Num</td>
<td>Num, Num</td>
</tr>
<tr>
<td>div</td>
<td>* division</td>
<td>Num</td>
<td>Num, Num</td>
</tr>
<tr>
<td>cat</td>
<td>concatenation</td>
<td>Str</td>
<td>Str, Str</td>
</tr>
<tr>
<td>ins</td>
<td>insertion in set</td>
<td>$T$</td>
<td>$T$, $T$</td>
</tr>
<tr>
<td>prod</td>
<td>pairing</td>
<td>$T &gt; &lt; S$</td>
<td>$T$, $S$</td>
</tr>
<tr>
<td>cond</td>
<td>* if-then-else construction</td>
<td>T</td>
<td>Bool, T, T</td>
</tr>
<tr>
<td>eq</td>
<td>equality test</td>
<td>Bool</td>
<td>$T$, T</td>
</tr>
<tr>
<td>pos</td>
<td>positivity test</td>
<td>Bool</td>
<td>Num</td>
</tr>
<tr>
<td>head</td>
<td>* first char</td>
<td>Str</td>
<td>Str</td>
</tr>
<tr>
<td>tail</td>
<td>* all but head</td>
<td>Str</td>
<td>Str</td>
</tr>
<tr>
<td>pick</td>
<td>* selection from set</td>
<td>T</td>
<td>$T$</td>
</tr>
<tr>
<td>rest</td>
<td>* all but pick</td>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>pi1</td>
<td>projection 1st coordinate</td>
<td>$T$</td>
<td>$T &gt; &lt; S$</td>
</tr>
<tr>
<td>pi2</td>
<td>projection 2nd coordinate</td>
<td>$S$</td>
<td>$T &gt; &lt; S$</td>
</tr>
</tbody>
</table>

\[
\hat{e}(\text{div}(a, b)) = \text{abort if } \hat{e}(b) = 0.
\]
\[
\hat{e}(\text{cond}(a, b, c)) = \hat{e}(b) \text{ if } \hat{e}(a) = \text{true, even if } \hat{e}(c) = \text{abort,}
\]
\[
\hat{e}(\text{cond}(a, b, c)) = \hat{e}(c) \text{ if } \hat{e}(a) = \text{false, even if } \hat{e}(b) = \text{abort.}
\]
\[\hat{e}(\text{head}(a)) = \hat{e}(\text{tail}(a)) = \text{abort} \text{ if } \hat{e}(a) = "" \text{ (the empty string)},
\]
\[\hat{e}(\text{cat}(\text{head}(a), \text{tail}(a))) = \hat{e}(a) \text{ if } \hat{e}(a) \text{ is any non-empty string.}
\]
\[\hat{e}(\text{pick}(a)) = \hat{e}(\text{rest}(a)) = \text{abort} \text{ if } \hat{e}(a) = \text{empty},
\]
\[\hat{e}(\text{pick}(a)) = \alpha, \hat{e}(\text{rest}(a)) = a' \text{ if } \hat{e}(a) = \text{ins}(\alpha, a').
\]

Apart from “basic”, other virtual modules may be included.

5.5. Context compatibility

In this section we describe how a consistent set of modules can be constructed, i.e. such that for each module the (evaluation) context and type context are compatible. Our starting point is the basic module which is consistent.

**Theorem 5.5.1**

Suppose \( S = \{M_1, ..., M_n\} \) is a consistent set of modules. Then \( S' = S \cup \{M\} \) is also consistent if \( M \) satisfies the following conditions. (We write \( L \) for \( \text{fn}2(MN(M)) \) and \( L(m) \) for \( MN(S) \cdot m \).)

1. The module name is new.
   \[\pi_1(MN(M)) \notin \text{dom}(MN(S)).\]

2. All declared id’s in \( L \) are defined in the corresponding module in \( S \) and \( \text{BT}(L) \) contains all types that are used in a declaration and that are basic or defined in the corresponding module.

   \[\forall \langle f, t, m \rangle : \text{CF}(L) \mid \exists p : \text{ED}(m) \mid \pi_1(p) = f \text{ and } \pi_2(p) \approx t \text{ and } \forall P : \bigcup \{[i : 0, ..., |I(t)| \cap (\text{BT}(L(m)) \cup \text{dom}(\text{DT}(L(m)))) | P \in \text{BT}(L)\}].\]

Here \( I(A) \) is the set of identifiers in the type expression \( A \) as defined in section 3.2.

3. \( M \) is type consistent.

4. All defined functions of which the typing is strengthened must satisfy the conditions of Theorem 4.3.5.

   \[\forall \xi : \text{DF}(L) \mid \xi = \langle f, \langle K_0, K_1, ..., K_n \rangle, \langle E, x_1, ..., x_n \rangle \rangle \Rightarrow (\tau \langle x_1, K_1, ..., x_n, K_n \rangle | E) \prec K_0 \text{ or } P(\xi)).\]

Here the condition \( P \) means that for all type expressions \( A, B, H_0, H_1, ..., H_n \) and constants \( c_1, ..., c_n \) with

\[A = H_1 \prec ... \prec H_n \ll K_1 \prec ... \prec K_n = B \text{ and } H_0 = \text{mmv}(A, B)[K_0] \text{ and } s(c_i) \in \text{DF}(H_i),(i = 1, ..., n)\]

we must have that

\[s(\hat{e}[x_1, c_1]...[x_n, c_n](E)) \in \text{DF}(H_0).\]

**Proof.** Conditions 1 and 2 imply respectively conditions 1 and 2 of section 5.4. The second part of condition 2 ensures that types that are variable in \( M \) and that occur in \( \text{DF}(L) \) are also variable in the corresponding module so that the equivalence implied by \( \approx \) can be realized. The local type consistency is guaranteed by condition 3. So we are left with the compatibility of context and type context.

As we pointed out in the previous section, the context implied by \( L \) is the fix point of a function \( \text{F} \) mapping contexts to contexts. This function is defined by

\[\text{F} : c(f, K_1, ..., K_n, c_1, ..., c_n) = \hat{e}[x_1, c_1]...[x_n, c_n](E)\]

for some expression \( E \), if a unique tuple of the form \( \langle f, \langle K_0, K_1, ..., K_n \rangle, ... \rangle \) can be found in \( \text{DF}(L) \cup \text{CF}(L) \) and otherwise
\[ F \cdot c(f, \ldots, c_n) = \text{abort.} \]

We assert that if \( c \) is compatible to the type context \( X \) implied by \( L \), the same holds for \( F \cdot c \). Let
\[
\Phi = \text{Fix}(F) = \bigcap \{ i : 1, 2, \ldots \mid F^i \cdot \bot \},
\]
where \( \bot \) is the trivial context. Now \( \bot \) is trivially compatible to \( X \), so by induction \( F^i \cdot \bot \) for each \( i \) is compatible to \( X \). Let \( E \) be an expression. Then \( s(\hat{c}_\Phi(E)) = s(\hat{c}_P(E)) \), where \( P = F^i \cdot \bot \) for some \( i \). \( P \) is compatible, so \( s(\hat{c}_\Phi(E)) \in D(\tau(E)) \). Since \( E \) was arbitrarily chosen, \( \Phi \) is compatible.

Now we must prove our assertion. If the tuple stems from \( \text{CF}(L) \), the context equation stems from another module, which we supposed to be consistent. So the tuple stems from \( \text{DF}(L) \). If there is a type strenghtening, condition 4 applies. Now let
\[
(f, \langle K_0, \ldots, K_n \rangle, \langle E, x_1, \ldots, x_n \rangle) \in \text{DF}(L) \text{ and } \tau[x_1, K_1]\ldots[x_n, K_n](E) \triangleleft K_0.
\]

We want to establish the conditions in Theorem 4.3.5 here, so let \( A, B, H_1, \ldots, H_n, c_1, \ldots, c_n \) be given such that
\[
A = H_1 \gg \ldots \gg H_n \ll K_1 \gg \ldots \gg K_n = B, \quad H_0 = \text{mmv}(A, B)[K_0] \text{ and } s(c_i) \in D(H_i) \text{ for } i = 1, \ldots, n.
\]

By the definition of majoration and Algorithm 3.7.2, the valuation \( f = \text{mmv}(A, B) \) satisfies
\[
H_i \triangleleft f[K_i] \text{ for } i = 1, \ldots, n, \quad H_0 = f[K_0].
\]

By Theorem 3.6.1, \( \tau[x_1, f[K_1]]\ldots[x_n, f[K_n]](E) \triangleleft f[K_0] = H_0, \) so
\[
\tau[x_1, H_1]\ldots[x_n, H_n](E) \triangleleft H_0.
\]

We conclude that the context and type context implied by \( \hat{c}_e[x_1, c_1]\ldots[x_n, c_n] \) and \( \tau[x_1, H_1]\ldots[x_n, H_n] \) are compatible, so
\[
F \cdot (f, K_0, \ldots, K_n, c_1, \ldots, c_n) \in D(\tau[x_1, H_1]\ldots[x_n, H_n](E)) \subseteq D(H_0).
\]

The conditions in Theorem 4.3.5 hold in this case, so our assertion is true.

\( \square \)
6. EXAMPLE

The following module contains a few example definitions. Everything between the -- and the linebreak is skipped as comment.

```plaintext
module ex;

type Num;
type Str;
type Bool;
type Void;

empty:$Void in basic;
cond[x:Bool,y:T,z:T]: T in basic;
eq[x:T,y:T]: Bool in basic;
ins[x:T,y:$T]: $T in basic;
pick[x:$T]: T in basic;
rest[x:$T]: $T in basic;
p_1[x:T><S]: T in basic;
p_2[x:T><S]: S in basic;

-- set union

union[x:$T,y:$T] := cond (eq(x,empty), y,
                        ins (pick(x), union(rest(x),y))): $T;

-- function application

apply[m:T->S,x:T] := cond (eq(p_1(pick(m)),x), p_2(pick(m)),
                           apply(mrest(m),x)): S;
mrest[m:T->S] := rest(m): T->S; ...... type strengthening

-- application to a set

apply[m:T->S,x:$T] := cond (eq(x,empty), empty,
                          ins (apply(m,pick(x)), apply(m,rest(x))): $S;
```

The set union example shows a recursive definition. It is easy to show by induction, that if \( s(\hat{e}(x)) \) and \( s(\hat{e}(y)) \) exist and are sets and if \( a \in \text{UN}, \)

\[
(a \in s(\hat{e}(x)) \text{ or } a \in s(\hat{e}(y))) \iff a \in s(\hat{e}(\text{union}(x,y))).
\]

We shall omit the \( s \) and \( \hat{e} \) functions and write \( a = b \) if \( \hat{e}(a) = \hat{e}(b) \) or \( s(\hat{e}(a)) = b \) or \( a = s(\hat{e}(b)) \). The above assertion becomes

\[
(a \in x \text{ or } a \in y) \iff a \in \text{union}(x,y). \quad \text{Now suppose that } x = \{\}. \text{ In that case } \text{union}(x,y) = y \text{ by the definition of eq and cond, making the above assertion true. So}
\]
let \( x \neq \{ \} \). Then \( \text{union}(x,y) = \text{ins}(\text{pick}(x), \text{union}(\text{rest}(x),y)) \). If \( a = \text{pick}(x) \),
then \( a \in x \) and \( a \in \text{ins}(\text{pick}(x),...) \), proving the assertion. If not, by the definition of rest,
\[
 a \in x \text{ iff } a \in x',
\]
where \( x' = \text{rest}(x) \). Now \( x' \) has less elements than \( x \), so we may apply the induction hypothesis and conclude
\[
 a \in x' \text{ or } a \in y \text{ iff } a \in \text{union}(x',y).
\]
Combining these last conclusions completes our proof.

Note that the result of \( \text{union}(x,y) \) does not depend on how the function \( \text{pick} \) is implemented. This is of course the right way to use \( \text{pick} \).

The second example shows another recursive definition for application of a mapping. We can show that if \( m \) and \( x \) exist and \( m \) is a mapping,
\[
 \text{apply}(m,x) = y \text{ if } (x,y) \in m, \text{apply}(m,x) = \text{abort} \text{ if } (x,y) \notin m.
\]
So again the definition is independent of the implementation of \( \text{pick} \). The proof uses the fact that \( m \) is a mapping and not merely a set of pairs.

Note the use and definition of the auxiliary function \( \text{mrest} \), that is nothing but a redefinition of \( \text{rest} \) for mappings. If we replace \( \text{mrest} \) by \( \text{rest} \) in the definition of \( \text{apply} \), the definition is incorrectly typed. By the type context for \( \text{rest} \), \( \tau(\text{rest}(m)) = \$(T \times S) \),
so \( \text{apply}(\text{rest}(m),x) \) cannot be typed, because \( \$(T \times S) \times T \) is not majorated by \( (T \rightarrow S) \times T \).
This makes sense, since the type checking algorithm cannot know that deleting a pair from a mapping produces another mapping. It is a “theorem” the programmer knows; he tells it to \text{EXSPECT} by defining the function \( \text{mrest} \) with a “stronger” result type than expected.

The third example shows that the same name can be used for different functions (overloading). The second application applies a function to a subset of its domain and returns a subset of its range. In the expression
\[
 \text{ins}(\text{apply}(m,\text{pick}(x)), \text{apply}(m,\text{rest}(x)))
\]
in the definition, the typing of the parameters ensures that the first apply is the element application, whereas the second is a recursive call of the set application itself.
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