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Abstract—The processing time needed for motion estimation usually accounts for a significant part of the overall processing time of the video encoder. To improve the video encoding speed, reducing the execution time for motion estimation process is essential. Parallel implementation of video encoding systems using either the software or the hardware approach has attracted much attention in the area of real time video coding. In this paper, we attempt to implement a video encoder on a bus network. Usually, for such a parallel system, the key concern is associated with partitioning and balancing of the computational load among the processors such that the overall processing time of the video encoder is minimized. With the use of the divisible load theory (DLT) paradigm, a strip-wise load partitioning/balancing scheme, a load distribution strategy, two implementation strategies are developed to exploit the data parallelism inherent in the video encoding process. The striking feature of our design is that, both the granularity of the load partitions and all the associated overheads caused during parallel video encoding process can be explicitly considered. This significantly contributes to the minimization of the overall processing time of the video encoder. Extensive experimental studies are carried out to test the effectiveness of the proposed strategies. The performance of the parallel video encoder is quantified using the metrics speedup and performance gain, respectively. The experimental results show that our strategies are effective for exploiting the available parallelism inherent in the video encoding process and provide a theoretical insight on how to analytically quantify and minimize the overall processing time of a parallel system. The proposed strategies can be easily extended and applied to improve other existing parallel systems.

Index Terms—Block matching motion estimation, bus network, divisible load theory (DLT), load distribution, load partitioning/balancing, parallel video coding.

I. INTRODUCTION

DIGITAL video compression techniques have played a crucial role in the domain of telecommunications and multimedia systems. The way in which a video is encoded usually decides the cost of its storage and transmission. Besides, with the increasing usage of multimedia applications such as mobile communications, virtual reality, video phone/conferencing, etc., real time video coding has become essential. However, currently, due to the complex nature of video encoding, achieving real time [24–30 frames per second (f/s)] video coding in a single-processor environment is often a difficult task. Parallel implementation of the video coding system becomes a natural option.

Parallel video coding can be achieved by either the special-purpose hardware or the software implementation using general-purpose computing platforms. Based on the overall considerations on cost, flexibility, portability, and scalability, software approach is more attractive and thus is used in this paper to design a parallel video encoder implemented on a bus network. Below, we give an introduction to some related work in this direction.

In [3], block matching motion estimation of a MPEG-2 [11] video encoder is parallelized using the single-program multiple-data (SPMD) programming paradigm. The video frame is equally partitioned into a number of blocks equal to the number of processors. This scheme is commonly referred to as equal-partition scheme. To eliminate the interprocessor communication that otherwise is necessary to exchange the decoded blocks between the slave processors, the video frame is partitioned and distributed in an overlapped fashion such that each processor is assigned all the required data in the initial communication phase. Thus, all the processors may perform their computation independently and concurrently. However, there is no indication about how the overall processing time is calculated and minimized in the paper. The results reported are completely based on experimental studies. A software-based MPEG-4 [12] video encoder using parallel processing is reported in [4]. A scheduling algorithm for exploiting the control parallelism between the coding processes of different video object planes (VOPs) and a shape-adaptive load partitioning method for exploiting the data parallelism inherent in the coding process of each VOP are developed. The proposed shape-adaptive load partitioning method is, in principle, similar to the equal-partition scheme. After taking into account the computation complexity of three kinds of macroblocks (MBs) (contour MB, standard MB, and transparent MB), this scheme guarantees that the actual computational load assigned to each processor is equal. Again, a quantitative analysis of the processing time is not reported. In [5], four parallel video encoding algorithms for H.261 [13] are proposed and evaluated. The first two algorithms referred to as Spatial Parallel Algorithm-S1 and Spatial Parallel Algorithm-S2 are purely spatial parallelism based. However, the latter two are referred to as Spatial-Temporal Parallel Algorithm-ST1 and Spatial-Temporal Parallel Algorithm-ST2 attempt to exploit both the spatial and the temporal parallelism. The equal-partition scheme is used to partition the video frames and interprocessor communication between the slave processors is used in S2, ST3, and ST4 to...
minimize the communication latency. Again, the drawback is that the equal partitioning of the data among processors will not minimize the overall processing time. Furthermore, the inclusion of the interprocessor communication may complicate the software and hardware structures.

As observed from above, the equal partitioning of the data among the processors is predominantly used in most of the implementations thus far to realize a parallel video encoder. This is partly due to the fact that, by and large, the effects of communication delays and overhead incurred in data distribution phase, interprocessor communication and solution collection phase, are difficult to track and therefore they are usually neglected when designing a load partitioning/balancing scheme. However, for parallel implementation of a video encoder on a bus network, time delays for data exchange and solution collection can be substantial when large number of processors are to be used. When processing time minimization is to be carried out, we have to account for all possible delays that affect the time performance starting from the load distribution phase to the solution transfer back phase. Another point to note is that, the performance improvement in terms of the overall processing time achieved by the equal-partition scheme will increase with the number of processors when one neglects the communication and computation overheads. However, in real-life situations, this gain does not stretch too far as the effect of overheads tend to dominate as shown in [14] and [22] with the increase of the processors, amidst communication latencies and the associated overheads.

Since the predominantly used equal-partition scheme has certain disadvantages as described above, in this paper, we attempt to design a load partitioning/balancing scheme and a load distribution strategy to effectively partition the video frames among the processors using the divisible load theory (DLT) paradigm. This is very important, especially when the network speed is slow, distributing and collecting the data to and from the processors may consume quite a large amount of time. If the data assigned to the processors is not carefully balanced, the performance improvement by parallel processing may not compensate the performance loss caused by the communication latencies and associated overheads. In this paper, we also propose two implementation strategies of the video encoder to fully exploit the data parallelism inherent in the video encoding process. The DLT paradigm provides a generic, direct and intuitive approach for load partitioning and balancing of computation-intensive workloads on network-based computing systems and therefore is an ideal tool that we can use to design the parallel video encoder.

In the recent literatures, several practical applications were shown to gain a significant performance improvement using DLT paradigm. These include, image processing applications such as large-size image processing [20], database operations [19], matrix-vector product computations [18]. In [18] rigorous experimental implementation of the matrix-vector products on PC clusters as well as on a network of workstations (NOWs) were carried out and in [19] several other applications such as pattern search, file compression, joining operation in relational databases, graph coloring and genetic search were attempted using the DLT paradigm. In [17], a record search algorithm is designed for database applications. It must be noted that all the above attempted applications are of computationally intensive nature with very large size loads to process. In our problem context, the nature of loads to be handled are very large and demand a very large processing time. Thus, DLT becomes a natural choice in realizing a parallel video encoder.

A. Our Contributions

For the first time in domain of parallel video coding, we apply the DLT paradigm to the video encoding process. A strip-wise load partitioning/balancing scheme and a load distribution strategy are developed to effectively partition the video frames among the processors. Two implementation strategies that are able to effectively exploit the data parallelism inherent in the video encoding process are proposed. The striking feature of our design is that, using DLT paradigm, both the granularity of the load partitions and all the associated overheads caused during parallel video encoding process can be explicitly considered. This greatly contributes to the minimization of the overall processing time of the video encoder. The proposed strategies give us a theoretical insight on how to analytically quantify and minimize the processing time and all associated overheads caused in the parallel processing process. The parallel video encoder designed in this paper can and is shown to achieve a good performance.

The organization of this paper is as follows. In Section II, we present the system model and the video encoder implemented in this paper. In Section III, we describe the mathematical model that we use to construct the parallel video encoder. In Section IV, we describe two implementation strategies of the video encoder that are developed to effectively exploit the data parallelism inherent in the video encoding process. In Section V, we present the experimental results obtained in our implementations. The performance of the strategies is quantified using metrics speedup and performance gain, respectively. In Section VI, we conclude the paper with some possible future extensions to the problem addressed in this paper.

II. SYSTEM MODEL AND THE VIDEO ENCODER

The system model is shown in Fig. 1. The network comprises of a bus control unit (BCU) and a set of processors $p_1, \ldots, p_n$ connected by a bus. The video sequence to be compressed is assumed to arrive at BCU. The network may have either a dedicated BCU that is only responsible for load distribution or a general-purpose scheduler that, besides partitioning and assigning
the data to the processors, will be also responsible for computing of the data. In this paper, we consider the case when the network has a general-purpose BCU that not only partitions the video frames and distributes them to the individual processors but also carries out the computations including discrete wavelet transform (DWT), set partitioning in hierarchical tree (SPIHT), inverse set partitioning in hierarchical tree (ISPIHT), inverse discrete wavelet transform (IDWT), motion compensation (MC) and variable length coding (VLC) of the motion vectors. Thus, in our system, all algorithms except the motion estimation are conducted by BCU, whereas the processors $p_1$ to $p_m$ are responsible only for the motion estimation.

A. Video Encoder

Fig. 2 shows the system block diagram of the video encoder that is implemented in this paper, which is similar to the one proposed in [7]. The major difference is that, in our encoder, SPIHT is used for coding of the wavelet coefficients while in the codec reported in [7], the zero tree wavelet (ZTW) coding algorithm [8] is used. Below, we shall describe briefly the feature of our video encoder.

Block matching motion estimation (BMME) technique is used to detect the local motion and the block motion compensation technique is employed for block prediction. The video frame is partitioned into a number of $16 \times 16$ blocks and each block if estimated from the reference frame using one motion vector. After motion compensation, all blocks in current frame are predicted by the corresponding blocks from the reference frame. In order to remove the temporal redundancy, the blocks in current frame is subtracted by the predicted blocks in reference frame to obtain the residual blocks. The residue blocks are then pieced together to form a complete residual frame, upon which the two-dimensional DWT are applied to remove the spatial redundancy. The wavelet coefficients are efficiently encoded using SPIHT algorithm.

Although Fig. 2 shows the entire video encoder, our focus is on the BMME part. We shall now describe in brief on how BMME is conducted. In block matching process, two frames are required and they are the current frame and the previous frame, respectively. The current frame is divided into blocks of size $m \times n$. For each block (current block) in the current frame, the previous frame is searched within a neighborhood (search area) in order to determine the closest matching block with respect to a specified error criterion. This process is illustrated by Fig. 3. More details on specific algorithms can be found in [6].

From the above procedure, we observe that there is a considerable scope for exploiting data parallelism inherent in the BMME process. Given the search area and the current block, the BMME of each block is independent with each other and therefore can be conducted concurrently. The only restrictive aspect is that, besides the current block and the reference block, the individual processors also demand the surrounding blocks from other processors to form the search area. In our implementations, we assign such additional surrounding blocks in the initial
communication phase. Thus, no interprocessor communication is required. This tremendously simplifies our design complexity.

III. MATHEMATICAL MODEL

In this section, the load partitioning/balancing scheme and load distribution strategy that are required for parallelization of the video encoder will be presented. The DLT paradigm on which our design is based will be briefly explained.

A. Load Partitioning/Balancing

In general, what affects processing time most is the size of the minimum data that can be processed by the processor, which is often referred to as computational granularity [2]. Also, in reality, there exists a minimum amount of data, referred to as granularity, that can be assigned to the processor for computation. Usually, the smaller the size of the granularity, the more processors (also referred to as more degree of parallelism) may be used which may improve the performance. However, the communication latency and the associated overheads incurred during the course of communication and computation increase with the number of the processors. If the network speed is not high enough compared to the processor speed, the latencies and overheads may dominate and results in a counterproductive effect on the overall processing time. Thus, the size of the granularity should be a serious consideration when we attempt to partition the data for any actual parallel system.

To strike a balance between the degree of parallelism and the communication overhead, a strip-wise load partitioning/balancing scheme is developed to partition the video frames among the processors. In this scheme, each frame is partitioned into rows of 16 × 16 blocks and one row of blocks in the frame is considered as the minimum data (granularity and referred to as one data unit in our schemes) that can be assigned to an individual processor. Fig. 4 illustrates the load partitioning process using the proposed scheme, where m is the number of processors used in the system.

There are several other load partitioning schemes existing in the literatures such as row-wise, column-wise, block-wise partitioning, etc. [23]. This paper does not examine the problem of optimal partitioning scheme. Since the main objective of the paper is focused on designing a theoretical or analytical method to quantify and minimize the overall processing time of parallel systems, determination of the optimal size of the basic unit is not our major concern. We believe the stripe-wise load partitioning scheme proposed in this paper is able to achieve a good balance between the overheads and the degree of parallelism for our parallel video encoding system, which is demonstrated by our results in Section V-C.

B. Load Distribution

We note that every processor needs to be assigned a portion of current frame and the corresponding portion of previous frame for block matching process. Since the strip-wise load partitioning scheme is used to partition the video frames, what we need to do is to determine size of the strips, i.e., the number of data units, to be assigned to the processors. To achieve this, the load distribution strategy proposed in [2] is used. It may be noted that the load distribution strategy proposed in [2] does not take into account the solution-transfer-back phase, during which the computed solutions obtained by the individual processors are transferred back to BCU. For our problem context, the solution-transfer-back phase is crucial because the resulting motion vectors in the processors must be transferred back to BCU for subsequent processing. Thus, the solution-transfer-back phase must be carefully planned so as not to clash with bus busy time.

Below, the load distribution strategy proposed in [2] is introduced and extended so that solution-transfer-back phase can be considered during the load distribution process. Some important notations that will be used throughout this paper are the following:

- $\alpha_i$: amount of the data (number of rows of blocks) assigned to processor $p_i$;
- $E_i$: time for processor $p_i$ to process one data unit;
- $C$: time for BCU to transmit one data unit over the bus network;
- $\theta_{cp}$: additive computation overhead that includes all extra delays (the extra time for system switching, hardware initialization, software startup, etc.) associated with the computation process;
- $\theta_{cm}$: additive communication overhead that includes all extra delays (the extra time for system switching, hardware initialization, software startup, etc.) associated with the communication process;
- $m$: number of processors involved in the parallel processing;
- $L$: total number of data units to be scheduled;
- $\lambda_i$: ratio of the data to be transferred back to BCU from processor $p_i$ over the data assigned to it. In this application, we note that $0 \leq \lambda_i \ll 1$.

In the above, one data unit is defined as one row of blocks in the frame, i.e., the minimum data that can be assigned to the processor (granularity).

The load distribution process is described by means of a directed flow graph (DFG) [2] as shown in Fig. 5. In brief, DFG represents load distribution process and captures precedence relationships between communication and computation events. An in-depth description of DFG representation can be found in [2]. Note that besides communication node and computation node as explained in [2], a third type of node referred to as solution-transfer-back node is introduced in our DFG. The weight of the communication node $\gamma$ is given by the communication time to transfer a load $\alpha_j$ to $p_j$ and weight of the computation

![Fig. 4. Load partitioning process using the strip-wise scheme.](image)
node \(i\) is given by the computation time to process the load \(\alpha_i\) by \(p_i\). Similarly, the weight of a solution-transfer-back node \(i\) is the processing time for \(p_i\) to transfer the results to BCU. We shall now introduce some important definitions that will be used throughout this paper.

- **Load distribution**, denoted by \(\alpha\), is defined as an \(m\)-tuple \((\alpha_1, \alpha_2, \ldots, \alpha_m)\) such that

\[
\sum_{i=1}^{m} \alpha_i = L. \quad (1)
\]

This equation is referred to as normalization equation.

- **Computation finish time path** (CFTP) of processor \(p_i\), denoted as \(T_i^{\text{CFTP}}(\alpha)\), is defined as the sum of the weights of the nodes starting from the communication node \(i\) to the computation node \(i+1\) along the directed arrows, which is computed as follows:

\[
T_i^{\text{CFTP}}(\alpha) = C \sum_{j=1}^{i} (\alpha_j + \alpha_i E_i + \alpha_i C) + (i+1) \theta_c m + \theta_c p. \quad (2)
\]

- **Transfer-back Finish time path** (TFTP) of processor \(p_i\), denoted as \(T_i^{\text{TFTP}}(\alpha)\), is defined as the sum of the weights of the nodes starting from the communication node \(i\) to the solution-transfer-back node \(i\) along the directed arrows, which is computed as follows:

\[
T_i^{\text{TFTP}}(\alpha) = C \sum_{j=1}^{i} (\alpha_j + \alpha_i (E_i + \lambda_i C)) + (i+1) \theta_c m + \theta_c p. \quad (3)
\]

- **Overall processing time** of the video encoder, denoted as \(T(\alpha)\), is defined as the processing time for the video encoder to process one video frame.

It has been rigorously proved [9] that for optimal processing of a divisible load it is necessary and sufficient that all the processors that are participating in the computation must stop computing at the same time instant. However, this is not true when solution-transfer-back phase is to be considered explicitly. In this case, to achieve the optimal processing time, the processors should stop computing one after another in such a manner that they could start their solution-transfer-back phase one after another. We will briefly explain this in later discussion. By equating the CFTP of processor \(p_{i+1}\) to the TFTP of processor \(p_i\), we obtain the following recursive equations:

\[
\alpha_{i+1} + \alpha_{i+1} E_{i+1} = \alpha_i E_i + \lambda_i C, \quad i = 1, 2, \ldots, m - 1, \quad (4)
\]

Note the communication and computation overheads are cancelled out when we equate CFTP to TFTP and thus do not appear in (4) explicitly. From (4) together with the normalization equation (1), we have \(m\) equations with \(m\) independent variables. The load partitions that minimize the processing time can be obtained by solving these recursive equations. The solutions of the recursive equations are shown below.

Rewriting (4), we have

\[
\alpha_i = \frac{E_{i+1} + C}{E_i + \lambda_i C} \times \alpha_{i+1} = \frac{M_i}{N_i} \times \alpha_{i+1}
\]

where

\[
M_i = E_{i+1} + C, \quad N_i = E_i + \lambda_i C.
\]

Thus

\[
\alpha_i = \frac{M_i}{N_i} \frac{M_{i+1}}{N_{i+1}} \cdots \frac{M_{m-1}}{N_{m-1}} \times \alpha_m = f_i \times \alpha_m \quad (5)
\]

where

\[
f_i = \prod_{k=1}^{i-1} \frac{M_k}{N_k}. \quad (6)
\]

Substituting (5) into the normalization equation, we obtain

\[
\alpha_m = \frac{L}{\sum_{i=1}^{m} f_i}. \quad (6)
\]

Thus, as shown above, the individual load partition \(\alpha_i\) is obtained by using (5) and (6). From Fig. 5, it is clear that the overall processing time of the parallel processing process is equivalent to the TFTP of processor \(p_m\). With the load partitions derived above, the TFTP of processor \(p_m\) is calculated as follows:

\[
T_m^{\text{TFTP}} = \sum_{i=1}^{m} (\alpha_i C + \theta_c m) + (\alpha_m E_m + \theta_c p) + (\lambda_m C + \theta_c m)
\]

where, \(\alpha_j\) are given by (5) and (6).

We now explain why we equate the CFTP of processor \(p_{i+1}\) to the TFTP of processor \(p_i\) to derive (4) for optimal processing time. Suppose we change the load partitions \((\alpha_1, \ldots, \alpha_p, \ldots, \alpha_q, \ldots, \alpha_m)\) derived using (5) and (6) to \((\alpha_1, \ldots, \alpha_p + \Delta, \ldots, \alpha_q - \Delta, \ldots, \alpha_m)\), where \(\Delta\) is a small positive value, it can be seen that the overall processing time will increase by \(\Delta (C + E_q + \lambda_q C - \lambda_q C)\). Similarly, suppose the load partitions derived above are changed to \((\alpha_1, \ldots, \alpha_p - \Delta, \ldots, \alpha_q + \Delta, \ldots, \alpha_m)\), then we observe that the overall processing time will increase by \(\Delta (E_q + \lambda_q C)\). Hence, any incremental change to the load partitions derived from the above equations lead to an increase in processing time. Thus, the load partitions computed by equating the CFTP of processor \(p_{i+1}\) to the TFTP of processor \(p_i\) are optimal for our problem where the single-installment load distribution strategy is used.
Obviously, the load partitions obtained by solving the recursive equations may not be integers. For our problem of parallelization of BMME process, the video frames must be partitioned and assigned to the processors in terms of integer number of data units, i.e., one row of the blocks. To restrict the non-integer load partitions derived above to integer values, an integer approximation algorithm proposed for the single-installment strategy in [2] is used.

IV. IMPLEMENTATION STRATEGIES

The motion vectors obtained in the video encoder are of half-pel precision. To obtain the half-pel motion vectors, the entire BMME process is divided into two steps; the full-pel motion estimation (FPME) to get full-pel motion vectors and the half-pel motion estimation (HPME) to refine the full-pel motion vector to half-pel precision. Generally, the HPME is performed on the previous reconstructed frame. However, the FPME can be done either on the previous reconstructed frame or on the previous original frame [7]. This leads to our two implementation strategies of the video encoder. They are

**Strategy I**: both FPME and HPME are performed on previous reconstructed frame;

**Strategy II**: FPME is performed on previous original frame and HPME is performed on the previous reconstructed frame.

Below, we will give a more detailed discussion on these two implementation strategies.

A. Analysis of Strategy I

In this strategy, all algorithms except the BMME are carried out by BCU. Fig. 6 shows the timing diagram of the video encoder when three processors are used. We see the overall processing time of the encoder is the sum of $t_1$ and $t_2$, where $t_1$ is the execution time for the preprocessing phase\(^1\) and $t_2$ the processing time for the parallel motion estimation process. $t_1$ can be computed by multiplying the processing speed of BCU with the number of data units processed by it. The processing speed of BCU can be measured and is observed to be a more-or-less constant value. The number of data units processed by BCU equals to the total number of the rows of the blocks in a video frame, which is a constant value. Thus, $t_1$ is more-or-less constant. It is the $t_2$ that varies with the amount of the data assigned to the individual processors. Thus, to minimize the overall processing time ($t_1 + t_2$), focus is on minimizing $t_2$ by adjusting the amount of the data assigned to the processors.

The load partitioning process using the strip-wise load partitioning/balancing scheme is shown in Fig. 7, in which $m$ is the number of processors (excluding BCU) used in the parallel system. The directed flow graph of the load distribution process is illustrated by Fig. 8. The weight of communication node $i$ is given by $(2\alpha_k + 2)C + \theta_{cm}$, where $\alpha_k$ is the number of data units assigned to processor $p_i$; $C$ is the processing time needed

\(^1\)In Strategy I, preprocessing phase is defined as the processing before the load distribution process by BCU.
for transferring one data unit over the network; \( \theta_{cm} \) is the communication overhead. As explained in Section II, we assign the additional data that is required by processor \( p_k \) to conduct the BMME process at the initial communication phase. The second “2” in the weight means that, besides the \( \alpha_k \) number of rows of blocks in both the current and reference frames, two additional rows of blocks above and below the strip should be assigned to processor \( p_k \) as well. The weights of the communication nodes \( 1 \) and \( m \) are slightly different from others. As shown by Fig. 7, since there is no block above the first strip assigned to processors \( p_1 \) and no block below the last strip assigned to processor \( p_m \), the search areas required for the BMME process of the first and last rows of blocks in current frame are obtained simply by extending the reference frame. Thus, only one additional row of blocks needs to be transmitted to processors 1 and \( m \) at the initial communication phase, as is demonstrated by the “1” instead of “2” in the weights of the communication nodes 1 and \( m \). The weight of computation node \( i \) is given by \( \alpha_i E_i + \theta_{cp} \) and the weight of solution-transfer-back node \( i \) is given by \( \lambda_i \alpha_i C + \theta_{cm} \), both of which have been explained in Section III.

From Fig. 8, by equating the CFTP of processor \( p_{i+1} \) to the TFTP of processor \( p_i \), we obtain

\[
(2\alpha_{i+1} + 2)C + \theta_{cm} + \alpha_{i+1}E_{i+1} + \theta_{cp} = \alpha_i E_i + \theta_{cp} + \lambda_i \alpha_i C + \theta_{cm}, \quad i = 1, 2, \ldots, m - 2 \quad (7)
\]

\[
(2\alpha_m + 1)C + \theta_{cm} + \alpha_m E_m + \theta_{cp} = \alpha_{m-1} E_{m-1} + \theta_{cp} + \lambda_{m-1} \alpha_{m-1} C + \theta_{cm} \quad (8)
\]

Again, together with the normalization equation, we have \( m \) equations with \( m \) independent variables. The load partitions can be obtained by solving these \( m \) recursive equations, as in Section III.

B. Analysis of Strategy II

From implementation perspective, Strategy I is simple and straightforward to implement. This is in fact an advantage of Strategy I. However, because of the strong data dependency between the preprocessing phase and the motion estimation phase, processors are not allowed to start the motion estimation process until BCU finishes its preprocessing and distributes the previous reconstructed frame to them. Similarly, BCU must wait for the processors to transfer back the motion vectors for subsequent processing. Obviously, such data dependency result in idle time for both BCU and processors, wasting the available CPU time. Strategy II is proposed to circumvent this problem.

In this strategy, the entire BMME is split into two steps, i.e., the FPME which is done on the previous original frame and the HPME which is conducted on the previous reconstructed frame. Fig. 9 shows the timing diagram of the video encoder using Strategy II when a fast BMME algorithm is used, where three processors are used. With this strategy, the data dependency between the part of preprocessing phase to obtain the previous reconstructed frame and the FPME that is done on the previous original frame is completely eliminated. After the previous original frame is partitioned and distributed to the processors, the preprocessing by BCU to obtain the previous reconstructed frame and the FPME by processors to obtain the full-pel motion vectors may be carried out concurrently. As such, not only the data parallelism inherent in the BMME process but also the parallelism between the preprocessing phase and FPME phase are exploited. It can be predicted that Strategy II will gain some advantages over Strategy I. It should be however carefully noted that the dependency between the preprocessing phase and the HPME that is performed on the previous reconstructed frame still exists. The time periods from \( t_1 \) to \( t_7 \) in Fig. 9 are defined as follows:

- \( t_1 \) time for BCU to load the current original frame and partition the previous and current original frames;
- \( t_2 \) time for BCU to distribute the previous and current original frames;
- \( t_3 \) time for BCU to carry out the algorithms including DWT, SPIHT, SPIHT, IDWT, MC, and partitioning of the previous reconstructed frame;
- \( t_4 \) time for BCU to distribute the previous reconstructed frame;
- \( t_5 \) time for BCU to encode the motion vectors using VLC;
- \( t_6 \) time for processors to carry out the FPME;
- \( t_7 \) time for processors to carry out the HPME.

1) Analysis of Strategy II When a Fast BMME Algorithm is Used: As shown by Fig. 9, when a fast BMME algorithm is used, the overall processing time of the video encoder is given by \( (t_1 + t_2 + t_3 + t_7) \). Again, since the time periods \( t_1, t_2, \) and \( t_3 \) for preprocessing phases are more or less constant, we attempt to minimize \( t_2 \) for HPME by adjusting amount of the data assigned to the individual processors.

The load partitioning process is illustrated by Fig. 10 and the directed flow graph of the load distribution process is shown in Fig. 11. The weight of the communication node \( i \) is given by \( (\alpha_{i+2} + 2) \) instead of \( (2\alpha_{i+2}) \) as in Fig. 8. The reason is that we do not need to transfer the current original frame since it has already been partitioned and assigned to the processors in FPME. The weights of computation and solution-transfer-back nodes are no different from those in Fig. 8.

From Fig. 11, by equating the CFTP of processor \( p_{i+1} \) to the TFTP of processor \( p_i \), we obtain

\[
\alpha_i E_i + \theta_{cp} + \lambda_i \alpha_i C + \theta_{cm} = (\alpha_{i+1} + 2)C + \theta_{cm} + \alpha_{i+1} E_{i+1} + \theta_{cp} \quad \quad (9)
\]

\[
i = 1, 2, \ldots, m - 2
\]
and for processing phases are to the CFTP of processor HPME varies with the amount may be violated and the , we obtain recursive equations.

In that case, the optimal solution can be obtained if all the processors in FPME are needed for the HPME by the same processor and thus need not to be transferred back to BCU upon the completion of the FPME. The weights of the communication, computation nodes are the same as in Strategy I. The notable difference is that no solution-transfer-back node is in Fig. 14. The reason is that the full-pel motion vectors obtained in the processors in FPME are developed under Microsoft Visual C++ version 6, in which each

Fig. 9. Timing diagram of video encoder when a fast BMME algorithm is used for Strategy II.

Fig. 10. Load partitioning process when a fast BMME algorithm is used for Strategy II.

\[
\alpha_{m-1}E_{m-1} + \theta_{cp} + \lambda_{m-1} \alpha_{m-1} C + \theta_{cm} = (\alpha_{m} + 1)C + \theta_{cm} + \alpha_m E_m + \theta_{cp}. \tag{10}
\]

Similar to the Strategy I, the load partitions can be obtained by solving these recursive equations.

2) Analysis of Strategy II When a High-Complexity BMME Algorithm Is Used: The above analysis is based on two assumptions, they are, \((t_2 + t_3 > t_6)\) and \((t_4 + t_5 < t_7)\), under which the overall processing time of the video encoder is given by \((t_1 + t_2 + t_3 + t_7)\) where \(t_1, t_2, t_3\) for precessing phases are more-or-less constant and \(t_7\) for HPME varies with the amount of data assigned to the processors.

Both the above two assumptions are true if a fast BMME is used. However, if a very computation-intensive motion estimation algorithm such as the full-search block matching algorithm is used, the assumption \((t_2 + t_3 > t_6)\) may be violated and the overall processing time becomes \((t_1 + t_6 + t_7)\). In that case, minimizing \(t_6\) is a better solution to minimize the overall processing time of the video encoder since, generally, \(t_6\) for FPME is much greater than \(t_7\) for HPME. Therefore, to achieve a better performance, we should reschedule the data among processors when a complex BMME algorithm is to be used.

Fig. 12 shows the timing diagram of the video encoder when a very time-consuming BMME algorithm is used. The load partitioning process is illustrated by Fig. 13, in which both the previous and current original frames are partitioned. Fig. 14 shows the directed flow graph of the load distribution process for this case. The weights of the communication, computation nodes are the same as in Strategy I. The notable difference is that no solution-transfer-back node is in Fig. 14. The reason is that the full-pel motion vectors obtained in the processors in FPME are needed for the HPME by the same processor and thus need not to be transferred back to BCU upon the completion of the FPME. In this case, the optimal solution can be obtained if all the processors involved in the parallel processing will stop their computing at the same time instant.

From the directed flow graph, by equating the CFTP of processor \(p_{i+1}\) to the CFTP of processor \(p_i\), we obtain

\[
\alpha_i E_i + \theta_{cp} = (2\alpha_{i+1} + 2)C + \theta_{cm} + \alpha_{i+1} E_{i+1} + \theta_{cp}, \tag{11}
\]

\[
\alpha_{m-1}E_{m-1} + \theta_{cp} = (2\alpha_m + 1)C + \theta_{cm} + \alpha_m E_m + \theta_{cp}. \tag{12}
\]

Thus, together with the normalization equation, the load partitions can be obtained by solving \(m\) recursive equations.

V. PERFORMANCE EVALUATION

In this section, we simulate the parallel video encoder on a PII350 MHz/128iRAM computer using the proposed strategies. Obviously, we have homogeneous machines in our implementation, i.e., \(E_i = E \forall i = 1, \ldots, m\). All the program modules are developed under Microsoft Visual C++ version 6, in which each
shared memory techniques. The output bit streams are written to the disk and could be decoded and displayed for visual inspection and comparison.

To demonstrate the advantages of the proposed strategies, it would be best if an actual implementation of the strategies on a real parallel video encoding system could be carried out. However, since our main objective is focused on illustrating how the DLT could be applied to parallelize the video encoding process, how the data parallelism inherent in a video encoder can be fully exploited and how the execution time and the associated overheads caused in the parallel processing process can be analytically quantified and minimized, we decided to go for a realistic simulation experiments with real-life values of the components to track the behavior of the strategies. We feel that it is beyond the scope of the current paper to carry out the actual implementation. The strategies proposed in this paper give us a theoretical
insight on how to quantify and minimize the overall processing time of a parallel system.

In our implementation, the tempete.cif (288 × 352 pixels) video sequence is used. We define six continuous frames a group of pictures (GOP). The first frame of a GOP is intracoded as I-frame and all five succeeding frames are intercoded from the preceding frame as P-frames. Each P-frame is encoded at 32 kbits and each I-frame is encoded at 96 kbits. BMME is performed on the 16 × 16 luminance blocks. The sum of absolute difference (SAD) is used as the distortion measure. The full search range is up to 15 pixels in all four directions from the center of the block. The motion vectors for the luminance blocks are divided by two, rounded to the nearest integers, and then taken as the motion vectors for the chrominance blocks.

A. Combinations of the Schemes Implemented in This Paper

The computational complexity of the BMME algorithms varies largely from algorithm to algorithm. To examine the impact of the complexity of the motion estimation algorithm on the performance of the video encoder, two representative BMME algorithms are implemented using each strategy. They are: 1) full-search block matching algorithm (FBMA) [16], the most computation-intensive BMME algorithm and 2) new three step search (NTSS) [10], a fast BMME algorithm. Thus, totally four combinations are implemented in this paper, which are listed as follows.

1) Strategy I with NTSS, referred to as NTSS-I.
2) Strategy I with FBMA, referred to as FBMA-I.
3) Strategy II with NTSS, referred to as NTSS-II.
4) Strategy II with FBMA, referred to as FBMA-II.

B. Determination of the Parameters

To solve the \( \eta \) recursive equations, we must provide the parameters \( E_{i} \), \( C \), \( \theta_{cp} \), \( \theta_{cm} \), \( m \), \( L \), and \( \lambda_{I} \). And, since the entire video encoding process involves several processing phases such as HPME, FPME, preprocessing, VLC of the motion vectors, etc., we need to capture the execution time of each of these phases. Thus, before implementing the four combinations, those parameters that are required for either solving the recursive equations or calculating the processing time of each of the processing phases should be first quantified.

Note in our implementation, the video sequence is of CIF format (288 × 352 pixels) and each video frame is divided into 18 × 22 number of 16 × 16 blocks. As explained in Section III, we consider the size of the granularity (data unit), the minimum size of the data that can be assigned to the processor, as one row of blocks, i.e., 22 blocks. Thus, \( L \) equals to 18, which is the total number of rows of blocks in a video frame (288/16). Because each 16 × 16 luminance block will generate one 3-byte motion vector, \( \lambda_{I} \) equals to \( 3/(256 \times 4) \). That is, the solutions obtained in the processor \( p_{I} \) that need to be transferred back to BCU only amount for \( (\lambda_{I} \times 100) \) percent of the data \( \alpha_{I} \) assigned to it. The luminance component of a pixel is stored in one 4-byte float type variable and one motion vector is stored in a 3-byte structure in our C++ code.

The computation overhead \( \theta_{cp} \) and communication overhead \( \theta_{cm} \) are difficult to track in real systems. In our simulation on a single-processor environment, due to following reasons, we set these two overheads to zero, i.e., \( \theta_{cp} = \theta_{cm} = 0 \). Communication and computation overheads mainly comprise of the extra time used for system switching, hardware initialization and software startup. The amount of this extra time remains independent of the data size and is more or less constant per any computation or communication task [14], [21]. For some parallel systems where the latency caused by the overheads is comparable with the computation latency or the communication latency, the overheads may become a critical issue. In that case, the overheads may consume much processing time and dominate the parallel processing and must be carefully considered. For the problem studied in this paper, where one row of the MBs is treated as a basic unit and a 5-PII 350-MHz/128-GB processor bus network is used as the building platform, the time for communication and computation overheads are negligible when compared to the actual computation and communication time. That is, the processing time for the processor to process a basic unit and the processing time for BCU to transmit a data unit over the bus network will be much larger than the communication and computation overheads. Thus, setting the two overheads to zero does not influence the load partitioning/balancing process and the overall processing time. Furthermore, as will be discussed later, since the extra time caused by overheads is implicitly considered as a part of speed parameters when they are measured, above assumption of the two overheads being zero remains valid.

The speed parameter \( E \) is dependent on the processor, algorithm, and the size of the granularity. Given the processor, algorithms and the size of the granularity in our experiments, the measured values of \( E \) will be given below. The speed parameters that are required for our implementations are defined as follows.

**Speed parameters for Strategy I:**

\[
E_{ME} \quad \text{time for processor to carry out the BMME with one data unit;}
\]
\[
E_{min} \quad \text{time for BCU to carry out the preprocessing with one data unit;}
\]

**Speed parameters for Strategy II:**

\[
E_{minI} \quad \text{time for BCU to carry out the algorithms including DWT, SPIHT, IDWT, SPIHT, MC, and partitioning of previous reconstructed frame with one data unit;}
\]
Now we shall describe the methodology adopted to measure the speed parameter $E$. In our program, the function \( \text{clock()} \), which is defined in Microsoft Visual C++ version 6 run-time library, is used to measure the processing time. The return value of \( \text{clock()} \) is the elapsed wall-clock time since the start of the process (elapsed time in seconds times CLOCKS_PER_SEC, where CLOCKS_PER_SEC is the operating frequency of the processor), which tells how much time the calling process has used. It takes into account whatever time the OS was used including the extra time for communication and computation overheads. Partly due to this reason, it is reasonable to set the computation and communication overheads to zero in the simulations. We encode the first 50 frames of \( \text{tempete} \). The processing times for each of the frames are measured and then averaged. The average values are treated as the final results. Note the processing times for the I-frames are excluded from the computation of the final results.

In practice, the communication speed will be faster than computation speed in a small bus network. In our experiments, with \( m = 5 \), the time to transfer the partitioned data to the processors and the time to collect the motion vectors are calculated using an observed value of \( C \) as 5 ms/data unit. The determination of \( C \) is based on the experiment conducted in [20], in which an image processing application for large images is implemented on a real 10/100 Mb-Tx high-speed Ethernet network. To measure the communication speed, the entire image is transmitted over the network repeatedly for certain number of times. The average value is then computed to represent the communication speed \( C \). In reality, the communication speed of a bus network varies over time. However, since the communication delays or the channel bandwidth of a small and dedicated bus network remains more-or-less constant in a practical system [14], [21], it is appropriate to represent the communication speed using a single average value, as done in our simulation.

The measured speed parameters for Strategy I are given as follows. \( E_{\text{mainI}} \) equals to 115 ms/data unit, \( E_{\text{ME}} \) for NTSS is 64 ms/data unit and for FBMA is 1538 ms/data unit. The measured speed parameters for Strategy II are tabulated in Table I, in which all the parameters are measured in ms/data unit.

As above, in our experiments, speed parameters are represented by the average values of the measured processing times of 50 continuous frames under the assumption that the speed parameters remains constant during the entire parallel processing. In reality, the speed parameters like \( E_{\text{mainI}}, E_{\text{ME}} \), etc., vary from frame to frame and slice to slice. Table II lists the measured processing times for BCU and five processors to process their computation load for each of the 50 frames (excluding the first I frame) encoded in NTSS-I; the number of data units assigned to 5 processors are 6, 4, 3, 3, 2, respectively.

### Table I

<table>
<thead>
<tr>
<th>Frame</th>
<th>Type</th>
<th>BCU</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( p_4 )</th>
<th>( p_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>P</td>
<td>2140</td>
<td>390</td>
<td>220</td>
<td>160</td>
<td>220</td>
<td>110</td>
</tr>
<tr>
<td>2</td>
<td>P</td>
<td>2040</td>
<td>380</td>
<td>220</td>
<td>160</td>
<td>220</td>
<td>110</td>
</tr>
<tr>
<td>3</td>
<td>P</td>
<td>1980</td>
<td>390</td>
<td>270</td>
<td>220</td>
<td>160</td>
<td>170</td>
</tr>
<tr>
<td>4</td>
<td>P</td>
<td>1920</td>
<td>390</td>
<td>270</td>
<td>170</td>
<td>160</td>
<td>170</td>
</tr>
<tr>
<td>5</td>
<td>P</td>
<td>1920</td>
<td>380</td>
<td>280</td>
<td>160</td>
<td>220</td>
<td>110</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>45</td>
<td>P</td>
<td>2260</td>
<td>380</td>
<td>220</td>
<td>160</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>P</td>
<td>1980</td>
<td>440</td>
<td>270</td>
<td>170</td>
<td>220</td>
<td>110</td>
</tr>
<tr>
<td>47</td>
<td>P</td>
<td>2030</td>
<td>380</td>
<td>280</td>
<td>160</td>
<td>220</td>
<td>110</td>
</tr>
<tr>
<td>48</td>
<td>I</td>
<td>1980</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>P</td>
<td>2310</td>
<td>430</td>
<td>280</td>
<td>160</td>
<td>220</td>
<td>110</td>
</tr>
<tr>
<td>50</td>
<td>P</td>
<td>2530</td>
<td>380</td>
<td>280</td>
<td>270</td>
<td>220</td>
<td>110</td>
</tr>
</tbody>
</table>

### Table II

The processing times of the five processors equal to zero denote the intracoded I-frames. When computing the speed parameters, the processing times for I-frames are excluded.

From Table II, we see the processing times for the processor to process the same amount of computation load do vary over time. However, the variation is small. For BCU, the ratio between standard deviation of the processing times and its average processing time is 0.07; for processor \( p_1 \), this value is also 0.07; for processor \( p_5 \), the value is 0.21. Since all the MBs use the same motion search strategy in our algorithm, the complexity and processing time demand of each MB remains close to each other. Thus, for the uniform system that is simulated in this paper, it will be appropriate to use the average speed parameter, which is measured in advance, to partition all the frames. Further, since the main objective of the paper is focused on designing theoretical or analytical methods to quantify and minimize the processing time and all associated overheads caused in the parallel processing process, accurate updating of the speed parameters according to past statistics is not very necessary.

### C. Experimental Results

Up to now, we have clarified the methodologies and technical details that are required for parallel implementation of a video encoder. It is the time for us to put those ideas into realization. Below, we will describe in detail the implementations of the four combinations, referred to as NTSS-I, FBMA-I, NTSS-II, FBMA-II, respectively. The performance of the video encoders is evaluated using the metrics speedup and performance gain, which are defined as follows. Let us refer to the overall processing time of the conventional video encoder implemented on a single processor as \( t_{\text{CON}} \) and, the overall processing of the parallel video encoder implemented on a bus net-
work as $t_{\text{par}}$. The speedup is defined as the ratio of $t_{\text{con}}$ over $t_{\text{par}}$, i.e., speedup = $t_{\text{con}}/t_{\text{par}}$. The performance gain is defined as the ratio of $(t_{\text{con}} - t_{\text{par}})$ over $t_{\text{con}}$, i.e., performance gain = $(t_{\text{con}} - t_{\text{par}})/t_{\text{con}}$.

As follows, we present the experimental studies conducted in this paper to illustrate the parallel video encoding process using proposed strategies. The performance of the parallel video encoder is evaluated using the speedup and performance gain based on the experimental results.

1) NTSS-I: Substituting the processing speed $E_{\text{ME}}$ for NTSS and $C$, $m$, $L$, $\theta_{\text{cm}}$, and $\theta_{\text{cp}}$ that are given before into (7) and (8) and the normalization equation, by solving which we obtain $(\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5) = (5.02, 4.20, 3.49, 2.87, 2.41)$. After integer approximation, we have $(\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5) = (6, 4, 3, 3, 2)$.

Now, since we have the parameters $E_{\text{E}}$, $C$, $\theta_{\text{cp}}, \theta_{\text{cm}}$, and the load partitions $\alpha_k$, the processing time for distributed motion estimation (DME) by each processor can be calculated using the definitions of $T_{k}^{\text{CTF}}(\alpha)$, $T_{k}^{\text{CTF}}(\alpha)$, and $T_{k}(\alpha)$, as defined in Section III. The the preprocessing time $t_1$ can be computed by multiplying the processing speed $E_{\text{main}}$ and the number of data units processed by BCU, i.e., $L$.

Table III shows the calculated (theoretical) processing times for each processor to process its DME data. Note that, after the integer load approximation, the processors may not stop computing exactly one after another. We select the maximum finish time of the processor as the processing time for the entire DME process. From Table III, we see processor $p_1$ takes the longest time and thus, $t_2$ equals to 449 ms. $t_3$ is the product of $E_{\text{main}}$ and $L$, i.e., $t_3 = E_{\text{main}} \times L = 115 \times 18 = 2070$ ms. Thus, the theoretical overall processing time of the video encoder using DME is given by $(t_1 + t_2 = 2519)$ ms. Without DME, the overall processing time is given by $(E_{\text{main}} + E_{\text{ME}}) \times L = (115+64) \times 18 = 3222$ ms. Thus, a speedup of 1.28 and a 21.8% performance gain on the overall processing time is achieved by scheduling the BMME data on a bus network.

Table IV shows the measured DME processing times obtained in our experimental study, where we see the measured overall processing time for DME process is 452 ms. The measured processing time $t_1$ for preprocessing phase is 2067 ms. Thus, the actual overall processing time can be computed as $(t_1 + t_2 = 2067 + 452) = 2519$ ms, which happens to be equal to the theoretical overall processing time. Table V summarizes
the above comparison between theoretical and measured results for NTSS-I. As explained in Section V-B, in our simulation, the communication times are computed using an observed communication speed. Thus, the measured communication times in Table IV are exactly the same as the theoretical communication times in Table III.

2) FBMA-I: Similar to NTSS-I, using the processing speed $E_{ME}$ for FBMA as given before, we obtain

$$\frac{t_2}{t_1} = \frac{(a_1, a_2, a_3, a_4, a_5)}{(3.65391, 3.62900, 3.59922, 3.50953, 3.54322)}.$$  

After integer load approximation, we have

$$\frac{t_2}{t_1} = (4, 3, 4, 3).$$

The theoretical DME processing times are shown in Table VI, where we see $t_2$ equals to 6337 ms. The theoretical preprocessing time is the same as that in NTSS-I, i.e., $t_1 = 2070$ ms. Thus, the theoretical overall processing time is given by $(t_1 + t_2) = 8407$ ms. Without DME, the theoretical overall processing time of the video encoder is given by $(E_{main} + E_{MV}) \times L = (115 + 1538) \times 18 = 29754$ ms. Thus, a speedup of 3.54, a 71.7% performance gain on the overall processing time of the video encoder, is achieved. Table VII shows measured DME computation times obtained in this experiment (the DME communication times are computed using the observed communication speed and are the same as those shown in Table VI). The measured preprocessing time $t_3$ equals to 2067 ms. Similar to NTSS-I, the actual overall processing time can be computed as 8421 ms. Again, the experimental results show a close match with the theoretical results. Table VIII summarizes the above comparison.

3) NTSS-II: Substituting processing speed $E_{MP}$ as given in Table I and $C$, $\theta_m$, $\theta_p$, $m$, $L$ into (9), (10) and the normalization expression by solving which we obtain

$$\frac{t_1}{t_1} = \frac{(a_1, a_2, a_3, a_4, a_5)}{(5.5963, 4.4119, 3.4121, 2.5680, 2.0117)},$$

After integer load approximation, we have

$$\frac{t_1}{t_1} = (6, 5, 3, 2, 2).$$

The theoretical processing times of HPME and FPME under the above load partitions are shown in Tables IX and X, respectively, from where we can see $t_2$ equals to 205 ms and $t_6$ equals to 325 ms.

The respective processing times from $t_1$ to $t_5$ indicated in Fig. 9 are calculated as follows:

$$t_1 = E_{LP} \times L = 10 \times 18 = 180 \text{ ms};$$

$$t_2 = C \times (2L + 2m - 2) = 5 \times (2 \times 18 + 2 \times 5 - 2) = 220 \text{ ms};$$

$$t_3 = E_{MP} \times L = 115 \times 18 = 2070 \text{ ms};$$

$$t_4 = C \times (L + 2m - 2) = 5 \times (18 + 2 \times 5 - 2) = 130 \text{ ms};$$

$$t_5 = E_{MV} \times L = 0.14 \times 18 = 2.52 \text{ ms}.$$  

Thus, the theoretical overall processing time of video encoder using DME is given by

$$t_7 = (t_1 + t_2 + t_3 + t_4 + t_5) = 2675 \text{ ms}.$$  

Without DME, the theoretical overall processing time equals to

$$(E_{min} + E_{full} + E_{half} + E_{MV}) \times L = (115 + 40 + 27 + 0.14) \times 18 = 3279 \text{ ms}.$$  

Thus, a speedup of 1.23 and a 18.4% performance gain on the overall processing time of the video encoder is achieved. Tables XI and XII show the measured computation times of HPME and FPME processes obtained in the experiment. The measured values of $t_1$, $t_2$ and $t_3$ are 183 ms, 2130 ms and 2.5 ms, respectively. Similar to NTSS-I, the actual overall processing time can now be computed as

$$(t_1 + t_2 + t_3 + t_4) = 2744 \text{ ms}.$$  

Again, the experimental results demonstrate a good match with the theoretical results. Table XIII summarizes the above results.

4) FBMA-II: Substituting processing speed $E_{full}$ for FBMA as given in Table I and $C$, $\theta_m$, $\theta_p$, $m$, $L$ into (11) and (12) and the normalization equation, by solving which we obtain

$$\frac{t_1}{t_1} = \frac{(a_1, a_2, a_3, a_4, a_5)}{(3.6576, 3.6283, 3.5992, 3.5703, 3.5447)},$$

After integer load approximation, we have

$$\frac{t_1}{t_1} = (4, 4, 4, 3).$$

The theoretical processing times of HPME and FPME under the above load partitions are shown in Tables XIV and XV, respectively, where we see $t_6$ equals to 6509 ms and $t_7$ equals to 218 ms. Theoretical processing times from $t_1$ to $t_5$ for preprocessing phase are calculated the same as in NTSS-II. Thus, the theoretical overall processing time of the video encoder using DME is given by

$$(t_2 + t_3 + t_4 + t_7) = 6907 \text{ ms}.$$  

Without DME, the theoretical overall processing time is

$$(E_{main} + E_{full} + E_{half} + E_{MV}) \times L = (115 + 1581 + 27 + 0.14) \times 18 = 31,016 \text{ ms}.$$  

Thus, a speedup of 4.49 and a performance gain of 77.8% on the overall processing time is achieved.

<table>
<thead>
<tr>
<th>TABLE XIII</th>
<th>COMPARISON BETWEEN THEORETICAL AND MEASURED RESULTS FOR NTSS-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_1$</td>
</tr>
<tr>
<td>Theoretical (ms)</td>
<td>180</td>
</tr>
<tr>
<td>Measured (ms)</td>
<td>183</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE XIV</th>
<th>THEORETICAL PROCESSING TIMES OF FPME FOR FBMA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_1$</td>
</tr>
<tr>
<td>Communication Time (ms)</td>
<td>45</td>
</tr>
<tr>
<td>Computation Time (ms)</td>
<td>6324</td>
</tr>
<tr>
<td>Finish Time (ms)</td>
<td>6369</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE XV</th>
<th>THEORETICAL PROCESSING TIMES OF HPME FOR FBMA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_1$</td>
</tr>
<tr>
<td>Communication Time (ms)</td>
<td>25</td>
</tr>
<tr>
<td>Computation Time (ms)</td>
<td>108</td>
</tr>
<tr>
<td>Transfer-back Time</td>
<td>0.06</td>
</tr>
<tr>
<td>Finish Time (ms)</td>
<td>133</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE XVI</th>
<th>MEASURED COMPUTATION TIMES OF FPME FOR FBMA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_1$</td>
</tr>
<tr>
<td>Computation Time (ms)</td>
<td>6149</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE XVII</th>
<th>MEASURED COMPUTATION TIMES OF HPME FOR FBMA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_1$</td>
</tr>
<tr>
<td>Computation Time (ms)</td>
<td>97</td>
</tr>
</tbody>
</table>
Tables XVI and XVII show the measured computation times of the FPME and HPME processes. The measured values of $t_1$, $t_3$ and $t_5$ are 186, 2019, and 4 ms, respectively. Similar to NTSS-I, the actual overall processing time can be computed as $(t_1 + t_5 + t_7) = 6650$ ms. Again, we observe that the experimental results demonstrate a good match with the theoretical findings. Table XVIII summarizes the above results.

D. Discussions on the Results

Table XIX summarizes all the results obtained in our experiments. From the results obtained in four tests, we can see using the proposed load partitioning scheme and two implementation strategies, a significant performance improvement on the overall processing time of the video encoder is obtained. With only five processors used in our parallel implementation, the lowest performance gain on the processing time is 18.4% for Strategy I with NTSS and the highest is 77.8% for Strategy II with FBMA. The results reported in this paper provide considerable hope to implement these strategies for handling real time encoding, using divisible load paradigm.

Obviously, by increasing the number of the processors in FBMA-II, $t_6$ for FPME can be further reduced and thus contribute to the overall processing time $(t_1 + t_6 + t_7)$ of the video encoder. However, note that $(t_2 + t_3)$ is the lower bound to which $t_6$ could be decreased because any further reduction in $t_6$ below $(t_2 + t_3)$ will not contribute to the overall processing time $(t_1 + t_2 + t_3 + t_7)$. As stated in [2], [14], and [22], given a $m$-processor system, it may not be necessary that an optimal solution exist when one attempts to utilize all the $m$ processors. In the case of Strategy II, a more restrictive requirement on the maximum number of processors is posed. For the fast BMME algorithm, the optimal solution exists when $t_7$ for HPME is minimized. However, for the high-complexity BMME algorithm $(t_6 > t_2 + t_3)$, the optimal number of processors should guarantee that $t_6$ approximates to $(t_2 + t_3)$ so that the idle time for both BCU and processors is minimized.

As we know, we use a PII350 Hz/128 MB computer to do the simulation. In terms of the up-to-date computer technology, this processor is certainly slow. However, since our main objective is not to achieve a real-time video encoder but to design a theoretical or analytical method to quantify the execution time and associated overheads in any parallel video encoding system, the processor speed is not our serious consideration. Our concern is more on how to effectively partition and balance the computation load among the processors for any given parallel system no matter what are the communication and computation speeds. Thus, as long as there are certain communication latency and computation latency in the system, our algorithm can be applied to minimize the parallel processing.

When the computation latency is significantly greater than the communication latency, the load partitions by our scheme approximates to those by conventional equal-partitioning scheme. As we see from FBMA-I and FBMA-II, where the exhaustive full-search motion estimation algorithm is used, all the processors are assigned almost the same amount of data. However, from optimization point of view, our scheme certainly has the advantage over the simple partitioning scheme since it gives us a theoretical insight on how to quantify and minimize the processing time and associated overheads of any parallel system no matter what are the communication and computation delays. Furthermore, as we observed from our experiments, the DLT computation overhead is negligible especially when the number of processors involved is small.

VI. CONCLUSION

In this paper, we parallelize a video encoder on a bus network. Using DLT paradigm, a strip-wise load partitioning/balancing scheme, a load distribution strategy, and two implementation strategies are developed to exploit the available data parallelism inherent in the video encoding process.

The advantages of our strategies include the following. 1) With our approaches, the precise modeling and minimization of the execution time of each phase of the video encoding process becomes an easy task. The proposed strategies give us a theoretical insight on how to analytically quantify and minimize the overall processing time of a parallel video coding system. 2) Our strategies are easy to implement. No interprocessor communication is required in our implementations because we assign the additional data in the initial communication phase. This largely simplifies the complexity of our strategies. 3) The proposed strategies can be easily extended and applied to improve other parallel applications. Although a homogeneous platform is used in this paper, a heterogeneous platform where the processors’ speeds are different from each other are allowed. Furthermore, our strategies also allow different algorithms being used in processors. The data partitions that minimize the processing time can be obtained by solving the same set of recursive equations as that used in this paper. The only difference is on the measurement of the speed parameters.

The performance of the strategies is rigorously tested in our experimental studies. Four combinations of the schemes

### Table XVIII

<table>
<thead>
<tr>
<th></th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
<th>$t_7$</th>
<th>$t_{par}$</th>
<th>$t_{con}$</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical Results (ms)</td>
<td>180</td>
<td>220</td>
<td>2070</td>
<td>130</td>
<td>2.52</td>
<td>6599</td>
<td>218</td>
<td>6907</td>
<td>31016</td>
<td>4.49</td>
</tr>
<tr>
<td>Measured Results (ms)</td>
<td>186</td>
<td>220</td>
<td>2019</td>
<td>130</td>
<td>4.0</td>
<td>6255</td>
<td>215</td>
<td>6656</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

### Table XIX

<table>
<thead>
<tr>
<th></th>
<th>performance gain</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy I with NTSS</td>
<td>21.8%</td>
<td>1.28</td>
</tr>
<tr>
<td>Strategy I with FBMA</td>
<td>71.7%</td>
<td>3.54</td>
</tr>
<tr>
<td>Strategy II with NTSS</td>
<td>18.4%</td>
<td>1.23</td>
</tr>
<tr>
<td>Strategy II with FBMA</td>
<td>77.8%</td>
<td>4.49</td>
</tr>
</tbody>
</table>
referred to as NTSS-I, FBMA-I, NTSS-II, FBMA-II are implemented using each of the proposed strategies. The performance of our parallel video encoder is quantified using metrics speedup and performance gain. As presented in Section V, a significant performance gain on the overall processing time of the video encoder is obtained by using our strategies. The proposed strategies are shown to be effective in reducing the overall processing time of the video encoder and the DLT paradigm is shown to be an effective and viable solution to parallelizing the video encoder on a bus network.
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