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Abstract—The aim of this paper is to provide new techniques for computing a terminal cost and a local state-feedback control law that satisfy recently developed min-max MPC input-to-state stabilization conditions. Min-max MPC algorithms based on both quadratic and $l_\infty$-norms or $\infty$-norms costs are considered. Compared to existing approaches, the proposed techniques can be applied to linear systems affected simultaneously by time-varying parametric uncertainties and additive disturbances. The resulting MPC cost function is continuous, convex and bounded, which is desirable from an optimization point of view. Regarding computational complexity aspects, the developed techniques employ linear matrix inequalities (LMI) based design techniques for quadratic MPC costs and norm inequalities in the case of min-max MPC cost functions and, norm inequalities in the case of MPC cost functions defined using $l_1$-norms or $\infty$-norms. The effectiveness of the developed methods is illustrated for an active suspension application example.

Index Terms—Min-max, predictive control, stability.

I. INTRODUCTION

One of the practically relevant problems in control theory is the robust regulation towards a desired equilibrium of discrete-time systems affected, possibly simultaneously, by time-varying parametric uncertainties and additive disturbance inputs. In the case when hard constraints are imposed on state and input variables, the min-max model predictive control (MPC) methodology provides a reliable solution for tackling this control problem, see, for example, [1] for an overview. The research related to min-max MPC is focused on solving efficiently min-max MPC optimization problems on one hand, e.g., [2]–[4], and guaranteeing stability of the controlled system, on the other hand, e.g. [1], [5]–[7]. In this paper we are interested in stability issues and therefore, we focus our attention on results developed in this direction.

Most of the stability results obtained for perturbed discrete-time systems in closed-loop with min-max MPC controllers use a terminal cost and constraint set approach [1]. Although sufficient conditions that must be satisfied to guarantee stability of a min-max MPC closed-loop system are known [1], techniques to determine a suitable terminal cost and constraint set are non-trivial and of interest [4]–[8]. For linear systems affected only by parametric uncertainties, linear matrix inequalities (LMI) based design techniques were derived in [9], [3]. However, these LMI stabilization conditions are not guaranteeing robustness (in terms of input-to-state stability [10]) when additive disturbance inputs affect the system. Ultimate boundedness of linear systems affected only by additive disturbance inputs in closed-loop with min-max MPC was guaranteed in [8] by setting the terminal cost equal to zero for all states and using a discontinuous stage cost, which is equal to zero for all states in the terminal set.

In this paper we develop techniques for calculating both a non-zero terminal cost and a local state-feedback controller such that recently developed input-to-state stabilization conditions for min-max MPC [5]–[7] are satisfied. These techniques employ LMIs for quadratic MPC costs and norm inequalities for MPC costs defined using $l_1$-norms or $\infty$-norms. Compared to the above-mentioned existing approaches, the proposed methods for computing a terminal cost can be applied to systems affected by both parametric uncertainties and additive disturbances. One of their advantages, from an optimization point of view, is that the resulting MPC cost function is continuous, convex and bounded. The computational methods presented in this paper can be employed to ensure input-to-state practical stability [10], [6] for various feedback or open-loop min-max MPC schemes, such as the ones in [2]–[4], [8], [9], [11], [12].

The paper is organized as follows. Section II introduces some preliminaries, regarding the nomenclature, the class of systems and min-max MPC stability notions. The problem statement is presented in Section III, while the techniques for computing a terminal cost and a local state-feedback control law are presented in Section IV. An active suspension application example illustrates the developed theory in Section V. Conclusions are summarized in Section VI.

II. PRELIMINARIES

A. Nomenclature and basic definitions

Let $\mathbb{R}$, $\mathbb{R}_+$, $\mathbb{Z}$ and $\mathbb{Z}_+$ denote the field of real numbers, the set of non-negative reals, the set of integers and the set of non-negative integers, respectively. We use the notation $\mathbb{Z}_{\geq c}$ to denote the set $\{k \in \mathbb{Z}_+ \mid k \geq c\}$ for some $c \in \mathbb{Z}_+$, and $\mathbb{Z}^N$ to denote the $N$-times Cartesian product $\mathbb{Z} \times \ldots \times \mathbb{Z}$, for some $N \in \mathbb{Z}_{\geq 1}$. A polyhedron (or a polyhedral set) is a set obtained as the intersection of a finite number of open and/or closed half-spaces. A function $\sigma: \mathbb{R}_+ \rightarrow \mathbb{R}_+$ belongs to class $\mathcal{K}$ ($\sigma \in \mathcal{K}$) if it is continuous, strictly increasing and $\sigma(0) = 0$. 
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The Hölder $p$-norm of a vector $x \in \mathbb{R}^n$ is defined as:
\[
\|x\|_p := \left(\sum_{i=1}^{n} |x_i|^p \right)^{1/p}, \quad p \in \mathbb{Z}[1,\infty],
\]
where $x_i$, $i = 1, \ldots, n$ is the $i$-th component of $x$. For a matrix $Z \in \mathbb{R}^{m \times n}$ we define $\|Z\|_p := \sup_{x \neq 0} \frac{\|Zx\|_p}{\|x\|_p}$, $p \in \mathbb{Z}_{\geq 1}$, as the induced matrix norm. It is known that $\|Z\|_1 = \max_{1 \leq i \leq m} \sum_{j=1}^{n} |Z_{ij}|$, where $Z_{ij}$ is the $ij$-th entry of $Z$. For a matrix $Z \in \mathbb{R}^{m \times n}$ with full-column rank, $Z^{-L} := (Z^TZ)^{-1}Z^T$ denotes its left Moore-Penrose inverse, which satisfies $Z^{-L}Z = I_n$. For a positive definite matrix $Z$, $Z^2$ denotes its Cholesky factor, which satisfies $(Z^2)^T Z^2 = Z^2 Z^T = Z$ and, $\lambda_{\min}(Z)$ and $\lambda_{\max}(Z)$ denote the smallest and the largest eigenvalue of $Z$, respectively.

**B. Input-to-state stabilization conditions for min-max MPC**

In this paper we consider the class of constrained discrete-time linear systems affected, possibly simultaneously, by parametric uncertainties and additive disturbance inputs, i.e.
\[
x_{k+1} = A(w_k)x_k + B(w_k)u_k + E(w_k)v_k, \quad k \in \mathbb{Z}_+,
\]
where $x_k \in \mathcal{X} \subseteq \mathbb{R}^n$ is the state, $u_k \in \mathcal{U} \subseteq \mathbb{R}^m$ is the control action, $w_k \in \mathcal{W} \subseteq \mathbb{R}^p$ is an unknown time-variant parametric uncertainty and $v_k \in \mathcal{V} \subseteq \mathbb{R}^d$ is an unknown time-variying additive disturbance input. The sets $\mathcal{X}$ and $\mathcal{U}$ are assumed to be compact and to contain the origin in their interior, while $\mathcal{W}$ and $\mathcal{V}$ are assumed to be compact polyhedral sets. Here, $A(w) \in \mathbb{R}^{n \times n}$, $B(w) \in \mathbb{R}^{n \times m}$ and $E(w) \in \mathbb{R}^{n \times d}$ are assumed to be affine functions of $w \in \mathcal{W}$.

Next, we consider the case when feedback min-max MPC [1], [8], [9], [13] is employed to calculate the control action $u_k$, $k \in \mathbb{Z}_+$, in (1) and we briefly present the corresponding optimization problem setup. For a fixed $N \in \mathbb{Z}_+\setminus\{0\}$ let $\mathcal{W}_N := \{w(0,M)\}_{M=0}^N$ and $\mathcal{V}_N := \{v(0,M)\}_{M=0}^N$ denote all possible future disturbance sequences realizations, where $M \in \mathcal{M}$ ($\mathcal{M}$ has infinite dimension) indexes the realizations. We define an input scenario at time $k \in \mathbb{Z}_+$ and for given state $x_k$ as a map $\pi : \mathcal{M} \to \mathcal{U}^N$ that assigns to each index $M \in \mathcal{M}$ a sequence of control laws, i.e. $\pi(M) := u^{M} := (u_{0:k}^{M}, \ldots, u_{M-1:k}^{M}) \in \mathcal{U}^N$. A scenario can be interpreted as a policy that specifies for any realization of the disturbance a corresponding control sequence to be applied. Given $x_k$, $k \in \mathbb{Z}_+$, we denote by $\mathcal{M}(x_k) := \{x_{1:k}, \ldots, x_{N:k}\}$ the corresponding predicted state sequence starting at $x_{0:k} := x_k$, $M \in \mathcal{M}$, and where
\[
x_{i:k} := A(w_{i-1:k})x_{i-1:k} + B(w_{i-1:k})u_{i-1:k} + E(w_{i-1:k})v_{i-1:k}, \quad i = 1, \ldots, N.
\]
for all $i = 1, \ldots, N$. Furthermore, let $\mathcal{X}_F \subseteq \mathcal{X}$ denote a desired target set that contains the origin in its interior. Consider now the following set of admissible input scenarios defined with respect to $\mathcal{X}_F$ and state $x_k \in \mathcal{X}$:
\[
\mathcal{W}_N(x_k) := \{\pi : \mathcal{M} \to \mathcal{U}^N \mid x_k(M) \in \mathcal{X}_F, \mathcal{X}_F(M) \subseteq \mathcal{X}_F, \text{ for all } M \in \mathcal{M}, \}
\]
\[
x_{i:k}^{M} = x_{i-1:k}^{M} + B(w_{i-1:k})u_{i-1:k}^{M} + E(w_{i-1:k})v_{i-1:k}^{M}, \quad \text{for all } i = 0, \ldots, N-1, \quad (M_1, M_2) \in \mathcal{M} \times \mathcal{M}.
\]

For $F : \mathbb{R}^n \to \mathbb{R}^+$ with $F(0) = 0$ and $L : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}_+$ with $L(0,0) = 0$ be continuous, convex and bounded functions. The feedback min-max MPC optimization problem is formulated next.

**Problem II.1** Let the target set $\mathcal{X}_F \subseteq \mathcal{X}$ and $N \in \mathbb{Z}_{\geq 1}$ be given. At time $k \in \mathbb{Z}_+$ let $x_k \in \mathcal{X}$ be given and minimize
\[
\max_{M \in \mathcal{M}_x} \left\{ F(x_{0:k}^{M}) + \sum_{i=0}^{N-1} L(x_{i:k}^{M}, x_{i+1:k}^{M}) \right\},
\]
with prediction model (1), over all admissible input scenarios $\pi \in \mathcal{W}_N(x_k)$.

Let $\pi^*$ be an optimal scenario (obtained by solving Problem II.1) with $\pi^*(M) := u_{0:k}^{M*} := u_{0,k}^{M*}, \ldots, u_{M-1,k}^{M*}$, $M \in \mathcal{M}$.

Next, we summarize recently developed [6] a priori sufficient conditions for assuring robust stability in terms of input-to-state practical stability (ISpS) (with respect to the disturbance input $v \in \mathcal{V}$) of system (1) in closed-loop with the min-max MPC control law (2) (see also [1], [5], [7] and the references therein). Let $h : \mathbb{R}^n \to \mathbb{R}^+$ denote an auxiliary state-feedback control law with $h(0) = 0$ and let $\mathcal{X}_U := \{x \in \mathcal{X} \mid h(x) \in \mathcal{U}\}$.

**Assumption II.2** There exist $a_1, a_2, b_1, b_2 > 0$ with $a_1 \leq b_2$ and a $\mathcal{X}$-function $\sigma(\cdot)$ such that:
1) $\mathcal{X}_F \subseteq \mathcal{X}_U$;
2) $\mathcal{X}_F$ is a Robust Positively Invariant (RPI) set [6] for system (1) in closed-loop with $u_k = h(x_k), k \in \mathbb{Z}_+$;
3) $L(x, u) \geq a_1 \|x\|^4$ for all $x \in \mathcal{X}$ and all $u \in \mathcal{U}$;
4) $a_4 \|x\|^2 \leq F(x) \leq b_1 \|x\|^2$ for all $x \in \mathcal{X}$;
5) $F(A(w)x + B(w)h(x) + E(w)v) \leq -L(x, h(x)) + \sigma(\|v\|)$ for all $x \in \mathcal{X}_F$, $w \in \mathcal{W}$ and all $v \in \mathcal{V}$.

**Remark II.3** It can be proven that Assumption II.2 is sufficient for guaranteeing input-to-state stability of the min-max MPC closed-loop system, if the control law $h(\cdot)$ is employed for all states in the terminal set $\mathcal{X}_F$. See [6] for details.

**Remark II.4** The sufficient conditions of Assumption II.2 can be regarded as an extension to min-max MPC of the...
well known nominal (i.e. in the absence of perturbations) stabilization conditions for MPC [1]. As the stabilization conditions for MPC [1] require that the terminal cost is a local Lyapunov function for the system in closed-loop with an auxiliary state-feedback control law, similarly, Assumption II.2 requires that the terminal cost is a local Input-to-State Stable (ISS) Lyapunov function [10] for the system in closed-loop with the auxiliary control law \( h(\cdot) \).

Note that the ISpS results based on Assumption II.2 also apply to open-loop min-max MPC schemes, such as the ones presented in [4], [12]. In Section V we will use the min-max MPC algorithm of [12] to illustrate the developed theory.

III. PROBLEM STATEMENT

For a given stage cost \( L(\cdot, \cdot) \), in order to employ Assumption II.2 for setting-up min-max MPC schemes with an a priori ISpS guarantee, one needs efficient methods for computing a terminal cost \( F(\cdot) \), a terminal set \( \mathcal{X}_T \) and a control law \( h(\cdot) \) that satisfy Assumption II.2.

Note that, once \( F(\cdot) \) and \( h(\cdot) \) are known, several methods are available for calculating the maximal RPI set contained in \( \mathcal{X}_T \) for system (1) in closed-loop with \( u_k = h(x_k) \), \( k \in \mathbb{Z}_+ \), see, for example, [14]–[16].

The problem addressed in this paper is how to calculate \( F(\cdot) \) and \( h(\cdot) \) such that Assumption II.2 (especially condition Assumption II.2-5) holds. This comes down to computing an input-to-state stabilizing state-feedback (i.e. \( h(\cdot) \)) along with an ISS Lyapunov function (i.e. \( F(\cdot) \)) for system (1). This is a non-trivial problem, which depends on the type of MPC cost and hence, on the type of candidate ISS Lyapunov function.

IV. MAIN RESULTS

In this section we assume that the stage cost \( L(\cdot, \cdot) \) is given and we present systematic methods for computing a terminal cost \( F(\cdot) \) and a control law \( h(\cdot) \) that satisfy Assumption II.2, with special focus on condition Assumption II.2-5).

A. Quadratic MPC Costs

First, we consider the case when quadratic forms are used to define the MPC cost function, i.e. \( F(x) := x^T P x \) and \( L(x, u) := x^T Q x + u^T R u \), where \( P, Q \in \mathbb{R}^{n \times n} \) and \( R \in \mathbb{R}^{m \times m} \) are assumed to be positive definite and symmetric matrices. Then, it follows that \( L(x, u) \geq x^T Q x \geq \lambda_{\min}(Q)\|x\|^2_2 \) for all \( x \in \mathbb{R}^n \) and all \( u \in \mathbb{R}^m \) and \( \lambda_{\min}(P)\|x\|^2_2 \leq F(x) \leq \lambda_{\max}(P)\|x\|^2_2 \) for all \( x \in \mathbb{R}^n \). Hence, Assumption II.2-3.4) is generically satisfied for \( a := \lambda_{\min}(Q) > 0 \), \( a_1 := \lambda_{\min}(P) > 0 \), \( b := \lambda_{\max}(P) > \lambda = 2 \).

Next, we present LMI based sufficient conditions for Assumption II.2-5) to be satisfied. Let \( Q \) and \( R \) be known positive definite and symmetric matrices and let \( \tau > 0 \) be a given number. Consider now the following matrix inequality:

\[
\Delta(w) := \begin{pmatrix}
\Delta_{11} & \Delta_{12} \\
\Delta_{21} & \Delta_{22}
\end{pmatrix} \geq 0,
\]

where

\[
\Delta_{11} := \begin{pmatrix}
Z \\
-(A(w)Z + B(w)Y)\tau Z
\end{pmatrix},
\]

\[
\Delta_{12} := \begin{pmatrix}
0 \\
(A(w)Z + B(w)Y)^\top
\end{pmatrix},
\]

\[
\Delta_{22} := \begin{pmatrix}
(Z & Q^{-1} & 0) \\
0 & 0 & R^{-1}
\end{pmatrix},
\]

\[
\Delta_{21} := (A(w)Z + B(w)Y)^\top \mathbf{0} \\
0 & 0 & 0 & 0 & 0
\]

In (3), the operator \( \text{diag}(Z_1, \ldots, Z_n) \) denotes a diagonal matrix of appropriate dimensions with the matrices \( Z_1, \ldots, Z_n \) on the main diagonal, and 0 denotes a zero matrix of appropriate dimensions. The unknown variables in the matrix inequality (3) are the matrix \( Z \in \mathbb{R}^{n \times n} \), which is required to be positive definite and symmetric, and the matrix \( Y \in \mathbb{R}^{m \times n} \). Notice that (3) is an LMI for a fixed value of \( w \).

Theorem IV.1 Suppose that the LMIs

\[
\Delta(w^*) > 0, \quad s \in \mathcal{S},
\]

in the unknowns \( Z, Y \) are feasible, where \( \{w^* | s \in \mathcal{S} = \{1, \ldots, S\} \} \) are the vertices of \( \mathcal{W} \). Let \( Z > 0 \) and \( Y \) be a solution of (4). Then, the matrix \( P := Z^{-1} \) and the control law \( h(x) := K x \) with the feedback gain \( K := YZ^{-1} \) satisfy Assumption II.2-5) for all \( x \in \mathbb{R}^n \), \( w \in \mathcal{W} \) and all \( v \in \mathbb{R}^d \), and with \( \sigma(||v||) := (1 + \tau)||P||^2_2 \max_{v \in \mathcal{W}} ||E(v)||^2_2 ||v||^2_2 \).

Proof: Since \( \{w^* | s \in \mathcal{S} = \{1, \ldots, S\} \} \) are the vertices of the polyhedron \( \mathcal{W} \) and \( A(w) \), \( B(w) \) are affine functions of \( w \), the matrix inequality (3) is convex in \( w \). Therefore, if (4) holds, it follows that (3) holds, i.e.

\[
\Delta(w) > 0, \quad \forall w \in \mathcal{W}.
\]

Then, applying the Schur complement to (3) we obtain

\[
\Delta_{11} - \Delta_{12} \Delta^{-1}_{22} \Delta_{21} > 0, \quad \forall w \in \mathcal{W},
\]

which yields the equivalent matrix inequality:

\[
\Theta_Z(w) := \begin{pmatrix}
\Xi_Z(w) & -(A(w)Z + B(w)Y)\tau Z \\
-(A(w)Z + B(w)Y)\tau Z & \Xi_Z(w)
\end{pmatrix} > 0
\]

for all \( w \in \mathcal{W} \), where

\[
\Xi_Z(w) := Z - (A(w)Z + B(w)Y) \mathbf{0} Z^{-1} (A(w)Z + B(w)Y) - ZQZ - Y^\top RY.
\]

Next, by pre and post-multiplying the matrix inequality \( \Theta_Z(w) > 0 \) with the positive definite matrix \( \begin{pmatrix}
Z^{-1} & 0 \\
0 & Z^{-1}
\end{pmatrix} \) and by replacing \( Z^{-1} \) with \( P \) and \( YZ^{-1} \) with \( K \) in the resulting matrix inequality we obtain:

\[
\Theta_P(w) := \begin{pmatrix}
\Xi_P(w) & -(A(w) + B(w)K)\tau P \\
-(A(w) + B(w)K)\tau P & \Xi_P(w)
\end{pmatrix} > 0
\]

for all \( w \in \mathcal{W} \), where

\[
\Xi_P(w) := P - (A(w) + B(w)K)\tau P(A(w) + B(w)K) - Q - K^\top RK.
\]

This implies that

\[
[[x^\top v^\top E(w)^\top] \Theta_P(w) \begin{pmatrix} x \\ E(w)v \end{pmatrix} \geq 0,
\]
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for all $x \in \mathbb{R}^n$, $w \in \mathcal{W}$ and all $v \in \mathbb{R}^d$, which yields:

$$x^T \Xi P(w)x - v^T E(w)^T P(A(w) + B(w)K)x$$

$$- x^T (A(w) + B(w)K)^T PE(w)v - (1 + \tau v^T E(w)^T P(A(w) + B(w)K)x + E(w)v)$$

$$+ (1 + \tau v^T E(w)^T P(w)v) \geq 0$$

which is convex in $w$.

Therefore, from the hypothesis (i), we obtain that:

$$1 - \|P(A(w) + B(w)K)P^{-L}\| - \|QP^{-L}\| - \|RK\| \geq 0,$$

(6)

Note that in (6) we added and subtracted the term $v^T E(w)^T P(w)v$. Next, consider the following function:

$$\sigma(w,v) := (1 + \tau v^T E(w)^T P(w)v) \geq (1 + \|P\|^2(E(w))^2)^\frac{\|v\|^2}{2},$$

and choose $\sigma(\|v\|) := (1 + \|P\|^2(E(w))^2)\max_{w \in \mathcal{W}}\|E(w)\|^2\|v\|^2$. Using the fact that $\sigma(w,v) \leq \sigma(\|v\|)$ for all $w \in \mathcal{W}$ and all $v \in \mathbb{R}^d$, inequality (6), and letting $h(x) := Kx$ we obtain:

$$F(A(w)x + B(w)h(x) + E(w)v) - F(x) \leq -L(x,h(x)) + \sigma(\|v\|).$$

Hence, Assumption II.2-5) is satisfied for all $x \in \mathbb{R}^n$, $w \in \mathcal{W}$ and all $v \in \mathbb{R}^d$, and with

$$\sigma(\|v\|) := (1 + \|P\|^2)\max_{w \in \mathcal{W}}\|E(w)\|^2\|v\|^2.$$

The only thing left to prove is that $\lambda_{min}(Q) =: a \leq b := \lambda_{max}(P)$. As shown above, for all $w \in \mathcal{W}$ it holds that:

$$\Theta_p(w) > 0 \Rightarrow \Xi P(w) > 0 \Rightarrow P - Q > 0 \Rightarrow x^T (P - Q)x \geq 0,$

for all $x \in \mathbb{R}^n$. Then, it follows that $a\|v\|^2 \leq \|Q\|^2 \leq \|P\|^2 \|k\|^2$, for all $x \in \mathbb{R}^n$ and therefore, $a \leq b$.

Remark IV.2 The solution provided by Theorem IV.1 implies that condition Assumption II.2-5) holds for all $x$ and all $v$. This introduces some conservativeness, as condition Assumption II.2-5) only needs to be satisfied for $x \in \mathbb{X}_T$ and $v \in \mathcal{V}$. However, note that the set $\mathbb{X}_T$ depends on the feedback $K$ and therefore, it cannot be specified before finding a solution that satisfies condition Assumption II.2-5). This is also the case for nominally stabilizing MPC, where the condition corresponding to Assumption II.2-5) is solved for all $x$, see [1]. With respect to additive disturbances, an attempt to solve Assumption II.2-5) only for $v \in \mathcal{V}$ was made in [4]. Unfortunately, this approach led to a bilinear matrix inequality in the matrices $P$ and $K$, which cannot be solved in a systematic way. From this point of view, the solution of Theorem IV.1 is less conservative because it offers a computationally efficient set-up for simultaneously finding both $P$ and $K$.

Remark IV.3 The computation of an input-to-state stabilizing state-feedback for the linear system (1) can be related to the discrete-time $\mathcal{H}_\infty$ synthesis problem. However, the well known LMI based solution to the discrete-time $\mathcal{H}_\infty$ synthesis problem, see, for example, [19] and the references therein, cannot be used to obtain a solution to Assumption II.2-5). This is due to the additional term $x^T K^T R Kx$ in the unknown $K$ introduced by the MPC stage cost. If one employs the $\mathcal{H}_\infty$ synthesis approach (see [19], Section 2.1) to solve Assumption II.2-5), one obtains a bilinear matrix inequality in the matrices $P$ and $K$, which is difficult to solve.

B. 1-norms or $\infty$-norms MPC Costs

Now we consider the case when 1-norms or $\infty$-norms are used to define the MPC cost function, i.e.

$$F(x) := \|Px\| + L(x,u) := \|Qx\| + \|Ru\|,$$

where $P \in \mathbb{R}^{n \times n}$, $Q \in \mathbb{R}^{n \times n}$ and $R \in \mathbb{R}^{n \times m}$ are assumed to be matrices that have full-column rank and $\| \cdot \|$ denotes either the 1-norm or the $\infty$-norm. For any full-column rank matrix $Z \in \mathbb{R}^{n \times r}$ there exist $\zeta_1(Z) \geq \zeta(Z) \geq \zeta_s(Z)$ such that

$$\zeta_1(Z)\|x\| \leq \|Zx\| \leq \zeta(Z)\|x\|, \quad \forall x \in \mathbb{R}^n.$$

For example, $\zeta_s(Z) = \frac{\|x\|}{\sqrt{m}}$, where $s > 0$ is the smallest singular value of $Z$, and $\zeta(Z) = \|Z\|$. Then, we have that

$$\zeta(Z)\|x\| \geq \zeta_s(Z)\|x\| \geq \zeta_s(Z)\|x\|$$

for all $x = \{v \mid s \in \mathcal{S} = \{1,...,S\}\}$ are the vertices of $\mathcal{W}$. The unknown variables in (7) are the matrices $P$ and $K$.

Theorem IV.4 Consider the following hypotheses:

(i) There exist a full-column rank matrix $P$ and a feedback gain $K$ that satisfy inequality (7a) for all $s \in \mathcal{S}$;

(ii) There exist a matrix $P$ and a feedback gain $K$ that satisfy inequality (7b) for all $s \in \mathcal{S}$ and $\|Px\| \geq \zeta\|x\|$ for all $x \in \mathbb{R}^n$.

Suppose that either hypothesis (i) or hypothesis (ii) holds.

Then, the matrix $P$ and the feedback gain $K$ satisfy Assumption II.2-5) for all $x \in \mathbb{R}^n$, $w \in \mathcal{W}$ and all $v \in \mathbb{R}^d$ and with $\sigma(\|v\|) := \tau\|P\|^2\max_{w \in \mathcal{W}}\|E(w)\|^2\|v\|^2$ for any $\tau \geq 1$.

Proof: (i) Since $\{w^s \mid \mathcal{S} = \{1,...,S\}\}$ are the vertices of the polyhedron $\mathcal{W}$ and $A(w)$, $B(w)$ are affine functions of $w$, it follows that inequality (7a) is convex in $w$. Therefore, from the hypothesis (i), we obtain that:

$$1 - \|P(A(w) + B(w)K)P^{-L}\| - \|QP^{-L}\| - \|RK\| \geq 0,$$

(7a)

$$\zeta - \|P(A(w) + B(w)K)\| - \|Q\| - \|RK\| \geq 0,$$

(7b)

where $P^{-L} = (P^T P)^{-1}P^T$, $\zeta > 0$ is a fixed number and $\{w^s \mid s \in \mathcal{S} = \{1,...,S\}\}$ are the vertices of $\mathcal{W}$. The unknown variables in (7) are the matrices $P$ and $K$. 4479
for all \( w \in \mathbb{W} \). Then, by post-multiplying (8) with \( \|Px\| > 0 \) and using the triangle inequality yields:

\[
0 \leq \|Px\| - \|P(A(w) + B(w)K)P^{-L}\|Px\| - \|QKx\| - \|PKx\| - \|P(A(w) + B(w)K)P^{-L}Px\| - \|QKx\| - \|PKx\| \leq \|Px\| - \|Qx\| \leq \|QKx\| + \tau \|PE(w)v\|,
\]

which implies that the closed-loop system is robustly stable and the state converges to the origin when the additive disturbance vanishes.

Letting \( h(x) := Kx \) and \( \sigma(|v|) := \tau |P| \max_{w \in \mathbb{W}} \|E(w)v\| \), we obtain

\[
F(A(w)x + B(w)h(x) + E(w)v) - F(x) \leq -L(x, h(x) + \sigma(|v|)).
\]

Hence, Assumption II.2-5) is satisfied for all \( x \in \mathbb{R}^n \), \( w \in \mathbb{W} \) and all \( v \in \mathbb{R}^d \) and with \( \sigma(|v|) := \tau |P| \max_{w \in \mathbb{W}} \|E(w)v\| \) for any \( \tau \geq 1 \). Finally, from the above inequality we obtain:

\[
\zeta_1(Q)||x|| \leq \|Qx\| \leq \zeta_2(P)||x||, \quad \forall x \in \mathbb{R}^n,
\]

and therefore, \( \zeta_1(Q) := a \leq b := \zeta_2(P) \).

(iii) The proof is obtained analogously to the proof of (i), by post-multiplying the inequality obtained from (7b) as in (8) with \( ||x|| \) and using \( \|Px\| \geq \zeta_1||x|| \) for all \( x \in \mathbb{R}^n \).

A solution that satisfies the norm inequalities (7) can be obtained by minimizing

\[
J_1(P, K) := \max_{x \in \mathcal{Y}} \left\{ \|P(A(w^0) + B(w^0)K)P^{-L}\| + \|QK\| + \|P(A(w) + B(w)K)P^{-L}Px\| + \|QKx\| \right\},
\]

if the resulting value function is less than 1; and by minimizing

\[
J_2(P, K) := \max_{x \in \mathcal{Y}} \left\{ \|P(A(w^0) + B(w^0)K)\| + \|Q\| + \|PK\| \right\},
\]

if the resulting value function is less than \( \zeta_1 \), and \( \|Px\| \geq \zeta_1||x|| \). These are non-convex nonlinear optimization problems, which can be solved using block-box optimization solvers, such as the fmincon Matlab solver. To ensure that the matrix \( P \) has full-column rank one can impose the nonlinear constraint \( \det(P^TP) > 0 \) using fmincon. Alternatively, one can directly specify the condition \( J_1(P, K) \leq 1 \) (\( J_2(P, K) \leq \zeta_1 \)) as a nonlinear constraint using fmincon.

The optimization problems associated to (7a) and (7b) can be simplified if one of the unknowns is fixed using an educated guess. For example, a locally stabilizing feedback \( K \) can be calculated via the LMI approach of Theorem IV.1. Then, fixing \( K \) in (7b) and solving in \( P \) amounts to searching for a piecewise linear Lyapunov function for a system which already admits a quadratic Lyapunov function, which is not conservative. Alternatively, \( P \) can be chosen as the matrix that defines a 0-symmetric polyhedral RPI set for system (1) in closed-loop with \( h(\cdot) \), e.g. obtained using the MPT [16]. Then, fixing \( P \) in (7a) or (7b) and solving in \( K \) boils down to searching for a different feedback which renders the polyhedral set induced by \( F(\cdot) \) RPI and, moreover, is such that (7a) or (7b), respectively, holds.

**Remark IV.5** The optimization problems for computing a terminal cost formulated in this section, for both quadratic and 1-norm or \( \infty \)-norm costs, do not depend on the dimension \( d_v \) of the additive disturbance vector, or on the number of vertices of the set \( V \). Furthermore, the number of LMIs or norm inequalities it is always proportional to the number of vertices of the set \( W \). However, the number of optimization variables remains the same, irrespective of the number of vertices of the sets \( V \) and \( W \).

V. AN ACTIVE SUSPENSION SYSTEM

Consider the problem of robustly regulating to the origin the following active suspension system [2, 20]:

\[
x_{k+1} = \begin{bmatrix}
0.809 & 0.009 & 0 & 0 \\
-36.93 & 0.80 & 0 & 0 \\
9.071 & -0.009 & 1 & 0.01 \\
0 & 0 & 0 & 1
\end{bmatrix} x_k + \begin{bmatrix}
0.0005 \\
0.0935 \\
-0.005 \\
-0.01
\end{bmatrix} u_k + \begin{bmatrix}
-0.009 \\
0.191 \\
-0.0006 \\
0
\end{bmatrix} v_k, \quad k \in \mathbb{Z}_+, \tag{9}
\]

where the disturbance input \( v_k \) represents the vertical ground velocity of the road profile and the control action \( u_k \) represents the vertical acceleration. The additive disturbance \( v_k \) takes values in the set \( V := \{ v \in \mathbb{R} | -0.4 \leq v \leq 0.4 \} \), for all \( k \in \mathbb{Z}_+ \). The first and the third state are constrained between \(-0.02 \) and \(-0.02 \), and \(-0.05 \) and \(-0.05 \), respectively. The control action is constrained between \(-5 \) and \( 5 \).

To ensure input-to-state practical stability, we employed the LMI approach of Theorem IV.1 for computing a quadratic forms based terminal cost and a local state-feedback controller that satisfy Assumption II.2. The following terminal weight \( P \) and feedback \( K \) were obtained for the same stage cost weights used in [2], i.e. \( Q = \text{diag}([5000, 0.1, 400, 0.1]) \), \( R = 1.8 \), and for \( \tau = 100 \):

\[
P = 10^4 \begin{bmatrix}
7.5651 & 0.0079 & 0.3702 & -0.0156 \\
0.0079 & 0.0017 & 0.0001 & 0.0001 \\
0.3702 & 0.0001 & 0.7241 & 0.0250 \\
-0.0156 & 0.0001 & 0.0250 & 0.0303
\end{bmatrix},
\]

\[
K = \begin{bmatrix}
20.7682 & -0.8657 & 16.8717 & 2.1688
\end{bmatrix}.
\]

The terminal constraint set \( X_T \) (a polyhedron with 56 vertices, see Figure 1 for a 3D section plot) was calculated as the maximal RPI set inside \( X_U \) for system (9) in closed-loop with \( h(x) = Kx \) using the MPT [16]. The evolution in time of the states, additive disturbance input and min-max MPC control action is plotted in Figure 2. The open-loop min-max MPC control action was calculated for \( N = 6 \) using the numerical set-up of [12] to obtain an explicit solution to the min-max MPC optimization problem. As it can be observed in Figure 2, the closed-loop system is robustly stable and the state converges to the origin when the additive disturbance vanishes.
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Fig. 1. 3D section of the terminal constraint set \(X_T\).

Fig. 2. States, additive disturbance input and control action histories.

VI. CONCLUSIONS

In this paper we presented new techniques for computing a terminal cost and a local state-feedback controller that satisfy input-to-state stabilization conditions for min-max MPC. Min-max MPC controllers based on both quadratic and \(l\)-norms and \(\infty\)-norms costs were considered. Compared to existing approaches, the proposed techniques can be applied to linear systems affected simultaneously by time-varying parametric uncertainties and additive disturbances. The resulting MPC cost function is continuous, convex and bounded, which is desirable from an optimization point of view. The proposed techniques employ linear matrix inequalities in the case of quadratic MPC cost functions and norm inequalities in the case of MPC cost functions defined using \(l\)-norms or \(\infty\)-norms. The effectiveness of the developed computational methods was illustrated by means of a simulated active suspension system.
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