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Abstract. One of the key issues of object-oriented modeling is inheritance. It allows for the definition of subclasses that inherit features of some superclass. Inheritance is well defined for static properties of classes such as attributes and methods. However, there is no general agreement on the meaning of inheritance when considering the dynamic behavior of objects, determined by their life cycles. This paper studies the latter in the context of a simple process algebra. Process algebra is chosen, because it concentrates on dynamic behavior, while abstracting from the internal states of processes. Inheritance can be expressed in terms of encapsulation and abstraction. The combination captures all basic operators for constructing life cycles of subclasses from life cycles of superclasses, namely choice, sequential composition, and parallel composition.
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1 Introduction

In software-engineering practice, the popularity of object-oriented modeling and design is increasing rapidly. Two methodologies are in common use: OMT [9] and OOD [6]. One of the key issues in any object-oriented methodology is inheritance. The inheritance mechanism allows the user to specify a subclass that inherits features of some other class, its superclass. Thus, it is possible to specify that the subclass has the same features as the superclass, but that in addition it may have some other features. The subclass is a specialization of the superclass. It is not necessary to argue that the inheritance mechanism has many advantages for software development. The interested reader is referred to the literature on object orientation.

The concept of inheritance is usually well defined for static features of an object class, i.e., the set of methods of an object and its attributes. However, an object also has dynamic features, namely its behavior determined by its life cycle. The life cycle of an object describes the order in which its methods can be called. Methodologies as OMT and OOD do not specify the meaning of inheritance of life cycles. In general, there seems to be no agreement on what exactly inheritance of dynamic behavior is (See for example [2]). That is, it is not clear when some object class inherits the life cycle of some other class.

Techniques as OMT and OOD use state-transition diagrams for specifying the life cycles of objects belonging to some class. Such a diagram shows the state space of an object and the method calls that cause a transition from one state to another. Although the graphical nature and the explicit representation of states are essential to the success and usefulness of OMT and OOD, particularly the latter impedes a clear understanding of life-cycle inheritance. For studying inheritance of dynamic behavior, the most important aspects of a life cycle are the state changes and not the states themselves.

Therefore, this paper studies the specification of object life cycles and the meaning of life-cycle inheritance in process algebra. Process algebra is particularly well suited to describe process behavior without explicitly referring to process states. In addition, we believe that life-cycle inheritance corresponds to abstraction and encapsulation of methods. These two concepts are well investigated in the field of process algebra, in particular the process algebra ACP [5]. We hope to get a clear understanding of the meaning of life-cycle inheritance in terms of a simple algebraic theory. In another paper [1], we turn to Petri nets which is a graphical formalism with a solid theoretical basis, but much closer to existing object-oriented techniques such as OMT and OOD. In that paper, the concepts developed in process algebra are translated to Petri nets.
This translation is illustrative for translations of the fundamentals developed in this paper to other graphical, state-based formalisms.

There seem to be many possible answers to the question when some object inherits the life cycle of some other object. It is important to note that we have to ask this question from the viewpoint of the environment of an object consisting of other objects and possibly the object itself. Objects from the environment call methods from the object under consideration, thus observing its behavior. So the appropriate question is when does the environment agree that an object inherits the life cycle of another object. We give the following two answers to this question and we hope to convince the reader that they contain the essentials of life-cycle inheritance.

The first answer is that an object inherits the life-cycle of another object if and only if the environment cannot distinguish the two objects while only calling methods of the latter. The second answer is that an object inherits the life-cycle of another object if and only if the environment cannot distinguish the two objects as long as it is willing to call methods of the first object not present in the second one appropriately.

In this paper, we show that the first answer corresponds to blocking or encapsulating methods, whereas the second one corresponds to hiding methods by means of abstraction. We also show that the combination of encapsulation and abstraction is sufficient to capture three basic operators that are useful to describe object life cycles, namely choice, sequential composition, and parallel composition. That is, if the behavior of an object is the behavior of another object, but with the option to choose at some point an alternative behavior, then the first object is a subclass of the second one. Similarly, if the behavior of the first object is the behavior of the second one with some other behavior added somewhere in between or in parallel, then the first object is also a subclass of the other one.

The remainder of this paper is organized as follows. The two section introduces a simple process algebra, sufficient for describing object life cycles. Section 3 formalizes the above informal answers to the question which we try to answer in this paper. Four inheritance relations are given and several basic properties of these relations are proven. In Section 4, some general rules are given showing what subclass relations are valid under any of the four forms of inheritance. These rules show that encapsulation and abstraction indeed capture the three basic operators, choice, sequential composition, and parallel composition. Finally, Section 5 ends with some concluding remarks.

2 Object Life Cycles in Process Algebra

This section presents a process algebra which is sufficient to define simple object life cycles and which contains encapsulation and abstraction operators needed to define inheritance relations. In process algebra, processes are constructed from a set of atomic processes or atomic actions by means of operators. In this paper, processes represent object life cycles and atomic actions conform to methods; the operators used to construct life cycles are the standard algebraic operators choice, denoted $+$, sequential composition, denoted $\cdot$, and parallel composition or merge, denoted $\parallel$. Since our only goal is to get a good understanding of life-cycle inheritance, we restrict ourselves to these three operators. In particular, we do not formalize recursion. Recursion would unnecessarily complicate the theory and distract the reader's attention from the important concepts. For a detailed treatment of recursion in ACP, the interested reader is referred to [5, 4].

For modeling object life cycles, assume that we have a set $L$ of labels denoting methods. Label $\tau$ is used to denote internal methods. Since we are not interested in the effect of methods, but only in the order in which methods can be called, we do not distinguish between different internal methods. A life cycle is simply an algebraic term constructed from the labels in $L$ and $\tau$ with only one restriction. A life cycle always starts with an object-creation action, denoted by the special label $\forall$. The introduction of this restriction is realistic for any object-oriented methodology and it proves to be convenient in the remainder of this paper. Let $L_s$ denote the set of labels including the special labels $\tau$ and $\forall$.

Before formally defining an object life cycle, Table 1 gives the theory $PA_{\tau^p}^L$, Process Algebra with deadlock, internal actions, and renaming. The first entry of Table 1 gives the sorts of the theory; $P$ is the sort of all
processes containing all methods. The second entry lists the functions of the theory; the third entry contains the axioms. Besides the three operators already mentioned, the theory contains a constant $\delta$, denoting deadlock or inaction, an auxiliary operator $\parallel$ called the left merge which is used to axiomatize the merge operator, an encapsulation operator $\partial$, which is parameterized by the set of labels to be encapsulated, and, finally, an abstraction operator $\tau$, which is parameterized by the set of methods that must be hidden.

Table 1: The process algebra $\text{PA}_{\delta p}^I(L_s)$.

<table>
<thead>
<tr>
<th>\text{Axiom}</th>
<th>\text{Left Merge}</th>
<th>\text{Encapsulation}</th>
<th>\text{Abstraction}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x + y = y + x$</td>
<td>$a \parallel x = x \parallel y + y \parallel x$</td>
<td>$a \parallel x = a \cdot x$</td>
<td>$a \tau (x \cdot y + z) = x \cdot (y + z)$</td>
</tr>
<tr>
<td>$a \not\in H \Rightarrow \partial_H(a) = a$</td>
<td>$a \not\in I \Rightarrow \tau_I(a) = a$</td>
<td>$a \not\in I \Rightarrow \tau_I(a) = a$</td>
<td>$a \not\in I \Rightarrow \tau_I(a) = \tau$</td>
</tr>
<tr>
<td>$\partial_H(x + y) = \partial_H(x) + \partial_H(y)$</td>
<td>$\tau_I(x + y) = \tau_I(x) + \tau_I(y)$</td>
<td>$\tau_I(x + y) = \tau_I(x) + \tau_I(y)$</td>
<td>$\tau_I(x + y) = \tau_I(x) + \tau_I(y)$</td>
</tr>
</tbody>
</table>

Intuitively, the left merge means parallel execution, but with the restriction that the left process executes the first action. The encapsulation and abstraction operators are simply renaming operators that rename method labels to $\delta$ and $\tau$ respectively. Note that it follows from the requirement that $H$ and $I$ are subsets of $L$ that the special labels $\tau$ and $\forall$ cannot be encapsulated or hidden. Axioms A6 and A7 show the behavior of $\delta$ in a choice or sequential-composition context. It is easy to see that $\delta$ does indeed model inaction. Axiom A4 states the right distributivity of sequential composition over choice. The absence of the left-distributivity axiom implies that processes with different moments of choice are distinguished. The $B1$ and $B2$ axioms are the so-called branching axioms, which state that internal actions not implying a choice can be removed.

As explained below, $\text{PA}_{\delta p}^I$ is an axiomatization of an equivalence in which processes with the same observable behavior, but with possibly different internal behavior are equal. Furthermore, the equivalence relation distinguishes processes with different moments of choice. The timing of choices is important, since it can influence the behavior observed by an environment.

An important role in this paper plays the theory $\text{PA}^T$ which is a subtheory of $\text{PA}_{\delta p}^I$. The theory $\text{PA}^T$ contains the action symbols in $L_s$ plus the sequential-composition, choice, merge, and left-merge operators. It has the axioms A1 through A5, M1 through M4, and B1, and B2. It is the theory which exactly contains all operators that we want to use to specify object life cycles. Hence, at this point, object life cycles can be formally defined as follows. For any theory $T$, let $C(T)$ denote the set of closed $T$ terms. The operator $\alpha$, which determines the alphabet of visible method labels of an arbitrary closed term, is defined below.

**Definition 2.1. (Object life cycle)** A closed $\text{PA}^T$ term $p \in C(\text{PA}^T)$ denotes an object life cycle if and only if it is of the form $\forall \cdot q$, for some closed $\text{PA}^T$ term $q$ such that $\alpha(q) \subseteq L$. That is, $p$ must be equal to a term $\forall \cdot q$, where $q$ does not contain any other creation action.
Example 2.2. The life cycle of a person can be described by the algebraic term: \( \text{birth} \cdot (\text{marriage} \cdot \text{death}) \), where "birth" is the special object-creation action \( \triangledown \).

Definition 2.3. (Alphabet) The alphabet operator on closed \( \text{PA}^e_\delta \) terms is defined inductively as follows. For any \( a \in L_\delta \setminus \{\tau\} \) and closed terms \( p, q \in C(\text{PA}^e_\delta) \), \( \alpha(\delta) = \emptyset, \alpha(\tau) = \emptyset, \alpha(a) = \{a\}, \alpha(\tau \cdot p) = \alpha(p) \), \( \alpha(a \cdot p) = \alpha(a) \cup \alpha(p) \), and \( \alpha(p + q) = \alpha(p) \cup \alpha(q) \).

The above definition of the alphabet operator is taken from [3]. In that paper, it is shown that the alphabet operator is a congruence for the operators of \( \text{PA}^e_\delta \). That is, if two \( \text{PA}^e_\delta \) terms are derivably equal, then they have the same alphabet. Derivability of an equation \( e \) from a theory \( T \) is denoted \( T \vdash e \).

Property 2.4. For any \( p, q \in C(\text{PA}^e_\delta) \), \( \text{PA}^e_\delta \vdash p = q \Rightarrow \alpha(p) = \alpha(q) \).

Note that the alphabet operator is only defined for the choice and the sequential composition of closed terms. However, it is a well known result that the merge, left-merge, encapsulation, and abstraction operators can be eliminated from any closed term yielding a so-called basic term. Many of the proofs to follow also use this elimination property. Hence, it is formalized in Property 2.6 given below.

In order to define basic terms, two subtheories of \( \text{PA}^e_\delta \) are introduced. The theory \( \text{BPA} \), for Basic Process Algebra, is the equational theory whose signature consists of the action symbols in \( L_\delta \) plus sequential composition and choice. It has the axioms \( A1 \) through \( A5 \). The theory \( \text{BPA}_\delta \) contains in addition the constant \( \delta \) and the axioms \( A6 \) and \( A7 \). Note that \( \text{PA}^e \) is an extension of \( \text{BPA} \), but not of \( \text{BPA}_\delta \).

Definition 2.5. (Basic terms) The set of basic \( \text{BPA} \) terms, denoted \( B(\text{BPA}) \), is inductively defined as follows. The atomic actions \( L_\delta \) are contained in \( B(\text{BPA}) \). Furthermore, for any \( a \in L_\delta \) and \( s, t \in B(\text{BPA}) \), also \( a \cdot t \) and \( s + t \) are elements of \( B(\text{BPA}) \). The set of basic \( \text{BPA}_\delta \) terms, \( B(\text{BPA}_\delta) \), is defined in a similar way: \( L_\delta \cup \{\delta\} \subseteq B(\text{BPA}_\delta) \) and for any \( a \in L_\delta \) and \( s, t \in B(\text{BPA}_\delta) \), \( a \cdot t \in B(\text{BPA}_\delta) \) and \( s + t \in B(\text{BPA}_\delta) \).

Property 2.6. (Elimination) For any closed term \( p \in C(\text{PA}^e) \), there exists a basic term \( t \in B(\text{BPA}) \), such that \( \text{PA}^e \vdash p = t \). For any closed term \( p \in C(\text{PA}^e_\delta) \), there exists a basic term \( t \in B(\text{BPA}_\delta) \), such that \( \text{PA}^e_\delta \vdash p = t \).

Proof. It is straightforward to prove the property using the axioms of Table 1 excluding \( A1 \) and \( A2 \) as rewrite rules from left to right. For a description of some standard term-rewriting techniques used in process algebra, see [4].

It is straightforward to give an operational semantics for \( \text{PA}^e_\delta \) (See for example [5]). It is a standard result in process algebra that the equational theory \( \text{PA}^e_\delta \) is a sound and complete axiomatization of an equivalence called rooted branching bisimulation. Branching bisimulation and rooted branching bisimulation were originally introduced by Van Glabbeek and Weijland in [8]. The latter is a restriction of the former by means of an additional root condition. The root condition is necessary to guarantee that the equivalence is a congruence for the algebraic choice operator. For object life cycles, which always start with the object-creation action, rooted branching bisimulation and branching bisimulation coincide. In [7], Van Glabbeek shows that branching bisimulation is exactly the equivalence that distinguishes processes with different moments of choice and in which processes with possibly different internal behavior but with the same observable behavior are equal.

It goes beyond the scope of this paper to present a complete definition of the operational semantics of \( \text{PA}^e_\delta \) and a detailed proof of the soundness and completeness result. Rooted branching bisimulation is not used explicitly in this paper. Techniques for proving soundness and completeness of equational theories and many basic results can be found in [4] and [5]. Although the soundness and completeness of \( \text{PA}^e_\delta \) is not proven in either of these references, it is a fairly straightforward consequence of some results in [5] and the proof techniques of [4].

Theorem 2.7. (Soundness and completeness) For any closed terms \( p, q \in C(\text{PA}^e_\delta) \), \( \text{PA}^e_\delta \vdash p = q \) if and only if \( p \) and \( q \) are rooted branching bisimilar.
3 Inheritance Relations in Process Algebra

In this section, we try to answer the question when an object life cycle is a subclass of some other object life cycle. Four inheritance relations are introduced and some basic properties of these relations are proven. All four inheritance relations are reflexive and transitive. Furthermore, it is shown that two life cycles are each others subclasses if and only if they are derivably equal. These properties show that the definitions of the inheritance relations are sound.

As explained in the introduction, informally, two basic definitions of life-cycle inheritance seem to be appropriate. Let \( p \) and \( q \) be object life cycles. The first definition is as follows.

If the environment only calls methods of \( p \) which are also present in \( q \) and it cannot distinguish the observable behavior of \( p \) and \( q \), then \( p \) is a subclass of \( q \).

Intuitively, this definition conforms to blocking or encapsulating methods new in \( p \). Life cycle \( p \) inherits the protocol of \( q \), where the protocol of an object life cycle is its prescribed behavior.

Example 3.1. Let us return to Example 2.2. A person that can decide whether to marry or to stay single should be a subclass of the person described in Example 2.2. That is, \( \text{birth} \cdot ((\text{marriage} + \text{stay single}) \cdot \text{death}) \) should be a subclass of \( \text{birth} \cdot (\text{marriage} \cdot \text{death}) \). It is easy to see that an environment which does not call the method \( \text{stay single} \) cannot distinguish the behavior of the two persons, which is indeed the desired result. To show that the informal definition conforms to encapsulation of methods, let \( H \) be the singleton \( \{\text{stay single}\} \). It follows immediately from the encapsulation axioms in Table 1 that \( \delta_H(\text{birth} \cdot ((\text{marriage} + \text{stay single}) \cdot \text{death})) = (\text{birth} \cdot ((\text{marriage} + \delta) \cdot \text{death})) = \text{birth} \cdot (\text{marriage} \cdot \text{death}) \).

The second definition that seems to be appropriate is as follows.

If the environment is willing to call the methods of \( p \) which are not present in \( q \) and it cannot distinguish the observable behavior of \( p \) and \( q \) with respect to the methods of \( q \), then \( p \) is a subclass of \( q \).

This definition conforms to hiding methods new in \( p \). Life cycle \( p \) inherits the projection of the protocol of \( p \) onto the methods of \( q \).

Example 3.2. Consider again Example 2.2. A person that decides to divorce after he or she got married should also be a subclass of the person described in Example 2.2. That is, \( \text{birth} \cdot ((\text{marriage} \cdot \text{divorce}) \cdot \text{death}) \) should be a subclass of \( \text{birth} \cdot (\text{marriage} \cdot \text{death}) \). Again, it is not difficult to see that an environment which is willing to call the method \( \text{divorce} \) appropriately cannot distinguish the behavior of the two persons. In order to show that this form of inheritance conforms to hiding, let \( I \) be equal to the singleton \( \{\text{divorce}\} \). It follows from the abstraction axioms in Table 1 that \( \tau_I(\text{birth} \cdot ((\text{marriage} \cdot \text{divorce}) \cdot \text{death})) = \text{birth} \cdot ((\text{marriage} \cdot \tau) \cdot \text{death}) = \text{birth} \cdot (\text{marriage} \cdot \text{death}) \).

Of course, it is also possible to combine these two definitions. One might argue that both requirements must hold at the same time, or one might argue that for some methods the first requirement must hold, whereas for some other methods the other requirement holds. This leads to the following four possible inheritance relations. Note that the formal definitions are slightly more general than the informal definitions given above: A life cycle is a subclass of another life cycle if and only if there exists some set of methods such that encapsulating or hiding these methods in the first life cycle yields the other life cycle. Not requiring that the methods being encapsulated or hidden must be exactly the methods appearing in the first life cycle and not in the second one can sometimes be convenient, as some of the examples in the remainder show. Also for convenience, the inheritance relations are defined for arbitrary closed PA \(^3\) terms and not only for life cycles.
Definition 3.3. (Inheritance relations)

i) Protocol inheritance:
For any \( p, q \in C(PA^r) \), \( p \) is said to be a subclass of \( q \) under protocol inheritance, denoted \( p \leq_{pt} q \), if and only if there exists an \( H \subseteq L \) such that \( PA^f_{dp} \vdash \partial_H(p) = q \).

ii) Projection inheritance:
For any \( p, q \in C(PA^r) \), \( p \) is a subclass of \( q \) under projection inheritance, denoted \( p \leq_{pj} q \), if and only if there exists an \( I \subseteq L \) such that \( PA^f_{dp} \vdash \tau_I(p) = q \).

iii) Protocol/projection inheritance:
For any \( p, q \in C(PA^r) \), \( p \) is a subclass of \( q \) under protocol/projection inheritance, denoted \( p \leq_{pp} q \), if and only if there exists an \( H \subseteq L \) such that \( PA^f_{dp} \vdash \partial_H(p) = q \) and there exists an \( I \subseteq L \) such that \( PA^f_{dp} \vdash \tau_I(p) = q \).

iv) Life-cycle inheritance:
For any \( p, q \in C(PA^r) \), \( p \) is a subclass of \( q \) under life-cycle inheritance, denoted \( p \leq_{lc} q \), if and only if there exist disjoint subsets \( H \) and \( I \) of \( L \) such that \( PA^f_{dp} \vdash \tau_I(p) = q \).

Note that the above definitions are formulated in terms of equality of closed \( PA^f_{dp} \) terms. The completeness of \( PA^f_{dp} \) for rooted branching bisimulation (Theorem 2.7) implies that this formulation is equivalent to a formulation in terms of rooted branching bisimulation. Without completeness, the above definitions would be too restrictive. It would be possible that an object life cycle \( p \) after encapsulation and/or abstraction of the appropriate methods would be rooted branching bisimilar with \( q \), but that this equality would not be derivable from the axioms of \( PA^f_{dp} \). This would be undesirable, because, according to the above definitions, \( p \) would not be a subclass of \( q \).

The requirement that \( H \) and \( I \) must be disjoint in the definition of life-cycle inheritance means that methods are either consistently encapsulated or consistently hidden. It implies that the order of encapsulation and abstraction can be changed without actually changing the definition (See also Lemma 3.9 iii). To our opinion it is not very meaningful to treat different calls of one method in a different way. It is not possible to hide some calls of a method in some part of an object life cycle, whereas some other calls of the same method in another part of the life cycle are encapsulated or left untouched. It is not clear how an inheritance relation can be defined which allows a different treatment of different calls of the same method. It is definitely more complicated than the definition given above. Before studying such a definition, the need for it should be shown by practical experience with the relations given in this paper.

Also note that life-cycle inheritance is defined in terms of a function composition and not simply as the disjunction of the two definitions of protocol and projection inheritance. The latter would not be a true combination of protocol and projection inheritance. Such a definition would also lack desirable properties such as transitivity.

![Figure 1: An overview of life-cycle-inheritance relations.](image)

Figure 1 gives an overview of the four inheritance relations. The arrows depict strict inclusion relations. It follows immediately from the definitions that the inclusion relations between protocol/projection inheritance, on the one hand, and protocol and projection inheritance, on the other hand, are correct; the other two
inclusion relations follow from the definitions and the following lemma, which implies that encapsulating or hiding the empty set of methods yields the original life cycle.

Lemma 3.4. For any closed term \( p \in C(PA_{\delta p}^L) \) and sets \( H, I \leq L \),

1. \( \alpha(p) \cap H = \emptyset \Rightarrow PA_{\delta p}^L \vdash \partial_H(p) = p \).
2. \( \alpha(p) \cap I = \emptyset \Rightarrow PA_{\delta p}^L \vdash \tau_I(p) = p \).

Proof. We only give a proof of 1). It is a straightforward proof by structural induction which is illustrative for the other part of Lemma 3.4, as well as for several other lemmas to follow.

It follows from Property 2.6 that there exists a basic BPA\(_{\delta p}^L\) term \( p' \) such that \( PA_{\delta p}^L \vdash p = p' \). It suffices to show that \( \partial_H(p') = p' \). Given this result, it easily follows that \( \partial_H(p) = \partial_H(p') = p' = p \). The proof is by induction on the structure of basic BPA\(_{\delta p}^L\) terms. The \( \equiv \) sign denotes structural equivalence. Note that \( p' \) cannot contain actions which were not already elements of \( \alpha(p) \) (Property 2.4). Hence, \( \alpha(p') \cap H = \emptyset \).

First, assume that \( p' \equiv a \), for some \( a \in L_s \cup \{ \} \). Since \( a \) is not an element of \( H \), it follows immediately that \( \partial_H(a) = a \). Second, assume \( p' \equiv a \cdot t \), for some \( a \in L_t \) and \( t \in B(BPA_{\delta p}^L) \). From \( \partial_H(a \cdot t) = a \cdot \partial_H(t) \), it follows by induction that \( \partial_H(a \cdot t) = a \cdot t \). Finally, assume \( p' \equiv s + t \), for some \( s, t \in B(BPA_{\delta p}^L) \). Again, it follows by induction that \( \partial_H(s + t) = \partial_H(s) + \partial_H(t) = s + t \).

By means of a few examples, it is straightforward to show that the inclusion relations in Figure 1 are indeed strict and that there are no inclusion relations between protocol inheritance and projection inheritance.

Example 3.5. Consider again the running example. Example 3.1 shows that \( birth \cdot (marriage + stay_single) \cdot death \leq_pp\ birth \cdot (marriage \cdot death) \). It is not hard to see that \( \tau_{(stay\_single)}(birth \cdot (marriage + stay_single) \cdot death) = (birth \cdot ((marriage + t) \cdot death)) \neq (birth \cdot (marriage \cdot death)) \). Therefore, in Figure 1, there is no arrow from protocol inheritance to projection inheritance. This example also shows that the inclusion between \( \leq_pp\) and \( \leq_pt\) is strict.

Example 3.2 shows that \( birth \cdot (marriage \cdot divorce) \cdot death \leq_Pp\ birth \cdot (marriage \cdot death) \). It is also straightforward to verify that there does not exist a protocol-inheritance relation between the two life cycles, which explains the absence of an arrow from \( \leq_pp\) to \( \leq_pt\) as well as the fact that the inclusion between \( \leq_pp\) and \( \leq_Pp\) is strict.

In order to show that protocol/projection inheritance is not an empty relation, consider the following example. A person who can choose to engage before getting married or who simply wants to get married without engagement is a subclass of the person of Example 2.2 under protocol/projection inheritance: \( birth \cdot ((engagement \cdot marriage + marriage) \cdot death) \leq_Pp\ birth \cdot (marriage \cdot death) \).

Finally, to show that \( \leq_Pp\) is a strict inclusion of \( \leq_{kl} \), as well as that \( \leq_Pp\) is a strict inclusion of \( \leq_{kc} \), consider yet another example. A person that can decide to first marry and then divorce or to stay single without worrying about marriage, is a subclass of our person of Example 2.2: \( birth \cdot ((marriage \cdot divorce + stay_single) \cdot death) \leq_{kc} birth \cdot (marriage \cdot death) \). It is not difficult to see that there is no relation between the first person and the second person under any of the other inheritance relations.

Projection inheritance is also suggested by Wieringa in [10]. However, based on an example similar to the last one above, Wieringa concludes that projection inheritance is not a proper definition for inheritance of dynamic behavior. We agree that, in general, projection inheritance is too restricted. However, it is interesting to study what rules are valid for projection inheritance, or, for that matter, for any of the other definitions of inheritance. At the end of the next section, we return to this point in an example.

The following property shows that for protocol, projection, and protocol/projection inheritance, there exists a canonical set of methods that can be encapsulated and/or hidden, namely the set of methods new in the subclass. This result conforms to the intuitive definitions of inheritance given at the beginning of this section.
Property 3.6. For any closed terms \( p, q \in C(\text{P}^A) \),

i) \( p \leq p_i q \iff \delta_{\alpha(p) \setminus \alpha(q)}(p) = q \).

ii) \( p \leq p_j q \iff \tau_{\alpha(p) \setminus \alpha(q)}(p) = q \).

iii) \( p \leq p_p q \iff \delta_{\alpha(p) \setminus \alpha(q)}(p) = q \land \tau_{\alpha(p) \setminus \alpha(q)}(p) = q \).

Proof. We only prove Property i). The proof of ii) is similar; Property iii) follows from i) and ii).

It follows from the definition of protocol inheritance that \( \delta_{\alpha(p) \setminus \alpha(q)}(p) = q \implies p \leq p_i q \). To prove the other implication, assume \( p \leq p_i q \). It follows from Lemma 3.7 iii) and Lemma 3.4 i) that there exists an \( H \subseteq \alpha(p) \) such that \( \delta_H(p) = q \). It follows from Lemma 3.7 i) that \( H \) cannot contain any methods in \( \alpha(q) \).

Again Lemma 3.7 iii) and Lemma 3.4 i) yield that \( H \) can be extended to all elements of \( \alpha(p) \) which are not elements of \( \alpha(q) \). Hence, \( \delta_{\alpha(p) \setminus \alpha(q)}(p) = q \).

\( \square \)

Property 3.6 does not have a counterpart for life-cycle inheritance. That is, given closed \( \text{P}^A \) terms \( p \) and \( q \) such that \( p \leq p_c q \), there does not exist a canonical partitioning of \( \alpha(p) \setminus \alpha(q) \) into \( H \) and \( I \) such that \( \tau_I \circ \delta_H(p) = q \). Assume, for example, that \( p \leq p_p q \). It follows from Property 3.6 iii) that for \( H = \alpha(p) \setminus \alpha(q) \) and \( I = \emptyset \), as well as for \( H = \emptyset \) and \( I = \alpha(p) \setminus \alpha(q) \), \( \tau_I \circ \delta_H(p) = q \).

Lemma 3.7. For any closed term \( p \in C(\text{P}^A_{\emptyset}) \), \( H, H', I, I' \subseteq L \),

i) \( \alpha(\delta_H(p)) \cap H = \emptyset \),

ii) \( \alpha(\tau_I(p)) \cap I = \emptyset \),

iii) \( \text{P}^A_{\emptyset} \vdash \delta_H \cup H(p) = \delta_H \circ \delta_H(p) \),

iv) \( \text{P}^A_{\emptyset} \vdash \tau_{I' \cup I}(p) = \tau_{I'} \circ \tau_I(p) \).

Proof. Structural induction on \( \text{P}^A \) terms.

The following property shows that the four inheritance relations are reflexive and transitive, strengthening our belief that the relations are defined properly.


Proof. It follows from Lemma 3.4 i) and ii) that, for any \( p \in C(\text{P}^A) \), \( \delta_{\emptyset}(p) = p \) and \( \tau_{\emptyset}(p) = p \). Hence, \( \leq p_i, \leq p_j, \leq p_p \), and \( \leq p_c \) are reflexive. For the first three relations, it is also straightforward to show that they are transitive. Let \( p, q, r \in C(\text{P}^A) \) such that \( p \leq p_i q \) and \( q \leq p_i r \). Assume, for example, that \( p \leq p_p q \). It follows from Property 3.6 iii) that for \( H = \alpha(p) \setminus \alpha(q) \) and \( I = \emptyset \), as well as for \( H = \emptyset \) and \( I = \alpha(p) \setminus \alpha(q) \), \( \tau_I \circ \delta_H(p) = q \).

Hence, \( p \leq p_p r \), which proves transitivity of protocol inheritance. Using Lemma 3.7 iii) and iv), the proofs for \( \leq p_j \) and \( \leq p_p \) are very similar.

Showing that life-cycle inheritance is transitive is more involved. The crucial point is the observation that, given \( p \leq p_c q \) and \( q \leq p_c r \), it is not possible that methods in \( p \) are encapsulated (hidden) whereas the same methods in \( q \) are hidden (encapsulated). The reason is simple: Methods of \( p \) that are encapsulated or hidden, simply do not occur in \( q \) anymore. Formally, the proof is as follows. From the assumption that \( p \leq p_c q \) and \( q \leq p_c r \), it follows that there are subsets \( H, H', I, I' \) of \( L \) such that \( \tau_I \circ \delta_H(p) = q \) and \( \tau_{I'} \circ \delta_{H'}(q) = r \). Lemmas 3.4 and 3.7 imply that these sets can be chosen such that \( H \) and \( I \) are subsets of \( \alpha(p) \setminus \alpha(q) \) and such that \( H' \) and \( I' \) are subsets of \( \alpha(q) \setminus \alpha(r) \). It follows from Lemma 3.9 i) and ii) that \( \alpha(r) \subseteq \alpha(q) \subseteq \alpha(p) \), and hence that \( (H \cup I) \cap (H' \cup I') = \emptyset \). Using Lemmas 3.7 iii), iv) and 3.9 iii), it follows that

\[
\tau_{I' \cup I} \circ \delta_{H' \cup H}(p) = \tau_{I'} \circ \tau_I \circ \delta_{H'} \circ \delta_H(p) = \tau_{I'} \circ \delta_H \circ \tau_I \circ \delta_H(p) = \tau_{I'} \circ \delta_{H'}(q) = r.
\]

Hence, \( p \leq p_c r \).

\( \square \)

Lemma 3.9. For any closed term \( p \in C(\text{P}^A_{\emptyset}) \), \( H, I \subseteq L \),\n
\[
\tau_{I' \cup I} \circ \delta_{H' \cup H}(p) = \tau_{I'} \circ \tau_I \circ \delta_{H'}(p) = \tau_{I'} \circ \delta_{H'} \circ \tau_I \circ \delta_H(p) = \tau_{I'} \circ \delta_{H'}(q) = r.
\]
any distinct $a$, $b$, $c$, $d \in L$, $a + b \leq_{pt} a$, because $\partial_{(b)}(a + b) = a$. However, in a context where an occurrence of $b$ is followed by an $a$, it is not allowed to replace $a$ by its subclass $a + b$. Doing so, yields $b \cdot (a + b)$. Obviously, since $\partial_{(b)}(b \cdot (a + b)) = \delta$, $b \cdot (a + b) \nless_{pt} b \cdot a$. A similar example can be constructed for projection inheritance. It is straightforward to show that $a \cdot b \nless_{pfi} a$, whereas $a \cdot b + b \nless_{pfi} a + b$. However, for any method $c \in L$ that is different from $b$, it easily follows that $c \cdot (a + b) \leq_{pt} c \cdot a$ and $a \cdot b + c \leq_{pfi} a + c$.

Another instructive example is the following, where first a subclass of an action $a$ under protocol inheritance is constructed and, subsequently, this subclass is further refined to a more specialized subclass. For any distinct $a$, $b$, $c$, $d \in L$, $a + b \leq_{pt} a$ and $a \cdot c + b \leq_{pt} b$. Replacing the occurrence of $b$ in the former with its subclass $a \cdot c + b$, yields $a + (a \cdot c + b)$. It is not difficult to see that $a + (a \cdot c + b) \nless_{pt} a$. Another subclass of $b$ is $d \cdot c + b$. Replacing $b$ with this subclass, yields $a + (d \cdot c + b)$. It easily follows that $a + (d \cdot c + b) \leq_{pt} a$.

These examples show that a problem may arise when a method that is encapsulated or hidden also appears in the context. The fact that the inheritance relations cannot be applied in arbitrary contexts is not really unexpected. The reason is that it is not allowed to treat different calls of the same method in a different way. In the remainder of this section, we formalize under which conditions it is allowed to refine a subclass to a more specialized subclass. First, we formalize the notion of a context. A context $C[\cdot]$ is a closed $PA^*$ term that contains a "hole." Contexts can be defined inductively in the following way.
Definition 3.13. (Context) The most simple context is simply a hole, denoted by an underscore "." Furthermore, for any closed term \( p \in C(\text{PA}^3) \) and context \( C[\_] \), \( p \oplus C[\_] \) and \( C[\_] \oplus p \) are contexts, where \( \oplus \in \{+, \cdot, \|, [] \} \).

The following property gives the conditions we are looking for. Informally, the condition in Property i) that \( \alpha(r) \cap H = \emptyset \) means that it is not allowed to encapsulate methods in \( p \) that are not encapsulated in \( C[q] \); the former being methods in \( H \) and the latter being methods in \( \alpha(r) \). The conditions in the other properties have similar meanings. The additional requirement in Property iv) that \( (H' \cup H) \cap (I' \cup I) = \emptyset \) means that the methods being encapsulated must be disjoint from the methods being hidden.

Property 3.14. Let \( p, q, r \in C(\text{PA}^3) \) and let \( C[\_] \) be a context. Let \( H, H', I, \) and \( I' \) be subsets of \( L \).

i) If \( p \leq_{pt} q \) such that \( \partial_H(p) = q \), and \( C[q] \leq_{pt} r \), then \( \alpha(r) \cap H = \emptyset \Rightarrow C[p] \leq_{pt} r \).

ii) If \( p \leq_{pt} q \) such that \( \tau_I(p) = q \), and \( C[q] \leq_{pt} r \), then \( \alpha(r) \cap I = \emptyset \Rightarrow C[p] \leq_{pt} r \).

iii) If \( p \leq_{pt} q \) such that \( \partial_H(p) = q \), and \( C[q] \leq_{pt} r \), then

\[
\alpha(r) \cap (H \cup I) = \emptyset \Rightarrow C[p] \leq_{pt} r.
\]

iv) If \( p \leq_{lt} q \) such that \( \tau_I \circ \partial_H(p) = q \), and \( C[q] \leq_{lt} r \) such that \( \tau_I \circ \partial_H(C[q]) = r \), then

\[
(H' \cup H) \cap (I' \cup I) = \emptyset \land \alpha(r) \cap (H \cup I) = \emptyset \Rightarrow C[p] \leq_{lt} r.
\]

Proof. First, we prove Property i). It follows from the encapsulation axioms and Lemma 3.15 given below that encapsulation distributes over all operators that may appear in a context. It then follows from Lemmas 3.4, 3.7, and 3.9 that the following derivation is correct. In the final step, the requirement that \( \alpha(r) \cap H = \emptyset \) is used.

\[
\partial_{H' \cup H}(C[p]) = \partial_{H'} \circ \partial_H(C[p]) = \partial_{H'} \circ \partial_H(C[\partial_H(p)]) = \partial_{H'} \circ \partial_H(C[q]) = \partial_{H \cup H'}(C[q]) = \partial_H(r) = r.
\]

This derivation shows that \( C[p] \leq_{pt} r \). Properties ii) and iii) are proven similarly. Property iv) is shown as follows. The condition that \( (H' \cup H) \cap (I' \cup I) = \emptyset \) is used in the second and fifth step. As before, the other condition is used in the final step.

\[
\tau_I \circ \partial_H \circ \partial_H(C[p]) = \tau_I \circ \tau_I \circ \partial_H \circ \partial_H(C[p]) = \tau_I \circ \partial_H \circ \tau_I \circ \partial_H(C[p]) = \\
\tau_I \circ \partial_H \circ \tau_I \circ \partial_H(C[q]) = \tau_I \circ \partial_H \circ \tau_I \circ \partial_H(C[q]) = \tau_I \circ \partial_H(r) = r.
\]

\square

Lemma 3.15. For any closed terms \( p, q \in C(\text{PA}^3_{\alpha}) \), \( H, I \subseteq L \),

i) \( \text{PA}^3_{\alpha} \vdash \partial_H(p \parallel q) = \partial_H(p) \parallel \partial_H(q) \),

ii) \( \text{PA}^3_{\alpha} \vdash \partial_H(p \parallel q) = \partial_H(p) \parallel \partial_H(q) \),

iii) \( \text{PA}^3_{\alpha} \vdash \tau_I(p \parallel q) = \tau_I(p) \parallel \tau_I(q) \),

iv) \( \text{PA}^3_{\alpha} \vdash \tau_I(p \parallel q) = \tau_I(p) \parallel \tau_I(q) \).

Proof. Property i) can be proven by simultaneous induction on the structure of \( p \) and in the sum of the number of symbols in \( p \) and in \( q \). Property ii) follows immediately from i). Properties iii) and iv) are proven in a similar way.

\square

Example 3.16. Let us return to Example 3.12. Let context \( C_0[\_] \) be defined as \( b \cdot \_ \) and \( C_1[\_] \) as \( c \cdot \_, \) for distinct methods \( b \) and \( c \) in \( L \). Since \( \leq_{pt} \) is reflexive, \( C_0[a] \leq_{pt} C_0[a] \) and \( C_1[a] \leq_{pt} C_1[a] \), for any \( a \in L \) distinct from \( b \) and \( c \). We want to know whether it is possible to refine \( C_i[a] \), for \( i \in \{0, 1\} \), by replacing the occurrence of \( a \) by its subclass \( a + b \). That is, we want to find out whether \( C_1[a + b] \) is a subclass of \( C_1[a] \). Note that to show that \( a + b \) is a subclass of \( a \), method \( b \) is being encapsulated. Since \( b \in \alpha(C_0[a]) \), we cannot derive from Property 3.14 iv) that \( C_0[a + b] \) is a subclass of \( C_0[a] \), which confirms the conclusion of Example 3.12. However, since \( b \not\in \alpha(C_1[a]) \), Property 3.14 i) yields that \( C_1[a + b] \leq_{pt} C_1[a] \).
Another example shows an application of Property 3.14 iv). Let \( a, b, c \in L \) be distinct methods. Consider the context \( C[.] \) defined as \( + b \). By encapsulating method \( b \), it is easy to show that \( C[a] \preceq_{lc} a \). We also have that \( a \cdot c \preceq_{lc} a \), which follows from hiding method \( c \). Replacing the occurrence of \( a \) in \( C[a] \) with its subclass \( a \cdot c \), yields \( C[a \cdot c] \). In order to apply Property 3.14 iv), let \( H' = \{ b \} \), \( I = \{ c \} \), and \( H = I' = \emptyset \). Obviously, this satisfies the requirement that \( (H' \cup H) \cap (I' \cup I) = \emptyset \). Since, in addition, \( \alpha(a) \) and \( H \cup I \) are disjoint, we derive that \( C[a \cdot c] \preceq_{lc} a \). That is, \( a \cdot c + b \preceq_{lc} a \). However, \( a \cdot b \) is also a subclass of \( a \), which can be easily shown by hiding the singleton \( I = \{ b \} \). Substituting \( a \cdot b \) for \( a \) in \( C[a] \) yields \( C[a \cdot b] \). Since in this case \( (H' \cup H) \cap (I' \cup I) \), where \( H, H', \) and \( I' \) are as before, is not empty, we cannot apply Property 3.14 iv). It is not difficult to verify that \( C[a \cdot b] \) is not a subclass of \( a \): \( C[a \cdot b] \not\preceq_{lc} a \). The reason is that in \( C[a] \) method \( b \) is encapsulated whereas in \( a \cdot b \) method \( b \) is hidden.

The results presented in this section show that the definitions of the four inheritance relations are sound. The conditions under which it is allowed to apply the inheritance preorders in arbitrary contexts or to refine a subclass to a more specialized subclass seem reasonable, although more experience has to show whether they are not too restrictive. The examples give an impression what subclass relations are valid under the different forms of inheritance. In the next section, we study the latter in more detail.

4 Subclass Relations under Different Forms of Inheritance

This section presents some general subclass relations valid under the four forms of inheritance. In particular, it shows that extending a life cycle with an alternative behavior yields a subclass under protocol inheritance. It also shows that extending a life cycle by inserting some alternative behavior in between parts of the original life cycle, as well as putting some alternative behavior in parallel with (part of) the original life cycle yields a subclass under projection inheritance. Life-cycle inheritance allows arbitrary combinations of these three operations.

**Property 4.1.** For any \( p, q \in C(\mathcal{PA}^T) \) and \( b \in L \setminus \alpha(q) \),

\[
q + b \cdot p \preceq_{pt} q \quad \text{PT}
\]

**Proof.** Let \( H = \{ b \} \). It follows from the encapsulation axioms, Lemma 3.4 i), and axioms A7 and A6 that

\[
\partial_H(q + b \cdot p) = \partial_H(q) + \partial_H(b) \cdot \partial_H(p) = q + \delta \cdot \partial_H(p) = q + \delta = q.
\]

Hence, \( q + b \cdot p \preceq_{pt} q \). \[Q.E.D.

Method \( b \) functions as some sort of a "guard." Blocking the guard means that the environment cannot choose the behavior \( b \cdot p \). For this reason, \( b \) may not appear in \( q \), since blocking \( b \) would otherwise change the behavior of \( q \). Rule PT shows that encapsulation is sufficient to capture inheritance by means of the choice operator. This rule also shows that it is sufficient to encapsulate a single method, whereas the canonical set \( \alpha(q + b \cdot p) \setminus \alpha(q) \) might be much larger.

**Property 4.2.** For any \( a \in L_s \) and \( q, q_0, q_1, r \in C(\mathcal{PA}^T) \) such that \( \alpha(r) \subseteq L \setminus (\alpha(q) \cup \alpha(q_0) \cup \alpha(q_1) \cup \{ a \}) \),

\[
q \cdot r \preceq_{pt} q \quad \text{PJ1}
\]

\[
a \cdot (r \cdot (q_0 + q_1) + q_0) \preceq_{pt} a \cdot (q_0 + q_1) \quad \text{PJ2}
\]

\[
a \cdot (q \parallel r) \preceq_{pt} a \cdot q \quad \text{PJ3}
\]

**Proof.** Let \( I \) be equal to \( \alpha(r) \). It follows from the abstraction axioms, Lemma 3.4 ii), Lemma 4.3 i) given below, and axiom B1 that

\[
\tau_I(q \cdot r) = \tau_I(q) \cdot \tau_I(r) = q \cdot r = q,
\]

which proves PJ1. The proof for PJ2 is similar, only axiom B2 is used instead of B1:

\[
\tau_I(a \cdot (r \cdot (q_0 + q_1) + q_0)) = \tau_I(a) \cdot (\tau_I(r) \cdot (\tau_I(q_0) + \tau_I(q_1))) + \tau_I(q_0)) = a \cdot (\tau_I(q_0 + q_1) + q_0) = a \cdot (q_0 + q_1).
\]
Rule PJ3 follows from the abstraction axioms, Lemmas 3.4 ii), 3.15 iv), and 4.3, and axiom B2:

\[ \tau_I(a \cdot (q || r)) = \tau_I(a) \cdot (\tau_I(q) || \tau_I(r)) = a \cdot (q || r) = a \cdot (\tau \cdot q + q) = a \cdot q. \]

Lemma 4.3. For any closed term \( p \in C(PA^*) \), and \( I \subseteq L \),

1. \( \alpha(p) \subseteq I \Rightarrow PA_{b_{sp}}^I \vdash \tau_I(p) = \tau, \)
2. \( PA_{b_{sp}}^I \vdash p || \tau = \tau \cdot p + p, \)

Proof. Property i) is shown by induction on the structure of basic BPA terms. Property ii) can also be proven by structural induction. However, the auxiliary result that \( PA_{b_{sp}}^I \vdash p || \tau = p \) is needed, which is, not unexpectedly, also proven by structural induction.

Note that Lemma 4.3 i) cannot be proven for arbitrary closed \( PA_{b_{sp}}^I \) terms, because it is not possible to hide constant \( \delta \).

Rules PJ1 and PJ2 are inspired by the two branching axioms B1 and B2. Together they state that inserting new behavior in an object life cycle that does not disable any behavior of the original life cycle, yields a subclass under projection inheritance. Rule PJ3 shows that putting alternative behavior in parallel with the original life cycle also yields a subclass under projection inheritance. The last two rules clearly show why the object-creation action \( \forall \) is useful. They cannot be proven if the initial \( a \) is omitted, because an internal action at the beginning of a life cycle may determine a choice and, hence, cannot be removed. The requirement that an object life cycle starts with an object-creation action guarantees that an initial internal action never occurs.

Example 4.4. Consider again the running example. A person that can get children any time during his or her life is a subclass of the person of Example 2.2: \( \text{birth} \cdot (\text{marriage} || \text{children}) \cdot \text{death} \leq_{PP} \text{birth} \cdot (\text{marriage} \cdot \text{death}). \) This result follows immediately from the context rule of Property 3.14 ii) and rule PJ3 above.

Property 4.5. For any \( a \in L_s, q, r \in C(PA^*) \) such that \( \alpha(r) \subseteq L \setminus (\alpha(q) \cup \{a\}) \), and \( b \in L \setminus (\alpha(q) \cup \{a\}) \),

\[ a \cdot ((b \cdot r) \cdot q + q) \leq_{PP} a \cdot q \quad PP \]

Proof. Let \( H \) be equal to \( \{b\} \) and \( I \) be equal to \( \alpha(r) \cup \{b\} \). Note that \( b \) is not equal to \( \tau \). It follows immediately from the encapsulation axioms, Lemma 3.4 i), and axioms A7 and A6 that

\[ \delta_H(a \cdot ((b \cdot r) \cdot q + q)) = \delta_H(a) \cdot (\delta_H(b \cdot r) \cdot \delta_H(q) + \delta_H(\tau)) = a \cdot ((\delta \cdot \delta_H(r)) \cdot q + q) = a \cdot q. \]

Furthermore, it follows from the abstraction axioms, Lemmas 3.4 ii), and 4.3 i), and axioms B2 and A3 that

\[ \tau_I(a \cdot ((b \cdot r) \cdot q + q)) = \tau_I(a) \cdot (\tau_I(b \cdot r) \cdot \tau_I(q) + \tau_I(\tau)) = a \cdot (\tau \cdot q + q) = a \cdot q. \]

It follows from the above two derivations that \( a \cdot ((b \cdot r) \cdot q + q) \leq_{PP} a \cdot q. \)

Rule PP shows that under protocol/projection inheritance it is allowed to postpone behavior. In case it is possible to specify recursive behavior, a nice variant of PP is a rule in which the behavior \( b \cdot r \) is iterated arbitrary many times before continuing with \( q \). An example of such a rule with iteration can be found in [1].

Property 4.6. For any \( a \in L_s, p, q, r \in C(PA^*) \) such that \( \alpha(r) \subseteq L \setminus (\alpha(q) \cup \{a\}) \), and \( b \in L \setminus (\alpha(r) \cup \alpha(q) \cup \{a\}) \),

\[ a \cdot (r \cdot (q + b \cdot p)) \leq_{Lc} a \cdot q \quad LC1 \]
\[ a \cdot ((q + b \cdot p) || r) \leq_{Lc} a \cdot q \quad LC2 \]
\[ a \cdot (q || (r + b \cdot p)) \leq_{Lc} a \cdot q \quad LC3 \]

Rules LC1-3 are combinations of the rules for protocol and projection inheritance, which are illustrative for life-cycle inheritance. It is not difficult to find several more of such combinations. It is possible to prove the above rules by means of Property 3.14. However, the proof given below uses basic lemmas and axioms, which yields a more readable proof. The other proof is an interesting exercise.
Proof. Let \( H \) be equal to \( \{b\} \) and \( I \) be equal to \( \alpha(r) \). It follows from the encapsulation and abstraction axioms, Lemma 3.4, Lemma 4.3 i), and axioms A6, A7, and B1 that
\[
\tau_I \circ \partial_H(a \cdot (q + b \cdot p)) = \tau_I \circ \partial_H(a \cdot (\tau_I \circ \partial_H(r) \cdot (\tau_I \circ \partial_H(q) + \tau_I \circ \partial_H(b \cdot p)))) = a \cdot (r \cdot (q + \delta)) = a \cdot q,
\]
which proves LC1. Rule LC2 follows from again the encapsulation and abstraction axioms, Lemma 3.4, Lemma 3.15 ii) and iv), Lemma 4.3, and axioms A6, A7, and B2:
\[
\tau_I \circ \partial_H(a \cdot (q + b \cdot p) \parallel r)) = \tau_I (\partial_H(a) \cdot (\partial_H(q + b \cdot p) \parallel \partial_H(r))) = \tau_I (a \cdot (q \parallel r)) = \tau_I (a \cdot q \parallel r),
\]
after which the proof proceeds as for rule PJ3. Rule LC3 is proven similarly. \( \square \)

Example 4.7. Let us return to our running example. A person that can get children any time during his or her life, and can choose to marry or to stay single is a subclass of the person of Example 2.2: birth \cdot (marriage + stay_single) \parallel children \cdot death \leq_{lc} birth \cdot (marriage \cdot death). This result follows from the context rule of Property 3.14 iv) and rule LC2.

Example 4.8. The following example is taken from [10], where it is used to illustrate the shortcomings of projection inheritance in isolation. Although we have not formalized recursion in this paper, it should be clear that the following calculations are correct. Assume we have the following equations:
\[
X = a \cdot X \\
Y_1 = b_1 \cdot Y_2 \\
Y_2 = (b_2 + a) \cdot Y_2 + b_3
\]
In [10], \( X \) is the life cycle of a person and \( Y \) the life cycle of an employee. Action \( a \) denotes a change of address; \( b_1 \) is the hiring of an employee; \( b_2 \) is a promotion and \( b_3 \) denotes the employee leaving the job. Obviously, an employee should be a subclass of a person. However, it is not hard to show that \( Y_1 \) is not a subclass of \( X \) under projection inheritance. Let \( I = \{b_1, b_2, b_3\} \).
\[
\tau_I(Y_1) = \tau \cdot \tau_I(Y_2) \\
\tau_I(Y_2) = (\tau + a) \cdot \tau_I(Y_2) + \tau
\]
It is clear that \( \tau_I(Y_1) \) is not equal to \( X \) which means that \( Y_1 \not \leq_{pl} X \). The problem is two-fold. The initial \( \tau \) of \( \tau_I(Y_1) \) cannot be removed, nor can the two \( \tau \)-actions in the context of a choice in process \( \tau_I(Y_2) \) (although the first \( \tau \) in \( \tau_I(Y_2) \) can be eliminated if some kind of fairness principle is used, see [5]). The first problem can be solved easily. Observe that in the framework of this paper \( X \) and \( Y_1 \) do not denote object life cycles. Therefore, we add the following two equations:
\[
X_0 = \forall \cdot X \\
Y_0 = \forall \cdot Y_1
\]
Process \( X_0 \) now denotes the life cycle of a person; \( Y_0 \) is the life cycle of an employee. Note that the defining equations for \( Y_0 \) can be simplified as follows.
\[
Y_0 = (\forall \cdot b_1) \cdot Y_2 \\
Y_2 = (b_2 + a) \cdot Y_2 + b_3
\]
Although this solves the first problem, it is still not possible to show that \( Y_0 \leq_{pl} X_0 \). However, it is possible to show that an employee is a subclass of a person under the more general life-cycle inheritance. That is, it is possible to show that \( Y_0 \leq_{lc} X_0 \). Let \( H = \{b_2, b_3\} \) and \( I = \{b_1\} \). The axioms for encapsulation and abstraction yield that
\[
\tau_I \circ \partial_H(Y_0) = (\forall \cdot \tau) \cdot \tau_I \circ \partial_H(Y_2) \\
\tau_I \circ \partial_H(Y_2) = (\delta + a) \cdot \tau_I \circ \partial_H(Y_2) + \delta
\]
It follows from axioms B1 and A6 that
\[
\tau_I \circ \partial_H(Y_0) = \forall \cdot \tau_I \circ \partial_H(Y_2) \\
\tau_I \circ \partial_H(Y_2) = a \cdot \tau_I \circ \partial_H(Y_2)
\]
Hence, \( \tau_I \circ \partial_H(Y_0) = X_0 \), which implies that \( Y_0 \leq_{lc} X_0 \).

It is also possible to arrive at this result by applying the rules given in this section plus several of the properties of the previous section. First, rule PJ1 yields that \( \forall \cdot b_1 \leq_{lc} \forall \). Since method \( b_1 \) does not appear in \( X_0 \), we derive that
\((\forall \cdot b_1) \cdot X \cdot \leq_{\ell} X_0\).

Second, by applying rule \(PT\) twice, it follows that \(Y_2 \leq_{\ell} X\). The context property of the previous section implies that

\((\forall \cdot b_1) \cdot Y_2 \leq_{\ell} X_0\).

As before, it follows that \(Y_0 \leq_{\ell} X_0\).

As Wieringa already observes in [10], abstraction is a useful notion for describing life-cycle-inheritance relations, but it does not always appear to be sufficient. In that case, the combination of abstraction and encapsulation seems to be a solution.

5 Concluding Remarks

This paper presents a characterization of life-cycle inheritance in a simple process-algebraic setting. The reason to choose process algebra is two-fold. First, we believe that life-cycle inheritance can be expressed in terms of encapsulation and abstraction. These concepts are well investigated in process algebra. Second, process algebra has no explicit representation of process states, but focusses on state changes instead. This is an advantage when studying the concept of inheritance of dynamic behavior.

We have formulated four inheritance relations, all in terms of encapsulation and abstraction. We have shown that all four relations are sound and have several useful properties. Numerous examples and some general rules show that the definitions are meaningful as well, although more practical experience has to point out whether they are expressive enough to cope with real-world examples. The rules given in Section 4 show that they capture three basic operators to construct a subclass from a superclass, namely choice, sequential composition, and parallel composition.

A disadvantage of the theory developed in this paper as a whole is that it is not immediately useful for practical purposes. The algebraic theory does not include recursion and it has no explicit representation of internal states. Moreover, it is not straightforward to add these features and still maintain a framework as simple and clear as the theory in this paper. Therefore, in another paper [1], we turn to Petri nets, which is a graphical formalism, much closer to the state diagrams used in existing techniques as OMT and OOD. Petri nets inherently allow recursion and they have an explicit representation of states, two features that are essential to a successful object-oriented methodology. The translation of the concepts developed in this paper to Petri nets in [1] is illustrative for translations to other state-based formalisms. The reason for the approach in two steps is that process algebra is a very useful framework for developing a good understanding of the concept of life-cycle inheritance, whereas Petri nets are a formalism which is very intuitive to understand and is close to practice. It is our experience that it is difficult to achieve the two goals of a clear conceptual understanding and a practical object-oriented methodology in a single framework.
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