Analysis of the vibronic fine structure in circularly polarized emission spectra from chiral molecular aggregates
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Using a Frenkel-exciton model, the degree of circular polarization of the luminescence ($g_{lum}$) from one-dimensional, helical aggregates of chromophoric molecules is investigated theoretically. The coupling between the electronic excitation and a local, intramolecular vibrational mode is taken into account. Analytical expressions for the fluorescence band shape and $g_{lum}$ are presented for the case of strong and weak electronic coupling between the chromophoric units. Results are compared to those from numerical calculations obtained using the three particle approximation. $g_{lum}$ for the 0-0 vibronic band is found to be independent of the relative strength of electronic coupling between chromophores and excitation-vibration coupling. It depends solely on the number of coherently coupled molecules. In contrast, for the higher vibronic transitions $g_{lum}$ decreases with decreasing strength of the electronic coupling. In the limit of strong electronic coupling, $g_{lum}$ is almost constant throughout the series of vibronic transitions but for weak coupling $g_{lum}$ becomes vanishingly small for all vibronic transitions except for the 0-0 transition. The results are interpreted in terms of dynamic localization of the excitation during the zero point vibrational motion in the excited state of the aggregate. It is concluded that circular polarization measurements provide an independent way to determine the coherence size and bandwidth of the lowest exciton state for chiral aggregates. © 2004 American Institute of Physics. [DOI: 10.1063/1.1730114]

I. INTRODUCTION

In view of their industrial applications in, e.g., display devices, the optical properties of $\pi$-conjugated, semiconducting polymers have been studied intensively in the last decade. A considerable number of studies have been devoted to understanding the effect of electronic interactions between chains of conjugated polymer on the luminescence quantum yield of solid films of these polymers. There seems to be consensus now that interchain interactions can lead to excitations that are delocalized over more than one polymer chain. The luminescence efficiency of these interchain species can in certain cases be considerably lower than for an isolated chain. Therefore, understanding of interchain electronic coupling is of considerable practical importance.

Chiral $\pi$-conjugated polymers constitute a special class of macromolecules. Due to the absence of mirror image symmetry at the local structural level, a randomly oriented ensemble of these polymers shows a difference in absorption of left and right circular polarized light. In the case of fluorescent polymers, left and right polarized light are also emitted with a different probability. Structural characteristics of these chiral polymers can be probed by chiroptical techniques, such as circular dichroism (CD) and circularly polarized luminescence (CPL) which are sensitive to chirality in the ground and excited state, respectively. Using these techniques, a large number of chiral polymers have been investigated. For many polymers, CD and CPL are practically zero for molecularly dissolved chains. However, upon formation of nano-aggregates in poor solvent, significant CD and CPL effects can be observed. It may therefore be expected that circular polarization effects are very sensitive to interchain interactions. Due to the disordered nature of the polymer chains, quantitative analysis of the chiroptical data is very difficult.

Apart from polymers, also chiral $\pi$-conjugated oligomers with a well-defined structure have been investigated using chiroptical spectroscopy. These molecules have a tendency to form aggregates and related superstructures. There is growing evidence that also cyanine dye molecules can be organized into chiral structures resulting in chiroptical properties. The circular polarization differentials contain, in principle, information on the structure of the aggregate.

For small chiral molecules containing a single chromophoric group, the electronic circular dichroism can be calculated from first principles using modern quantum chemical methods and information can be extracted from the rather subtle CD effects. Aggregates of many chromophoric molecules are systems that are in most cases too large to be amenable to quantum chemical calculations using, e.g., molecular orbital or density functional methods. Instead, circular polarization effects are usually modeled in terms of exciton theory. For aggregates, the relation between structure of the aggregate and chiroptical spectra has been analyzed and, especially, molecules/aggregates containing two identical chromophoric groups have been investi-
gated extensively with the aim of determining the absolute stereochemistry of the molecule from chiroptical data. Briefly, when two identical chromophores without stereo-centers are held together by a chiral scaffold, delocalization of the excitation over the two chromophoric groups induces a circular differential polarization in absorption and emission. Thus, the degree of circular polarization is a sensitive measure of the delocalization of the photoexcitation over the chromophoric groups in the cluster.

The coupling between electronic and nuclear motion in such aggregates is a serious problem in the description of the excited state of such multichromophoric arrays. As a result of this coupling, the Born–Oppenheimer approximation becomes inaccurate and in many cases one has to resort to numerical methods to model absorption and luminescence spectra. For π-conjugated oligomers, coupling between electronic excitations and vibrations is usually quite strong, resulting in the appearance of vibronic progressions in the optical spectra of these materials. For aggregates, this fine structure contains, in principle, information on the degree of delocalization and the dynamical behavior of a photo excitation on the aggregate. Its study is therefore of considerable importance.

Here we focus on the effect of vibronic coupling on the chiroptical properties of chiral aggregates of chromophoric molecules. Some studies on vibronic effects in CD have appeared, yet no detailed analysis of vibronic effects in CD has been given. As fluorescence usually occurs from the lowest electronically excited state, CPL spectra are often considerably easier to interpret than CD spectra since they involve only a single electronic transition. Here, we will show that vibronic coupling can lead to a pronounced wavelength dependence of the degree of circular polarization in the fluorescence band from a chiral aggregate. These effects can be interpreted in terms of dynamic localization where the degree of delocalization of an excitation is strongly coupled to the zero-point vibrational motion in the excited state. The calculations indicate that polaronic effects can play an important role in the dynamics of the excitations.

II. MODEL AGGREGATES

In this study we consider linear aggregates composed of achiral rod-shaped conjugated molecules such as the unsubstituted oligo-phenylene vinylenes or oligothiophenes, where the molecular plane of each molecule is oriented normal to the aggregate axis z. Molecules are labeled with the index, n, with n = 1, 2, ..., N, where N is the total number of molecules within the aggregate. The nearest neighbor separation is d and the aggregate length, (N−1)d, is taken to be much smaller than an optical wavelength. Chirality results from the helical nature of the aggregate created by rotating molecule n’s long axis by an amount proportional to n, as demonstrated in Fig. 1. The orientation of molecule n’s long axis is given by φn. If we further assume centrosymmetric molecules, then φ and φ + π are indistinguishable, making φ range from −π/2 to π/2.

In what follows each molecule in the aggregate is taken to be a two-level system consisting of a ground electronic state, 1A , and an excited electronic state, 1B . The (optical gap) transition between the two is coupled to a single totally symmetric intramolecular vibration with frequency, ωv. The coupling is caused by a shift in the nuclear potential well, taken to be harmonic, upon electronic excitation and is quantified by the Huang–Rhys factor, λ ². The ground and excited harmonic wells are assumed to be of the same curvature (i.e., no change in ωv with electronic excitation).

Within the aggregate an excited molecule at site m can resonantly transfer its energy to molecule at n via the excitonic coupling, Jmn . The aggregate Hamiltonian, written in a representation of one-excitations, reads

$$H = \omega_0 \sum_n b_n^\dagger b_n + \omega_0 \lambda \sum_n (b_n^\dagger + b_n) |n\rangle \langle n|$$

$$+ \sum_{m, n} J_{mn} |m\rangle \langle n| + D + \omega_{0-0} + \lambda^2 \omega_v,$$

where \(\hbar = 1\) is taken, \(b_n^\dagger (b_n)\) is the creation (destruction) operator for the harmonic oscillator representing the ground state nuclear potential on molecule n. The electronic state, |n⟩, with |n⟩=|e⟩\prod_{m=1}^n|g_m⟩, indicates that the molecule at n is electronically excited to the state 1Bgly (alias e), while all other molecules remain in their electronic ground states, 1Agly (alias states g m). ωv is the gas-phase, 1Agly → 1Bgly, 0-0 transition frequency, and D is the gas-to-crystal (red) shift of the transition energy due to nonresonant second-order dispersion forces, assumed the same for all molecules in the aggregate.

In what follows we further assume that exciton coupling is limited to nearest neighbors,

$$J_0 \equiv J_{n,n±1} = J_{n±1,n}$$

and that J0>0. If periodic boundary conditions are invoked, then we also have \(J_{1,N} = J_{N−1,0}\). Maintaining positive J0 places the k = π exciton at the bottom of the band, as in H-aggregates. The free exciton bandwidth W is given by W = 4J0 for N>2 and by W = 2J0 for dimers (N=2).

III. AGGREGATE EMISSION

To analyze the Hamiltonian (1) we use the multi-particle basis set based on the total number of vibronically and vibrationally excited molecules. One-particle states, denoted,
$|n, \bar{n}\rangle$, consist of a single vibronic excitation at site $n$ (with all other sites electronically and vibrationally unexcited). The vibronic excitation involves $\bar{n} \geq 0$ vibrational quanta in the excited ($1^1B_u$) nuclear potential, which for a totally symmetric vibration is generally shifted from the ground state ($1^1A_g$) nuclear potential. Two-particle states, denoted $|n,\bar{n};n',v'\rangle$, consist of a vibronic excitation at site $n$ and a vibrational excitation at site $n'$ (with $n' \neq n$). The latter involves $v' \geq 1$ vibrational quanta in the ground state nuclear well. Continuing in this fashion, the $p$th particle state consists of a single vibronic excitation and $p-1$ vibrational excitations with all $p$ excitations (vibronic and vibrational) occurring on distinct molecules. Figure 2 gives a schematic representation of one- and two-particle states.

When $|J_0| < \omega_0$, truncating the multi-particle basis set to include only one- and two-particle states, the so-called two-particle approximation, gives accurate absorption and emission spectra. Larger excitonic couplings require three and higher particle states, primarily for attaining accurate spectral properties of the low (high) energy excitons in aggregates with $J_0 > 0$ ($J_0 < 0$). For this work we investigate aggregates with $J_0$ as large as $10\omega_0$, requiring up to three-particle excitations. Consequently, the wave function of the $\alpha$th vibrationally dressed exciton is written as

$$
|\Psi^{(\alpha)}\rangle = \sum_n \sum_{\bar{n}} c^{(\alpha)}_{n\bar{n}} |n, \bar{n}\rangle + \sum_{n,n',\bar{n},\bar{n}'} c^{(\alpha)}_{n\bar{n};n',\bar{n}'} |n, \bar{n}; n', \bar{n}'\rangle + \sum_{n,n',\bar{n},\bar{n}'} c^{(\alpha)}_{n\bar{n}; n', \bar{n}', n''} |n, \bar{n}; n', \bar{n}', n''\rangle
$$

with energy, $E^{(\alpha)}$. In the second (two-particle) term and third (three-particle) term the sums over molecular sites are restricted so that $n' \neq n$ in the second term, and $n, n', n''$ are all different in the third term. In addition, the vibrational excitations must contain at least one quanta for the two- and three-particle excitations. Thus, $v' \geq 1$ in the second term and $v'', v''' \geq 1$ in the third.

In this work we treat defect-free aggregates at low temperature. In this case, emission emanates from the lowest energy singlet exciton, denoted $|\Psi^{(em)}\rangle$, with transition energy from the vibrationless ground state, $\omega_{em}$. For $J_0 \geq 0$, the emitting state contains the phase alternation characteristic of a wave vector $k = \pi$. [For example, $c^{(em)}_{n\bar{n}} = (-1)^n |c^{(em)}_{n\bar{n}}|$.] In what follows we investigate the frequency-dependent total luminescence, $S(\omega)$, as well as the dissymmetry factor for circularly polarized luminescence, $S_{lum}$. In dimensionless units the unpolarized steady-state emission spectrum is determined from

$$
S(\omega) = \sum_{v_f = 0, 1, 2, \ldots} W_c (\omega - \omega_{em} + v_f \omega_0) / W_c (0).
$$

The sum is over all $0-v_f$ transitions, where $v_f$ is the number of ground state vibrational quanta in the terminal state of the emission process. $W_c (\omega)$ is a symmetric line shape function and $W_c (0)$ is the dimensionless line (or oscillator) strength for the $0-v_f$ transition, given by

$$
W_c (0) = \frac{1}{\mu_0} \sum_{\{v_n\}} |\langle \Psi^{(em)}| \hat{M} \prod_n |g_n, v_n\rangle|^2.
$$

$\Pi_n |g_n, v_n\rangle$ represents a terminal state in the emission event. The sum in Eq. (4) is over all terminal states, each identified by a unique set of quantum numbers $\{v_n\} = \{v_1, v_2, \ldots, v_N\}$, under the constraint $\sum_n v_n = v_f$ indicated by the prime. Finally, $\hat{M}$ is the aggregate transition dipole moment (tdm) operator,

$$
\hat{M} = \sum_n \hat{\mu}_n,
$$

where the site tdm operator defined as

$$
\hat{\mu}_n = (\mu_{n,i} + \mu_{n,j}) |g_i\rangle\langle g_j| + \text{h.c.},
$$

Assuming the molecular tdm lies along the long molecular axis, the components of the tdm of the $n$th molecule are

$$
\mu_{n,x} = \mu_0 \cos(\phi_n),
$$

and

$$
\mu_{n,y} = \mu_0 \sin(\phi_n),
$$

where $\phi$ is defined in Fig. 1.

In addition to the emission intensity, we are also interested in the degree of circular polarization in the $0-v_f$ luminescence peak, denoted by the dissymmetry factor, $S_{lum} (0-v_f)$. In the general case, $S_{lum} (0-v_f)$ depends on the polarization of the exciting light, the geometry of the excitation–detection scheme, and the orientational distribution of chromophores.
In the simplest case of an isotropic distribution of aggregates undergoing rapid rotational diffusion (so that photoselection can be ignored), \( g_{0v} \) is given by
\[
g_{0v} = 2(W_{L}^{0v} - W_{R}^{0v})/(W_{L}^{0v} + W_{R}^{0v}),
\]
where \( W_{L}^{0v} \) and \( W_{R}^{0v} \) are the peak intensity of left-handed (right-handed) circularly polarized emission corresponding to the 0-v transition. \( g_{0v} \) in Eq. (7) can be evaluated by generalizing the dimer formalism presented by Craig and Thirunamachandran \(^{38} \) to an aggregate of \( N \) molecules. The result is
\[
g_{0v} = \sum_{\text{pbc's}} \sum_{n, n'} K_{n - n'} \mu_{n}^{\text{em}}(\mathbf{v} \times \mu_{n}) r_{nn'},
\]
where \( r_{nn'} \) is the unit vector, \( r_{nn'} = (r_{n} - r_{n'})/|r_{n} - r_{n'}| \), connecting sites \( n \) and \( n' \), and \( \mu_{n}^{\text{em}} \) is the matrix element of the electronic moment operator \( \hat{\mu}_{n} \) in Eq. (5b) between the emitting state and the ground electronic state containing the set \{\( \mathbf{v}_{m} \)}\ of vibrational excitations.

\[
\mu_{n}^{\text{em}} = \prod_{m} \langle g_{m} \mathbf{v}_{m} \hat{\mu}_{n} | \Psi^{\text{em}} \rangle.
\]

Unlike the line strengths in Eq. (4), the dissymmetry in Eq. (8) does not assume the aggregate length to be much smaller than the emission wavelength. The generalization is necessary in order to treat special aggregate sizes in which the 0-v emission intensity becomes zero, as will be explained below. The factors \( G_{n} \) and \( K_{n} \) in Eq. (8) take into account extended size effects, important when the size of the aggregate compares with the optical wavelength \( 2 \pi k \) with \( k = \omega_{0v}/c \):

\[
G_{n} = \sin(kdn)/kd + \cos(kdn)/(kdn)^{2} - \sin(kdn)/(kdn)^{3},
\]
and

\[
K_{n} = -\cos(kdn)/kd + \sin(kdn)/(kdn)^{2},
\]
with \( d \) is the nearest neighbor distance (see Fig. 1). In the small aggregate limit \( |kd(N-1)| \ll 1 \), \( G_{n} \) and \( K_{n} \) approach \( \frac{1}{2} \) and \( \frac{3}{4} \), respectively. In the same limit the denominator in Eq. (8) approaches \( 2\mu_{n}^{2} \) and the dissymmetry reduces to the more familiar form,

\[
g_{0v} = \frac{4i}{c} \mu_{0}^{2} \mu_{n}^{2} \sum_{n} \langle \psi^{\text{em}} | \mathbf{M} \prod_{n} | g_{n} ; \mathbf{v}_{n} \rangle \cdot \prod_{n} \langle g_{n} ; \mathbf{v}_{n} | \hat{\mathbf{m}} | \psi^{\text{em}} \rangle.
\]

The sum in Eq. (11) is the rotational strength of the 0-v transition, depending on both the electric and magnetic dipole moments. When the transition of the individual chromophores can be treated in the electric dipole approximation and when electron exchange between the two chromophores is neglected, the magnetic dipole moment operator \( \hat{\mathbf{m}} \) is

\[
\hat{\mathbf{m}} = \frac{i\mathbf{c}}{c} \sum_{n} |n\rangle \langle \mathbf{r}_{n} \times \mu_{n} | + \text{h.c.}
\]

with \( \mu_{n} = \mu_{n,\alpha} + \mu_{n,\beta} \). The small aggregate expression for \( g_{0v} \) in Eq. (11) is applicable whenever \( \mu_{0}^{2} \mu_{n}^{2} \) is not close to zero. When \( \mu_{0}^{2} \mu_{n}^{2} = 0 \) the more general, extended aggregate form of \( g_{0v} \) in Eq. (8) must be employed in order to avoid the unphysical divergence predicted by Eq. (11), as described below.

**IV. PROPERTIES OF THE 0-0 AND 0-1 EMISSION**

In this Section we analyze in greater detail the more accessible 0-0 and 0-1 emission line strengths and dissymmetry factors. We begin by presenting general expressions for \( \mu_{0} \mu_{n} \), \( \mu_{0} \mu_{n} \), and \( g_{0} \) and \( g_{1} \) and then obtain simpler analytical expressions by invoking periodic boundary conditions (pbc’s). Unless explicitly stated we assume the small aggregate limit with \( kd(N-1) \ll 1 \).

Inserting \( \langle \psi^{\text{em}} \rangle \) from Eq. (2) into Eqs. (4) and (11) with \( g_{n} = 0 \) gives the general expressions for the 0-0 line strength and luminescence dissymmetry:

\[
I_{0}^{00} = \mu_{0}^{2} \sum_{n,v} \mu_{n,\alpha} f_{00} c_{n,v}^{\text{em}} (\mathbf{\mu}_{n} \times \mathbf{\mu}_{n}) \cdot (\mathbf{r}_{n} - \mathbf{r}_{n}),
\]

\[
I_{0}^{01} = \mu_{0}^{2} \sum_{n,v} \mu_{n,\alpha} f_{01} c_{n,v}^{\text{em}} (\mathbf{\mu}_{n} \times \mathbf{\mu}_{n}) \cdot (\mathbf{r}_{n} - \mathbf{r}_{n}),
\]

for the 0-1 line strength, and

\[
I_{0}^{00} = \mu_{0}^{2} \sum_{n,v} \mu_{n,\alpha} f_{00} c_{n,v}^{\text{em}} (\mathbf{\mu}_{n} \times \mathbf{\mu}_{n}) \cdot (\mathbf{r}_{n} - \mathbf{r}_{n}),
\]

\[
I_{0}^{01} = \mu_{0}^{2} \sum_{n,v} \mu_{n,\alpha} f_{01} c_{n,v}^{\text{em}} (\mathbf{\mu}_{n} \times \mathbf{\mu}_{n}) \cdot (\mathbf{r}_{n} - \mathbf{r}_{n}),
\]

for the corresponding dissymmetry. The presence of the vector products in Eqs. (13b) and (14b) shows that the dissymmetry vanishes when the pitch angle \( \phi \) is zero, as it should since the aggregate is then no longer chiral. Moreover, Eq. (14b) shows that \( g_{01} \) lacks a term in the summation due to
solely to single particle coefficients. After substituting
the wave function in Eq. (2) into Eq. (11) the resulting expres-
sion shows that the pure single-particle contribution is a sum
over local dissymmetries involving the vector (dot) product
between the electric and magnetic transition dipole moments
corresponding to the \( |e_n, \vec{v}_n\rangle \) transition. Since this transition is confined to the same molecular site
the electric and magnetic transition dipoles are normal to each other,
making the pure single particle contribution to \( g_{0\mu}^{0-1} \) vanish.

Equations (13a)–(14b) are also devoid of any three-
particle coefficients. In general, the intensity and dis-
symmetry of the 0-\( p \) emission replica depends only on the
\((p+1)\)-particle coefficients and lower. However, any given
wave function coefficient depends in general on all multi-
particle coefficients since in the Hamiltonian \( p \)-particle states
are coupled to the \( p-1 \), \( p \) and \( p+1 \) particle states, i.e., a
hierarchy of equations which becomes an approximate de-
scription when truncated.

Further insight into Eqs. (13) and (14) can be gained
from the simpler expressions resulting from the application
of pbc’s, which we assume from here on. Such boundary
conditions impose translational symmetry on the wave func-
tions (despite the lack of translational symmetry in the ag-
gregate), making the exciton wave vector \( k \) a good quantum
number. If we further take the number of molecules com-
prising the aggregate, \( N \), to be even, the lowest energy (emitting)
exciton is nondegenerate with \( k = \pi \) when \( J_0 > 0 \). The single
particle coefficients can then be written as
\[
c_{\alpha n}^{(em)} = (-1)^n c_{\alpha n}^{(em)}/\sqrt{N}. \tag{15}
\]

Using (15) in Eq. (13a) leads to a 0-0 line strength separable
into a product of vibrational and electronic parts,
\[
I^{0-0} = \frac{F}{N \mu_0} \sum_{\mu} \left| \sum_n \mu_{\alpha n} (-1)^n \right|^2, \tag{16}
\]
where \( F \) is a generalized Franck–Condon (FC) factor,
\[
F = \left| \sum_{\alpha} f_{\alpha} c_{\alpha n}^{(em)} \right|^2, \tag{17}
\]
for 0-0 emission. Evaluating the sum in Eq. (16) using the
site tdm’s in Eqs. (6a) and (6b) gives the total 0-0 line
strength,
\[
I^{0-0} = (F/N) \sin^2(N \phi/2) \cos^2(\phi/2), \tag{18}
\]

The vanishing of the 0-0 emission intensity as \( \phi \) approaches
zero is consistent with the formation of an H-aggregate with
a single molecule per unit cell. (Note that in this limit the
replicas need not vanish.) For aggregates with \( N \phi \lesssim 1 \), the
total 0-0 line strength increases linearly with \( N \), with
\( I^{0-0} \rightarrow (F^4)N \phi^2 \). Further increases in \( N \) result in a damped
oscillation with peaks occurring at values of \( N \) satisfying
\( \tan(N \phi/2) = N \phi \), the first and largest occurring when
\( N \approx \text{int}[2.33/\phi] \). Minima occur for
\[
N = \text{int}[2 \pi l/\phi], \quad l = 1, 2, ..., \tag{19}
\]
which is the condition for the aggregate to contain (nearly) \( l \)
full turns. For these values of \( N \) the molecular transition
dipoles undergo destructive interference. The interference is
totally destructive if \( 2 \pi l/\phi \) is exactly \( N \). Figure 3(a) shows
the 0-0 intensity from Eq. (18) as a function of \( N \) for \( \phi = \pi/18 \).

Turning now to \( g_{0\mu}^{0-0} \), using Eq. (13b) with (15) and (18)
and performing the sum gives a very simple expression for
the 0-0 dissymmetry:
\[
g_{0\mu}^{0-0} = k d[J_0 \cot(N \phi/2) + \tan(\phi/2)]. \tag{20}
\]
Equation (20) derives from the more general expression for
an extended aggregate,
\[
g_{0\mu}^{0-0} = \frac{2}{\sum_{\alpha} G_{\alpha n} - \mu_{\alpha}, \mu_{\alpha}, \mu_{\alpha}} \tag{21}
\]

obtained from Eq. (8). Equation (20) reduces to Eq. (20) in
the limit that \( kd(N - 1) \ll 1 \).

FIG. 3. The normalized 0-0 intensity line strength, \( I^{0-0}/F \) (a), and dissymmetry factor, \( g_{0\mu}^{0-0}/kd \) (b), as a function of \( N \phi \) using \( \phi = \pi/18 \). \( I^{0-0} \) was evaluated using Eq. (18), while \( g_{0\mu}^{0-0} \) was calculated using Eq. (20) (crosses) and Eq. (21) (solid circles). In all cases the plots are independent of the
strength of the excitonic coupling, \( J_0 \), as well as the strength of the exciton-
phonon coupling, \( \lambda \) (see text).
through the FC factor, we conclude that $g_{\text{lum}}^{0,0}$ is insensitive to both $\lambda$ and $J_0$ as is apparent from Eqs. (20) and (21).

Figure 3(b) shows the behavior of $g_{\text{lum}}^{0,0}$ as a function of $N$ as calculated using both Eqs. (20) and (21). When $N\phi \ll 1$, $g_{\text{lum}}^{0,0}$ behaves as $2k d I/\hbar k d I N^2/4$. When the size increases to $N=\text{int}(\pi/|\phi|)$ (while maintaining $|\phi|<1$), the dissymmetry passes through zero and changes sign. $g_{\text{lum}}^{0,0}$ from Eq. (20) contains an apparent divergence whenever $N\phi$ is exactly $2\pi(I=0,1,2,\ldots)$ due to the vanishing of the 0-0 emission intensity at these points. However, the more general form of the dissymmetry in Eq. (21) contains a correction of order $O(N-1)^2(kd)^2$ in the denominator which prevents divergences, causing $S_{\text{lum}}^{0,0}$ to instead nearly vanish when $N\phi=2\pi$.

The separation of the electronic and vibrational degrees of freedom unfortunately does not extend to the replica intensities. Moreover, unlike $g_{\text{lum}}^{0,0}$, $S_{\text{lum}}^{0,0}$ is very sensitive to the excitonic coupling strength. In what follows, we investigate the limiting forms of the 0-0 and 0-1 line strengths and dissymmetries in both the weak and strong exciton coupling limits. We continue to employ pbc’s with even $N$.

A. Weak coupling limit

When the free exciton bandwidth, $4J_0$ (as measured without electron-phonon coupling), is much smaller than the vibrational frequency, $\omega_0$, the excitonic coupling term in $H$ of Eq. (1) can be treated as a perturbation. In this limit the excited states form bands of vibronic excitons with band centers at energies $\omega_0 + D + \bar{v} \omega_0 (\bar{v}=0,1,2,\ldots)$ above the vibrationless ground state, and with narrow bandwidths approximately given by $4J_0^2/\hbar g_{\text{lum}}^{0,0}$. Emission proceeds from the lowest exciton in the $\bar{v}=0$ band as long as $kT$ remains much smaller than the $\bar{v}=0$ bandwidth, $4J_0 e^{-\lambda^2}$. Thus, in this section we treat the limit, $kTe^{-\lambda^2} \ll 4J_0 \ll \omega_0$.

In the weak coupling limit and under pbc’s the single-particle states are $\psi_{\text{erm}}^{n,\bar{v}}=(−1)^n \delta_{\bar{v},0}$, to zeroth order in $J_0/\omega_0$. The emitting exciton is vibrationally relaxed with the vibronic excitation residing almost entirely in the $\bar{v}=0$ vibrational level of the $1^1B_u$ electronic excited state. From Eq. (1) the FC factor is then simply

$$F=\exp(−\lambda^2), \quad 4J_0 \ll \omega_0. \quad (22)$$

Substituting the FC factor in Eq. (22) into Eqs. (18) gives the 0-0 line strengths. The 0-0 dissymmetry factor remains the same as that given by Eq. (20) or (21), which, as stated earlier, persists for any coupling strength $J_0$.

The independence of $g_{\text{lum}}^{0,0}$ on the intermolecular coupling is at first somewhat unsettling since one might expect that as $J_0$ vanishes so too must $g_{\text{lum}}^{0,0}$, since the isolated molecules are taken to be achiral. However, we have assumed from the start of this subsection that the band width remains larger than $kT$ so that emission emanates solely from the lowest energy exciton, which, for $J_0>0$, has wave vector $k=\pi$. If this assumption is relaxed (by either raising the temperature or reducing $J_0$), thermally activated emission arises from higher energy excitons with $k \neq \pi$. The resulting interference will cause the dissymmetry factor to vanish, as expected.

The 0-1 line strength and dissymmetry factor depend on one-and two-particle coefficients. In the weak coupling regime, the (small) two-particle coefficients appear to first order in $J_0/\omega_0$. Evaluating the first-order two-particle coefficients and inserting into Eqs. (14a) and (14b) gives the 0-1 line strength and dissymmetry factors:

$$I^{0,1}=\lambda^2 e^{-\lambda^2}+O[\omega_0/J_0] \quad (23a)$$

and

$$S_{\text{lum}}^{0,1} = \frac{4k d e^{-\lambda^2}(1−e^{-\lambda^2})}{N^2} \sum_{n>n′} (J_{nn′}/\omega_0)(n−n′) \times \sin[\phi(n−n′)] + O[(J_0/\omega_0)^2]. \quad (23b)$$

To lowest order in $J_0/\omega_0$ the intensity of the first vibronic replica is entirely independent of $N$ and is equal to the isolated molecule value. In fact, to zeroth order, it can be further shown that the total intensity of all replicas in the weak coupling limit attain their single-molecule values:

$$I^{0,v_i} = \lambda^2 e^{-\lambda^2} v_i !, \quad v_i \geq 1. \quad (24)$$

Comparison with Eq. (18) shows that when $N\phi>1$, the replica intensities greatly exceed the origin (0-0) emission.

Finally, performing the sums in Eq. (23b) gives the first-order dissymmetry factor for the first vibronic replica,

$$S_{\text{lum}}^{0,1} = \frac{4k d e^{-\lambda^2}(N−1)}{N \lambda^2} \times (J_0/\omega_0)\{\sin \phi + \sin[(N−1)\phi]\}, \quad N>2. \quad (25)$$

For a dimer, with $N=2$, $S_{\text{lum}}^{0,1}$ from Eq. (25) must be divided by 2. In the weak coupling limit, $g_{\text{lum}}^{0,1}$ initially grows linearly with $J_0/\omega_0$, thereby providing a measure of the exciton bandwidth. When $J_0/\omega_0$ increases beyond the weak coupling regime the dependence of $g_{\text{lum}}^{0,1}$ on $J_0/\omega_0$ grows weaker, eventually converging to the bandwidth independent 0-0 dissymmetry, $g_{\text{lum}}^{0,0}$, as the strong coupling regime is approached (see below).

B. Strong coupling limit

In the strong coupling limit, the nearest neighbor excitonic coupling is much greater than the vibrational energy, $J_0 \gg \omega_0$. In this limit the exciton-phonon coupling term, which can be rewritten from Eq. (1) as

$$H^I = \frac{\omega_0 \lambda}{\sqrt{N}} \sum_k \sum_{q(\pi)} |k+q\rangle \langle k| b_q + \text{h.c.}, \quad (26)$$

becomes the perturbation. In Eq. (26), $|k\rangle = N^{-1/2} \sum_n e^{i k n} |n\rangle$ is a pure exciton with wave vector $k = 0, \pm 2\pi/N, \ldots, \pi$ assuming $N$ even and $b_q$ is the destruction operator for a phonon with wave vector $q = 0, \pm 2\pi/N, \ldots, \pi$. Note that the summation over $q$ does not include the $q=0$ totally symmetric phonon which can be treated exactly within the unperturbed part of the Hamiltonian.
The zeroth-order multipoletate states are products of pure exciton and pure phonon parts. Accordingly, the emitting state takes the form
\[ |\Psi^{(em)}\rangle \approx |k = \pi\rangle \otimes |v ac\rangle, \]
(27)
to zeroth order, where \(|v ac\rangle\) is the vacuum phonon state, written as \(|v ac\rangle = |\tilde{q}_1 \ldots 0_{\pi-1} 0_{g = \pi}\rangle\), indicating that all \(N\) phonon modes have no quanta. The totally symmetric phonon modes have no quanta. The totally symmetric \(\pi\) electron states, written as \(|\pi\rangle\), are the vacuum electron states.

Equations (26) and (27) may be compared to studies of the linear polarization of light emission from aggregates, where the higher vibronic transitions are also predicted to have a polarization difference from that of the 0-0 transition \(34,39,40\). One way to appreciate the differences in the circular polarization dissymmetry as a function of exciton bandwidth is to rewrite the emitting exciton in the exciton-phonon basis set up to terms containing zero and one phonon. We obtain
\[ |\Psi^{(em)}\rangle \approx e^{-\lambda^2} |k = \pi\rangle \otimes |v ac\rangle_0 + \frac{\lambda^2 e^{-\lambda^2}}{\sqrt{N}} \sum_k |k\rangle \otimes |v ac\rangle_0, \]
in the weak coupling limit, and
\[
\Psi^{(cm)} = e^{-\lambda^2/2N}|k = \pi\rangle \otimes |vac\rangle_0 \\
+ \frac{\lambda^2 - \lambda^2/2}{N} |k = \pi\rangle \otimes b^*_q|vac\rangle_0
\]

in the strong coupling limit, where \(|vac\rangle_0 = |0_0\rangle \cdot 0_q\rangle \cdot 0_{q-1}\rangle\), i.e., a differing from \(|vac\rangle_0\) defined after Eq. (27) in that the totally symmetric phonon is not shifted.

In both limits, the 0-0 emission properties arise entirely from the leading term in the wave function which differs in the two cases by the FC factor. Since \(g_{lum}^{0-0}\) is independent of the FC factor, \(g_{lum}^{0-1}\) is identical in the two limits. The 0-1 dissymmetry arises from the second terms in both expressions. In the weak coupling limit, the sum over \(k\) indicates that the dissymmetry consists of many pathways which destructively interfere. The interference is absent in the strong coupling limit, enabling \(g_{lum}^{0-1}\) to be nonzero and, in fact, equal to \(g_{lum}^{0-0}\).

The \(g_{lum}^{0-1} - g_{lum}^{0-0}\) differences can also be interpreted in terms of “dynamic localization.” The assumption that the emissive transitions are “vertical” implies that the 0-0 transition originates predominantly from instants during the excited state zeropoint vibration where the nuclear geometry resembles that of the ground state with no phonons. In this geometry, all the chromophoric units are equal and the resonance between the chromophores causes the excitation to be delocalized over the entire aggregate. Under these conditions the luminescence is circularly polarized.

In the case of weak coupling, it is possible for the excitation to contract on almost a single chromophore during a particular phase of the zero point vibrational motion. In the associated geometry, the molecule carrying the excitation is strongly distorted with respect to its groundstate equilibrium geometry. The vertical transition back to the ground state ends mainly in the higher vibrational levels of the latter state. Furthermore, in the distorted geometry, the coupling between the transition dipole moments of the chromophoric molecules is weakened due to the fact that the distorted chromophore is out of resonance with the other chromophores. Thus, in the distorted geometries, the emission originates mainly from a single chromophore and has therefore almost no net circular polarization. When the excitonic coupling is strong enough localization is prevented leading to a much larger dissymmetry for the 0-1 transition.

Thus, the different degree of circular polarization for the 0-0 and 0-1 vibronic transitions indicates that “size” of the excitation fluctuates during the excited state zeropoint vibrational motion and that the excitation can localize momentarily on a single chromophoric unit.

V. NUMERICAL RESULTS

All of the limiting behaviors for the weak and strong coupling regimes outlined in the last section, as well as the important intermediate regime, can be demonstrated through the numerical analysis of the Hamiltonian in Eq. (1) and subsequent use of Eqs. (4) and (8) to obtain the emission spectrum as well as dissymmetry factors for all vibronic peaks. We utilize Eq. (8) instead of (11) for the dissymmetry factors to avoid unphysical divergences at the intensity minima. The emission transition frequency, \(\omega_{em}\), as well as the one-, two-, and three-particle coefficients of the emitting state were obtained by numerically diagonalizing the Hamiltonian (1) using standard IMSL packages. In what follows we take \(\phi = \pi/9\) and \(k d = 0.01\) and utilize a maximum of five vibrational quanta which is enough to ensure convergence of all observables. In addition, the vibrational frequency, \(\omega_0\), is set to \((\omega_0 + D)/20\) and the Huang–Rhys factor, \(\lambda^2\), is set to unity, as is representative of many conjugated organic chromophores.

We begin with the unpolarized emission spectrum, \(S(\omega)\), calculated from Eq. (4). Figure 4 shows \(S(\omega)\) as a function of aggregate size, \(N\), for three values of the nearest neighbor coupling: \(J_0 = 0.1\omega_0\), \(\omega_0\), and \(10\omega_0\), corresponding to Figs. 4(a)–4(c), respectively, and representative of the weak, intermediate, and strong coupling regimes. In Fig. 4(a), the emission spectrum is essentially that of a single molecule at all sizes with the exception of the 0-0 line which undergoes a damped oscillation according to Eq. (18). At \(N = 18\) the aggregate has undergone a full twist and the 0-0 intensity vanishes. When \(J_0\) increases tenfold, the intermediate coupling regime is reached. Figure 4(b) shows that 0-0 peak continues to oscillate and diminish with roughly the
same peak magnitude as in Fig. 4(a), due to a small increase in the generalized FC factor in Eq. (17). The main difference from the weak coupling regime is the strong attenuation of the replica peaks by about an order of magnitude. The reduction is mainly a result of one- and two-exciton destructive interference as embodied in the expression (14a). Such a mechanism is unimportant in the weak coupling regime where the two-particle coefficients are negligible. In the strong coupling regime [see Fig. 4(c)] the entire spectrum oscillates and dampens with $N$; however, the 0-v1 replica remains of order $O[N^{−v1}]$ as large as the 0-0 peak [see Eq. (32)], the latter eventually dominating all replicas with increasing $N$. In contrast to the weak and intermediate regimes, the entire spectrum vanishes when condition (19) applies (at $N=18$) as required by Eq. (32).

The emission dissymmetry factors, $g^0_{v1}$, for the 0-0 peak as well as four replicas are shown in Fig. 5 for $N=2$ and $N=12$ aggregates. All three coupling regimes are depicted. For $N=2$ the circular polarization dissymmetry is positive for all peaks while for $N=12$ it is negative. (The reverse holds for aggregates with pitch angle $-\phi$.) $g^0_{0-0}$ is entirely independent of $J_0$ as predicted by Eqs. (20) and (21). In the weak coupling regime $g^0_{0-0}$ is dominant. As $J_0$ increases the replica $g^0_{v1}$’s approach $g^0_{0-0}$ consistent with Eq. (35). Although not shown, by $J_0=1000\omega_0$ there is essentially no change in $g^0_{v1}$ with $v_1$.

To illustrate the size dependence further, Figs. 6 and 7 show $g^0_{0-0}$, $g^0_{0-1}$, respectively, as a function of $N$. Again, for the 0-1 band, the three coupling regimes are illustrated. The calculations show that $g^0_{0-0}$ changes sign at $N=10$, $N=18$, and $N=28$ in good agreement with what is predicted from Eq. (20). The sign reversal at $N=10$ and $N=28$ is related to the fact that a stack with this number of chromophores has just completed a half turn ($\phi=20^\circ$). At $N=18$ a full turn is completed, causing the 0-0 transition dipole to become vanishingly small, driving the 0-0 intensity to zero, and creating an apparent divergence in $g^0_{0-0}$ as evaluated using Eq. (20). However, the numerical evaluation of $g^0_{0-0}$ using Eq. (8) has no such divergence at $N=18$. Nevertheless, $g^0_{0-0}$ for aggregates with $N=16$ and $N=20$ becomes very large using either Eq. (8) or (20)."
mophores cancel each other out. In the distorted geometries which mainly give rise to the higher vibronic transitions, the excitation is more contracted and the magnitude of the magnetic dipole moment is less due to cancellation effects. Finally, Fig. 9 shows how \( g_{\text{lum}}^{0-1} / g_{\text{lum}}^{0-0} \) changes with \( J_0 / \omega_0 \) for several aggregate sizes. The initial increase is linear as predicted by Eq. (25), and the saturation to unity in the strong coupling limit is consistent with Eq. (34).

The preceding analysis shows that dissymmetry measurements can be used to measure the exciton coherence size as well as bandwidth in chiral aggregates. As shown by Eq. (20), \( S_{\text{lum}}^{0-0} \) is completely independent of \( J_0 \) and \( \lambda^2 \) but is sensitive to aggregate geometry, i.e., \( N \), \( \phi \), and \( d \). \( S_{\text{lum}}^{0-0} \) therefore provides an estimate of the exciton coherence size, \( N \), if \( \phi \) and \( d \) are already known. Given the aggregate structural parameters the exciton bandwidth can then be deduced from the ratio \( S_{\text{lum}}^{0-1} / S_{\text{lum}}^{0-0} \), which is a sensitive function of \( J_0 \), as shown in Fig. 9.

**VI. COMPARISON TO EXPERIMENT AND CONCLUDING REMARKS**

In this section we will briefly compare the theoretical predictions made above to published experimental data. Dedicated experimental studies are in progress and will be published elsewhere. From fluorescence studies on \( \pi \)-conjugated oligomers of, e.g., thiophene and...
phenylenevinylene, it is well known that typically the excitation on an isolated oligomer couples to an intramolecular vibration (or set of vibrations) with frequency of $\sim 1400 \text{ cm}^{-1}$. Upon aggregation, photophysical properties of the aggregates change drastically, which is in many cases interpreted in terms of formation of a band of exciton states with a width on the order of $10^3 \text{ cm}^{-1}$. These numbers indicate that the intermediate coupling regime is expected to apply for aggregates of $\pi$-conjugated oligomers, and a reduction of the absolute value of $g_{\text{lum}}$ with decreasing photon energy is predicted. Experiments on a model compound containing two terthiophene chromophoric units indeed showed strong reduction of $|g_{\text{lum}}|$ with increasing wavelength of fluorescence detection. This indicates that the intermediate coupling case applies to this chromophore system. A decrease of $|g_{\text{lum}}|$ with decreasing photon energy has been observed for nano-aggregates and for a solid film of a polythiophene derivative. Similar effects have been seen for nano-aggregates of a chiral poly(phenylene)vinylene. For the latter material the effect has also been seen for both electro- and photo-luminescence from solid films. Thus for these materials also the intermediate coupling regime seems to apply. Analysis of data for polymers is considerably more difficult because energy transfer processes may result in spectral diffusion of the emission band. Therefore, fluorescence may originate from trap sites which are not necessarily representative of the bulk behavior of the material. In conclusion, experimental data confirm the theoretical prediction of a reduction of $|g_{\text{lum}}|$ for higher vibronic transitions compared to $g_{\text{lum}}$ for the 0-0 transition; more detailed studies are underway.
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