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1 Introduction

The theory of hybrid systems studies the combination of continuous and discrete behaviour. When discrete software is combined with mechanical and electrical components, or is interacting with, for example, chemical processes, an embedded system arises in which the interaction between the continuous behaviour of the components and processes and the discrete behaviour of the software is important. Although there are good methods for describing, modeling and analysing continuous behaviour (control science / system theory) as well as for analysing discrete behaviour (computer science / automata and process theory), the interaction between those two fields is largely unexplored, but received a lot of interest recently [vdSS00b, BM99, vBGR97, vdB98, BBM98]. There are only a few models that can handle (some) interaction and often these models are still dominated by one of the two original fields. Take as an example the timed process algebras (see [BM01, RGvdZvW02]) used in computer science or system theoretic methods like complementarity systems and switched systems (see [vdSS00b]). Two broader and more expressive formalisms that are in use already are hybrid automata [LSV99, LSV01] and rich time behaviour [vdSS00b]. Those are discussed in more detail furtheron in this report.

In practice, often the discrete part of a hybrid system is described and analysed using methods from computer science, while the continuous part is handled by control science. Because the analysis of the interaction between the discrete and continuous part is extremely difficult, the design of the complete system is usually such that this interaction is suppressed to a minimum. This is the main
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reason for the development of a theory on hybrid systems. If we can obtain more insight in the interaction between discrete and continuous behaviour, we can get rid of the current restrictions on the design of a hybrid system. In the remainder of this report, system theory, automata theory and process theory, are referred to as classical theories, as opposed to combinations of those in hybrid theories.

Our ultimate goal is a syntactical algebraic structure that can serve as a modeling framework for hybrid systems and in which we can do symbolic analysis. As will become clear in the next section, such an algebra should have an underlying mathematical structure that reflects the meaning of the algebraic operators. This underlying structure must be intuitive from both a control science and a computer science point of view.

In this report, we introduce hybrid transition systems as a new candidate structure to serve this goal. This model is less expressive than some of the existing hybrid formalisms, but we argue that it is more suitable as a model because, in our opinion, it gives rise to more elegant definitions of the theoretical properties that play a role in hybrid systems theory. Especially, the fact that only one mathematical structure is needed to describe discrete as well as continuous behaviour, is important when comparing hybrid transition systems to for example hybrid automata. With respect to the expressivity, we indicate which information is not modelled in the hybrid transition systems that is modelled in other formalisms. This is to ensure that no crucial information is lost due to the fact that hybrid transition systems are not as expressive.

We start with an explanation of our view on mathematical modeling and then give an overview of models (classical and hybrid) in the literature from both fields. We discuss some of their strengths and weaknesses and, after this, we come to the model of hybrid transition systems, and point out how it relates to the classical models. In order to strengthen intuition, we discuss in an informal way how several notions from the different classical theories (like bisimulation, time-invariance, stability and controllability) can be incorporated into the new context.

At some points in this report we rely on a basic knowledge of the field of topology. For an introduction into this field of mathematics, see for example [Dug66, Eis74]. A reminder of some of the basic definitions is given in the appendix, as well as an explanation of most of the notation used in this report.

2 Mathematical Modeling

In this section, we explain our view on the concept of mathematical modeling. An informal explanation is given of what a mathematical model consists of, and why. One part of mathematical modeling, the semantics, is extensively studied in this report for frameworks from computer science and system theory, as well
A mathematical formalism provides us with a structure in which we can describe systems, and in which we can analyse them. Mathematical modeling often makes use of two of such formalisms called syntax and semantics (see figure 1).

**Syntactical Formalism**

![Syntactical Formalism Diagram]

**Semantical Formalism**

![Semantical Formalism Diagram]

The *semantical formalism* (in short: semantics) is intended to support the modeling of a system on a low level of abstraction. The *semantical description* of a system uses a relatively simple mathematical structure. Motion, on a semantical level, could for example be modeled using functions of time to space. A computer program could be modeled using a graph-like structure called a transition system. The semantical formalism contributes to the analysis of systems by the intuitive definitions it provides of the *theoretical notions* we want to analyse. Because of its simplicity as a mathematical structure, the semantical formalism allows us to give a precise, and intuitive, definition of several notions like equivalence, stability, absence of deadlock, controllability, and observability (which terms are explained roughly throughout the text and considered in more detail in the last sections of this report).

The *syntactical formalism* (in short: syntax) is intended to facilitate a less cumbersome description of a system. In contrast to the mathematically simple description method that the semantical formalism provides, the *syntactical*
*description* is focussed on the ease of notation. Writing down, on paper, the complex ways in which planets move using functions of time, would be impossible because there are simply too many (infinitely many) possible evolutions, especially when no initial condition is given. Describing them using, for example, differential equations, provides us with a finite representation of the same set of functions. The high-level Pascal or C++ code of a computer program, is far more easy to write down than a transition system with the same functionality. Syntax provides a concise, finite way of handling semantical, and often infinite, mathematical objects.

This suggests that the syntactical and semantical formalism are coupled, which indeed they are. A differential equation has solutions in terms of functions of time. A piece of C++ code, although not formally (to which we return later), represents a transition system.

The contribution of syntax to the analysis of systems is through axioms and theorems that we refer to in the figure as *calculation rules*. Because syntax and semantics are coupled, the notions that are defined in the semantics, have a meaning in the syntax. The calculation rules on the syntax, should reflect these notions. Axioms (for example) usually represent notions of equivalence on the semantics, while the theorems about the stability of systems correspond to the definition of stability in semantical terms. For the analysis of systems it is important that the coupling between syntax and semantics is formal, this is one of the reasons why C++ programs are almost impossible to analyse completely. This is also one of the reasons for the development of a formal semantics for languages like UML [DMY02, GPP98, EBF+98], and $\chi$ [BK02, Are96, vBR00] that were originally intended for other purposes, like simulation. Typical syntactical languages that were developed with the intention of analysis from the beginning, are process algebras like ACP (Algebra of Communicating Processes) [BW90, Fok98], $\mu$CRL (micro Common Representation Language) [GR01, RGvdZvW02] and CCS (Calculus of Communicating Systems) [Mil80].

In figure 2, a graphical representation is given of the general aim of our efforts. The figure shows that we want to combine the syntax used by system theorists and the syntax used by process theorists into a new hybrid syntax. A similar integration is aimed at for the semantics of both fields. It is important for the user of the hybrid theory that a classical syntactical statement has the same meaning in the hybrid semantics as it did in the classical semantics (after the necessary translations of course). In more technical terms, the figure must be commuting.

In this report, we concentrate on the semantical part of the theory. A good semantics helps in finding a good syntax and makes the formalisation of intuitions possible. In sections 3 and 4, we take a better look at classical semantics. What models are used and what notions are of interest on those models? After that we study possible combinations of models in three different hybrid semantics in section 5. Two of those semantics are taken from literature, one is newly intro-
duced. We compare the three different hybrid models and discuss our reasons to choose hybrid transition systems. The fact that we do not plan to consider a particular hybrid syntax yet, causes the problem that we cannot close the commuting diagram completely. Nevertheless, if we can show that models in the classical semantics can be expressed in terms of the new hybrid semantics without loss of crucial information, we know that the new semantics is at least strong enough to contain the classical formalisms. In section 6, we provide the necessary proofs to show that the chosen semantics is indeed expressive enough for our needs. Finally, we spend three sections, 7, 8 and 9, on an overview of frequently used notions from classical theory in terms of hybrid transition systems. Furthermore, we give an assessment of the specific hybrid problems that arise when defining those notions.

3 A General Model of Systems

In this section, we introduce a general form for defining semantical models for systems. Furthermore, we study the semantical formalisms of the classical theories, system theory and process theory, in this form. In later sections,
the general form makes it easy to combine the classical semantical models into hybrid semantical models.

The semantics of classical theories all give their view of the world through the definition of a certain kind of system. Transition systems are a semantical formalism that has been adopted by most computer scientists (amongst many others see: [GR01, BW90, Fok98, BK02]). Behavioural systems [PW98] and Sontag machines [Son98, PhiOl] are two semantical formalisms in use in control science. Behavioural system semantics is focussed on giving definitions without referring to input/output considerations as much as possible, while Sontag machines take a more operational view in modeling systems, that is close to the transition system formalism. We have attempted to give a unified view on systems that is more or less in line with the literature available on all the different classical semantics we study in this report.

A system is a phenomenon of memory, interaction and time.

This leads to the following partial definition, in which only the concept of mathematical structure is still open. Specific instantiations of this mathematical structure are be used to complete the definition for the different semantical models introduced lateron.

**Definition 1 (System)** A system is a tuple \((X, \Sigma, T, \phi)\), in which \(X\) denotes the state or memory\(^1\) of the system, \(\Sigma\) denotes the interaction space (also called signal space, control space, or alphabet), and \(T\) denotes the time axis. The type of the system is determined by the structure \(\phi\), a mathematical structure on the state and interaction spaces and the time axis of the system.

The above definition states that a system consists of the spaces \(X, \Sigma\) and \(T\), and a structure \(\phi\) on those spaces. As we mentioned before, the types of systems that are most important for our goal can be found in the literature on classical theories, although in many books on control science in particular, the semantical formalism is not formally defined. We believe the following systems form good representatives of the semantics used throughout literature.

For all systems, we assume there is a total ordering on the time axis \(T\). One of the reasons for this is the common use of intervals on \(T\), which are only defined if \(T\) is totally ordered (see appendix A). Another, more important reason, is that a total ordering supports notions like “past” and “future” of a system evolution.

This is discussed further on in this section.

- **Timed Labeled Transition Systems**, in which \(\phi \subseteq (X \times T) \times \Sigma \times (X \times T)\) is a relation that models how a state \(x \in X\) at time \(t \in T\) can evolve into

\(^1\)The words “state” and “memory” are more or less synonymous, and used as such throughout this report.
another state $x' \in X$ at time $t' \in T$ due to an interaction $\sigma \in \Sigma$. Usually, $(x, t, \sigma, x', t') \in \phi$ is denoted $\langle x, t \rangle \rightarrow \langle x', t' \rangle$. Timed labeled transition systems, in this particular or a similar form, are a common way of modeling systems in computer science [BM02, BM01, AD94, GP95, BK02]. An impression of a timed labeled transition system is given in figure 3.

![Timed Labelled Transition System](image)

Figure 3: Example of a Timed Labelled Transition System, a transition relation between states $x_1, x_2, x_3, x_4, x_5 \in X$, at times $1, 2, 3, 4 \in T$, labelled with interactions $a, b, c \in \Sigma$

- **Behavioural Systems**, in which $\phi \subseteq T \mapsto (X \times \Sigma)$ is a set of functions modeling the possible evolutions of state and interaction of a system through time. Behavioural systems form a particularly intuitive semantics to specify the solutions of, for example, differential equations, and are used in control science mainly by those who seek for a meta-theoretic approach to control [PW98, Wei91]. Although the structure allows for arbitrary partial functions $p \in \phi$, usually the domain of $p$ is assumed to be an interval. Usually, the (mathematically dubious) notation $(x, \sigma)$ is used instead of $p$, in which $x \in T \mapsto X$ and $\sigma \in T \mapsto \Sigma$ denote functions representing the state and signal trajectories, such that for all $t \in \text{Dom}(p)$ we have $p(t) = (x(t), \sigma(t))$ and $\text{Dom}(x) = \text{Dom}(\sigma) = \text{Dom}(p)$. A drawn impression of a behavioural system is given in figure 4.

![Behavioural System](image)

Figure 4: Example of a Behavioural System, a system consisting of a set of functions from time to interactions and states
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**Sontag Machines**, in which \( \phi \in (X \times (T \mapsto \Sigma)) \mapsto X \) is a different kind of (functional) transition relation with a labeling consisting of partial functions of time to interaction. The relation reflects in an operational way how certain partial signal trajectories let the system evolve from one state to another. A drawback of Sontag machines is that they do not support non-determinism. The transition relation is functional, and hence every pair of state \( x \in X \) and interaction function \( \sigma \in T \mapsto \Sigma \) evolves into at most one subsequent state \( x' = \phi(x, \sigma) \). Due to this, Sontag machines can only be used as solutions of differential equations with unique solutions for a given interaction signal and initial state [Son98]. The labels of the transitions in Sontag machines are partial functions that have an interval domain. More specifically, in Sontag machines we have for all interaction functions \( \sigma \) that \( \text{Dom}(\sigma) = [t..t'] \) for some \( t, t' \in T \). The domains are so called *left-closed right-open intervals*. This is done to make sure that subsequent transitions do not overlap each other. Hence, the total signal trajectory as used in the behavioural context can be recovered from concatenation of the transitions. There are some more constraints on Sontag machines that, for example, guarantee that also the state trajectory can be recovered. One of them is that from each state \( x \) there is at least one outgoing transition; i.e. there exists a \( \sigma \) and \( x' \) such that \( x' = \phi(x, \sigma) \). In computer science terms this is called *absence of deadlock*. Because the other constraints are not important for the definitions in this report, we did not go into detail about them here. A drawn impression of a Sontag machine is given in figure 5.

---

**Figure 5**: Example of a Sontag Machine, a functional transition relation on states \( x_1, x_2, x_3, x_4 \in X \), labelled with partial functions from time to interactions space

So far, we only addressed the *semantics* of classical theories, and also in the remainder of this report we restrict ourselves to semantical issues. However, in order to fill in figure 1 for the classical theories, we have to at least mention an example of syntax here. For computer science, we use as an example the process algebraic description method, while control science is associated with descriptions using differential equations. Furthermore, as an example of calculation rules, consider the process algebra axioms with respect to bisimulation
equivakmce [GR01, Fok98, BW90], and realise that Lyapunov developed useful calculation rules to establish the stability of systems (see for example [TSH01]). In figure 6, we have depicted these examples once more. Note that we only depicted the behavioural systems case of control science. The case for Sontag machines is, except of course for the semantics, exactly the same.

![Diagram](image)

Figure 6: Examples in the Mathematical Modelling Scheme of Classical Theories

In the previous section, we mentioned that the commuting figure 2, cannot be closed completely because we do not have a hybrid syntax yet. Furtheron, we make some assumptions on the kind of syntax that is involved when we show that hybrid transition systems are expressive enough for our needs. Before we get into this, let us concentrate on the theoretical notions that play a role in classical theory.

### 4 Theoretical Notions on Systems

From the description of the different systems in the previous section, one may already have guessed that an ever important notion on systems is that of *evolution*. Transition systems and Sontag machines describe the evolution of one state of the system into another, while behavioural systems describe the complete evolution of a system over time. We do not attempt here to give a general formalisation of evolution, because this would lead us away too much from our main goal: a formalism for hybrid systems. The notion of evolution, however, is important because it allows us to specify certain intuitions we have about time and state.

- Given the state of a system at a certain time, the future evolution of a system is independent of the past.
- During an evolution time may not run backwards.
In this section, we investigate the intuition behind the notion of evolution and other notions that are important in general for the theory of any kind of system.

The intuition that evolutions of a system are independent of the past, given a certain state and time, can be easily illustrated using behavioural systems. In behavioural systems, the evolutions are simply the elements of $\phi$. To support the intuition, behavioural systems are required to have the property of state. This property was introduced in [PW98], and describes how the concatenation of evolutions, at a certain state and time, forms new evolutions.

**Definition 2 (Property of State)** A behavioural system $<X, \Sigma, T, \phi>$ has the property of state if for all evolutions $(x, \sigma), (x', \sigma') \in \phi$ and times $t \in T$ we find

$$x(t) = x'(t) \Rightarrow (x \otimes t x', \sigma \otimes t \sigma') \in \phi,$$

in which

$$(f \otimes t g)(\tau) = \begin{cases} f(\tau) & \tau < t, \\ g(\tau) & \tau \geq t. \end{cases}$$

In [PW98], it is shown that the behavioural systems that arise as solutions of differential equations and other system theoretic descriptions indeed have the property of state.

The other intuition we have on evolutions, namely that time does not run backwards, is best illustrated using the evolutions from computer science, called runs.

**Definition 3 (Run)** A run of a timed labeled transition system $<X, \Sigma, T, \phi>$, is a pair $(x, \tau, \sigma)$ of a state trajectory $x \in \mathbb{N} \mapsto X$, a time trajectory $\tau \in \mathbb{N} \mapsto T$, and an interaction trajectory $\sigma \in \mathbb{N} \mapsto \Sigma$ such that

- $\text{Dom}(x)$, $\text{Dom}(\tau)$, and $\text{Dom}(\sigma)$ are intervals in $\mathbb{N}$;
- $\text{Dom}(\tau) = \text{Dom}(x)$, and $0 \in \text{Dom}(x)$;
- $\text{Dom}(\sigma) \subseteq \text{Dom}(x)$ and $\forall n \in \text{Dom}(x)$ $n \in \text{Dom}(\sigma)$ $\Rightarrow$ $n + 1 \in \text{Dom}(x)$;
- $\forall n \in \text{Dom}(\sigma)$ $\langle x(n), \tau(n) \rangle \xrightarrow{\sigma(n)} \langle x(n + 1), \tau(n + 1) \rangle$;

We define the length of a run to be the cardinality of $\text{Dom}(\sigma)$.

The intuition that time does not run backwards is modeled by an extra constraint: $\forall n \in \text{Dom}(\sigma)$ $\tau(n) \leq \tau(n + 1)$ (note that multiple actions may take place after each other at the same time). From now on, we only consider the class of
timed transition systems that satisfy this constraint, i.e. those timed transition systems such that \((x, t) \xrightarrow{a} (x', t')\) (with \(x, x' \in X\), \(a \in \Sigma\) and \(t, t' \in T\)) implies \(t \leq t'\). For runs, the first intuition that future evolutions are independent of the past, given a state and a time, is automatic.

Other properties that are based on the evolution of systems are notions from control science like

- observability: one can know the state of the system by only observing the evolution of the interaction values;
- controllability: one can steer the evolution of a system by forcing certain interaction values;
- stability: the evolutions of a system are all bounded;

and notions from computer science like

- deadlock: the system can evolve into a state from which there are no future evolutions;
- bisimulation equivalence: two systems cannot be distinguished from observing and manipulating the evolution of interaction values only.

Usually, part of the analysis of systems is focussed on assessing whether these properties hold or not. In section 9, we argue that these notions automatically obtain meaning in the hybrid semantics as soon as we have a proper notion of evolution for that semantics. In the next section, we combine the classical semantics we studied so far, into several examples of hybrid semantics.

5 Hybrid Systems

Recall that we have three classical semantical formalisms that we would like to incorporate into one hybrid formalism in such a way that at least the syntactical formalisms associated with them are supported. In the case of computer science we would like to support a process algebra kind of syntax, in the case of control science we would like to support differential equations. Loosely speaking, the three semantical formalisms are the following:

- Timed Labeled Transition Systems: \(\phi \subseteq (X \times T) \times \Sigma \times (X \times T)\);
- Behavioural Systems: \(\phi \subseteq T \mapsto (X \times \Sigma)\);
- Sontag Machines: \(\phi \subseteq (X \times (T \mapsto \Sigma)) \mapsto X\).
Actually, Sontag machines are in itself not even sufficient to support differential equations, because differential equations with multiple solutions for the same initial condition cannot be modeled. Nevertheless, enhancing these machines slightly to incorporate non-determinism might solve this problem. By mixing the definition of (non-deterministic) Sontag machines with timed transition systems we obtain the following definition. Note, that we divide the signal space into a continuous and discrete part for clarity of the definition only. It has no formal consequences since the two parts need not be disjunct, but it clearly shows which part of the definition originates from computer science, and which part originates from system theory. Furthermore, we use closed intervals for labelling instead of left-closed right-open intervals as was the case with Sontag machines. This proves useful later on, in the proofs of expressivity of hybrid transition systems. Although we suspect that these proofs can still be given when left-closed right-open intervals are used, it would unnecessarily complicate them.

**Definition 4 (Hybrid Transition System)** A hybrid transition system is a tuple \( \langle X, \Sigma, T, \phi \rangle \) with \( T \) totally ordered by \( \leq \) and a signal space \( \Sigma = \Sigma_C \cup \Sigma_D \) divided in a continuous and discrete part. Furthermore, it has a hybrid transition relation

\[
\phi \subseteq (X \times T) \times ((T \rightarrow \Sigma_C) \cup \Sigma_D) \times (X \times T) .
\]

We use \( \langle x, t \rangle \xrightarrow{\phi} \langle x', t' \rangle \) to denote \( (x, t, \sigma, x', t') \in \phi \), and we demand that the labels only carry information about the duration of a transition, not about the precise timing. This means we restrict ourselves to partial functions \( \sigma \in T \rightarrow \Sigma_C \) that have a closed interval domain of the form \( \text{Dom} \sigma = [0..t' - t] \).

Note that it is possible to write down this definition a little more concise, since the signals from \( \Sigma_D \) can also be regarded as continuous signals on a one element domain, the interval \([0..0]\). As with timed transition systems, we usually assume that every transition \( \langle x, t \rangle \xrightarrow{\phi} \langle x', t' \rangle \) is time increasing such that \( t \leq t' \). A graphical impression of a hybrid transition system is depicted in figure 7.

![Figure 7: Example of a Hybrid Transition System](image-url)
From literature, we have two other possible semantics for hybrid systems that merge labeled transition systems with behavioural systems. The first one, hybrid automata (as defined in [LSV99, LSV01]), takes the union of the complete structures. Usually there are a few constraints (like the property of state) on the behavioural part of $\phi$, but we do not elaborate on those technicalities here.

**Definition 5 (Hybrid Automaton)** A hybrid automaton consists of a tuple $(X, \Sigma, T, \phi)$ with $T$ totally ordered by $\leq$, a signal space $\Sigma = \Sigma_C \cup \Sigma_D$ divided into a continuous and discrete part, and a structure

$$\phi \subseteq ((X \times T) \times \Sigma_D \times (X \times T)) \cup (T \mapsto (X \times \Sigma_C)),$$

in which the partial functions $(x, \sigma) \in \phi$ are again assumed to have an (arbitrary) interval domain.

A graphical impression of this is difficult because two different mathematical structures are used in $\phi$.

The second alternative for hybrid transition systems is hybrid behaviours. They are behavioural systems that extend the time axis to be able to support multiple transitions at a single time instance, as is the case with the runs defined in section 3. In [vdSS00b, vdSS00a], the notion of time enrichment was introduced to this extend. Here we use a slightly different definition that has the same power as the time enrichment, based on a Cartesian product of time and ordinal numbers (see for example [Kun88]). We denote the collection of ordinal numbers as $\Omega$.

**Definition 6 (Hybrid Behavioural System)** A hybrid behavioural system consists of a tuple $(X, \Sigma, T, \phi)$ with $T$ totally ordered by $\leq$, the signal space $\Sigma = \Sigma_C \cup \Sigma_D$ divided into a continuous and a discrete part, and having the extended behavioural structure

$$\phi \subseteq (T \times \Omega) \mapsto (X \times (\Sigma_C \cup \Sigma_D)),$$

The set $(T \times \Omega)$ is totally ordered by the relation $\leq$ such that

$$(t, n) \leq (t', n') \iff (t < t') \lor (t = t' \land n < n').$$

As before, the behavioural structure is assumed to have the property of state. According to [vdSS00b], the domain of $(x, \sigma) \in \phi$ is special. It is an interval with respect to $T$, and locally with respect to $\Omega$, but it is not an interval with respect to $\leq$.

\footnote{The natural ordering on the ordinal numbers $\Omega$ is also denoted by $\leq$, but since the type will always be clear from the context, no confusion should arise.}
• abstract interval:
\[ \forall_{t',t'',n \in \Omega} t \leq t' \land t'' \leq (t,n), (t',n') \in \text{Dom}(x) \Rightarrow \exists_{n' \in \Omega} (t',n') \in \text{Dom}(x); \]

• local closed interval:
\[ \forall_{n,n',n'' \in \Omega} \forall_{t \in T} n \leq n' \leq n'' \land (t,n), (t,n'') \in \text{Dom}(x) \Rightarrow (t,n') \in \text{Dom}(x). \]

The most important difference between this definition and the definition of (normal) behavioural systems is that the time-elements have a successor. The successor of \((t,n)\) simply is \((t, n + 1)\). This means that one can speak of a sequence of multiple actions that occur at the same time \(t \in T\). The special domain restrictions then indicate that the domain of the evolutions is an interval with respect to \(T\), but that those sequences of actions do not have to be of length \(\Omega\). A graphical representation of a hybrid behavioural system is depicted in figure 8. In this picture, the arrows depict discrete signals, while the arcs depict continuous signal evolutions.

![Figure 8: Example of a Hybrid Behavioural System](image)

Note that actions in this model are all instantaneous. The actions \((x,t) \xrightarrow{a} (x',t')\) from a timed transition system in which \(t \neq t'\) are interpreted as an instantaneous action at time \(t\) followed by a delay until time \(t'\). This is a common viewpoint in hybrid systems theory.

Since these three definitions of different hybrid semantical models are all expressive enough for our needs (which we establish formally in the next section for the one we choose), choosing one cannot be done on the basis of technical mathematical arguments. It merely becomes a matter of taste. To our feeling, in hybrid automata the different classical theories are still too much separated. We feel that the union of two rather different structures gives a new structure that is not only slightly counterintuitive, but also mathematically awkward. As we mentioned in section 2, a semantical formalism should have a simple mathematical structure. To a certain extend, hybrid transition systems possess this same awkward union in the labeling of transitions. However, the model seems to evolve naturally from both the timed transition system point of view and the
Sontag machine point of view. The operational view supported by hybrid transition systems provides us with a strong intuition about the model that complies with the intuitions on both classical theories. Furthermore, in computer science there is already some experience with transition systems with two types of labels in the context of timing (for example [BM02, BB91, Hen96, BK02, BM01]). The third model, hybrid behavioural systems, is oriented on the complete evolutions of a system. This view leads to a focus on trace equivalence, rather than on bisimulation equivalence\(^3\). Since our focus is on the latter, stronger notion, we decided that the hybrid transition system model forms the most suitable semantics for the development of a hybrid syntactical algebraic framework. It has a clear operational and state-oriented view, and in our opinion is a more elegant structure than hybrid automata. Computer science notions like bisimulation equivalence on states can be defined in a natural way and will help us to abstract away from the precise contents of the states. The topological influence from control science will provide us with a notion of continuity and aid us to some extend in handling the deviations in the precise value of the state that occur in physical systems. However, we realise that also the view on complete evolutions is valuable, especially when considering for example notions like stability, where the boundedness of the evolution cannot be simply reduced to the boundedness of single transitions. It will always be possible, of course, to define such a notion of evolution on hybrid transition systems.

6 Translations

From section 2, we know that, in order to be sure that a proposed hybrid semantics is indeed a suitable semantics for describing hybrid systems, we have to translate the classical semantics into the hybrid one. In this section, we do that for the chosen semantics of hybrid transition systems.

The case of timed labeled transition systems is trivial. A timed labeled transition system is a hybrid transition system.

In the case of Sontag machines the translation is a little more difficult due to differences in the handling of the domain of the signals \(\sigma\). The first difference is, that Sontag machines are labelled with functions on a left-closed right-open domain, while hybrid transition systems have labels with completely closed intervals as domain. The translation from Sontag machines to hybrid transition systems is possible if we can find a “last point” to close the domain of the Sontag transition. Suppose we have a transition from \((x, t)\) into \((x', t')\) using some label \(\sigma\) defined on a domain \([t, t')\). The property of Sontag machines that there is absence of deadlock (see also [Son98] and various lemmas on the existence of

\(^3\)Note that the expressivity argument implies that defining bisimulation on behavioural systems must be possible. However, these definitions become cumbersome due to the evolution oriented structure.
solutions of differential and other behavioural equations), gives us the opportunity to create a non-empty set of “first points” of transitions starting in \((x', t')\). Any of those points will do to define \(\sigma(t')\).

The second difference between Sontag machines and hybrid transition systems is, that there is information on the timing in the labelling of Sontag machines. In our opinion, this is not a good choice because, as we see furtheron, the labeling information shows what is visible to an external observer. Our intuition (which is perhaps a little philosophical in nature) is that duration is visible to an observer, but the exact time of a system is not. Duration is the only quantity regarding time that can actually be measured. Therefore, every \(\sigma\) label on a domain \([t..t']\) is translated into a label on the domain \([0..t' - t]\). Apart from this difference, every Sontag machine is a hybrid transition system.

The case of behavioural systems deserves more attention, because without further restriction, behavioural systems cannot be translated into hybrid transition systems without loss of information! Nevertheless, we are able to give necessary and sufficient conditions for the translatable, from which it becomes more clear which information exactly is lost. Furthermore, we argue that this information is not considered to be of importance thus far in system theory or computer science, nor in the field of hybrid systems research. Therefore, at least for the time being, hybrid transition systems are expressive enough for our needs.

The translation we use to turn a behaviour into a hybrid transition system is the following:

\[
\text{if } (x, \sigma) \in \phi \text{ and } t, t' \in \text{Dom}(x) \text{ and } t \leq t' \text{ then } \langle x(t), t \rangle \xrightarrow{(\sigma|_{t\ldots t'})^{-1}} \langle x(t'), t' \rangle.
\]

In which we use \(\sigma|_{D}\) to denote the restriction of the function \(\sigma\) to the subdomain \(D \subseteq \text{Dom}(\sigma)\) and \(\sigma'|_{t\ldots t'}\) to denote the shifted function \(\sigma\) such that \(\sigma'(t' + t) = \sigma(t')\) for all \(t' \in \text{Dom}(\sigma)\) and undefined elsewhere.

In order to prove that no information is lost, we use the translation back that states:

\[
\text{if } x \text{ continuous, and for all } t, t' \in \text{Dom}(x) \text{ such that } t \leq t' \text{ we find } \langle x(t), t \rangle \xrightarrow{(\sigma|_{t\ldots t'})^{-1}} \langle x(t'), t' \rangle, \text{ then } (x, \sigma) \in \phi'.
\]

In the remainder of this section, we focus on proving that \(\phi = \phi'\) for a certain class of behaviours \(\phi\), meaning that behavioural systems that fit in this class can be successfully translated. However, let us first look at an example of a behaviour that cannot be translated in this way.
Figure 9: Example of a behavioural system that cannot be translated

Consider the behaviour depicted in figure 9. The only relevant behaviour of this system is the state behaviour, which consists of many “instable” evolutions, that “start” in minus infinity and “end” in plus infinity. Stated this way, the 0-function is clearly not part of this behaviour.

Now, if we translate this behaviour into a hybrid transition system, by constructing transitions between two states-time pairs if they are connected by a partial evolution, this information about the 0-function is lost. Obviously, the states (0, t) and (0, t') are connected by some evolution for all $t \leq t'$. Therefore, there is no way to decide from the transitions only, that the 0-function is not in the behaviour of the system.

Next, we show that if the behaviour has the property that it is two-point refutable in its evolutions, meaning that every function that is not an evolution of the system, can be recognized on the basis of two points in time, then it can be translated without loss of information.

**Definition 7 (Two-point refutability)** A behavioural system $(X, \Sigma, T, \phi)$ is two-point refutable, if for any $(x, \sigma) \in T \Rightarrow (X \times \Sigma)$ such that $(x, \sigma) \not\in \phi$ there exist two points $t, t' \in \text{Dom}(x)$ with $t < t'$ such that for every $(x', \sigma') \in \phi$ either $x(t) \neq x'(t)$, $x(t') \neq x'(t')$ or $\sigma|_{[t \ldots t']} \neq \sigma'|_{[t \ldots t']}$. 

**Theorem 1** A behavioural system $(X, \Sigma, T, \phi)$ can be translated into a hybrid transition system without loss of information, if it is two-point refutable in the state evolutions.

**Proof** Using the translation and reverse translation above, it is trivial to see that $\phi \subseteq \phi'$, therefore we focus on the other case, to prove that $\phi' \subseteq \phi$ and assume: $(x, \sigma) \in \phi'$. Using the fact that there is only one rule in the reverse translation, we conclude:

$$\forall t, t' \in \text{Dom}(x) \quad (x(t), t) \xrightarrow{\sigma|_{[t \ldots t]}} (x(t'), t')$$

and using the translation from behaviours to hybrid transition systems we get:
Using DeMorgan, we obtain:

\[
\forall t,t' \in \text{Dom}(x) \exists (x',\sigma') \in \phi \quad \left\{ \begin{array}{l}
x(t) = x'(t) \\
x(t') = x'(t') \\
\sigma|_{[t,t']} = \sigma'|_{[t,t']} \end{array} \right.
\]

And using modus tollens on the property of two-point refutability we find: 
\((x,\sigma) \in \phi\),

which concludes the proof. 

Moreover, for the translations given above, two-point refutability of the state is even a necessary condition to avoid information loss.

**Theorem 2** A behavioural system \( \langle X; \Sigma; T; \phi \rangle \) can only be translated into a hybrid transition system without loss of information using the translations above, if it is two-point refutable in the state evolutions.

**Proof** We proof this fact, by observing that the set \( \phi' \) has the property of two-point refutability of the state evolutions. This follows immediately out of its construction from an arbitrary hybrid transition system. If a certain function \((x,\sigma)\) is not in \( \phi' \), then there are at least two points \( t, t' \in \text{Dom}(x) \) such that the transition \( \langle x(t) \sigma|_{[t,t']} \rangle \langle x(t') \rangle \) is not in the hybrid transition system. The absence of that transition implies that none of the functions in \( \phi' \) are equal to the one under study at these two points. Therefore \( \phi' \) is two-point refutable. In conclusion, since the result of the reverse translation is a two-point refutable system, the original system must have this property too in order to obtain \( \phi = \phi' \).

Now, given the property of state on a behaviour, we can loosen the constraint of two-point refutability a bit. We can show that finite set refutability then is sufficient (and by definition necessary) to imply two-point refutability.

**Definition 8 (Finite set refutability)** A behavioural system \( \langle X; \Sigma; T; \phi \rangle \) is two-point refutable, if for any \((x,\sigma) \in T \mapsto (X \times \Sigma)\) such that \((x,\sigma) \notin \phi\) there exists a finite set \( D \subseteq [t..t'] \subseteq \text{Dom}(x)\) such that for every \((x',\sigma') \in \phi\) either \(x|_{D} \neq x'|_{D}\) or \(\sigma|_{[t..t']} \neq \sigma'|_{[t..t']}\).

Note that, as was the case with two-point refutability, the signals \(\sigma\) and \(\sigma'\) in the definition are still compared over the whole interval because they are completely visible on the transitions. Hence it is not necessary to restrict the comparison to a finite set of points.
Theorem 3  A behavioural system \( \langle X, \Sigma, T, \phi \rangle \) that has property of state and is finite set refutable, is also two-point refutable in its state evolutions.

Proof  The proof of this is by induction on the size of \( D \). We derive a contradiction out of the statement that \( D \) with \( |D| > 2 \) has no strict subset on the basis of which it is still refutable.

Suppose, for some \( (x, \sigma) \notin \phi \) that
\[
\exists D \subseteq \exists (x, \sigma) \in \phi \exists \sigma |_{[t, t']} = \sigma' |_{[t, t']}
\]
and furthermore
\[
\forall D' \subseteq D \exists (x', \sigma') \in \phi \exists \sigma |_{[t, t']} = \sigma' |_{[t, t']}
\]
with \( |D| > 2 \). From this last assumption we conclude that for every two points \( a, b \in D \), forming a strict subset of \( D \), there is a trajectory that connects the two.

We order the elements in \( D \) using an order preserving map \( \tau \in \mathbb{N} \rightarrow D \) and conclude
\[
\forall n < N \exists (x', \sigma') \in \phi \exists \sigma |_{[t, t']} = \sigma' |_{[t, t']}
\]
By applying this twice, we get
\[
\forall n < N - 1 \exists (x', \sigma'), (x'', \sigma'') \in \phi \exists \sigma |_{[t, t']} = \sigma' |_{[t, t']}
\]
And then, by property of state, we may concatenate \( (x', \sigma') \) and \( (x'', \sigma'') \) to conclude
\[
\forall n < N - 1 \exists (x', \sigma') \exists (x'', \sigma'') \in \phi \exists \sigma |_{[t, t']} = \sigma' |_{[t, t']}
\]
With induction we then may conclude
\[
\exists (x', \sigma') \in \phi \forall n < N \exists (x(n)) = x'(\tau(n)) \land \sigma |_{[t, t']} = \sigma' |_{[t, t']}
\]
From which we derive
\[
\exists (x', \sigma') \in \phi \forall d \in D \exists (x(d)) = x'(d) \land \sigma |_{[t, t']} = \sigma' |_{[t, t']}
\]
And using different notation
\[
\exists (x', \sigma') \in \phi \exists x |_{D} = x' |_{D} \land \sigma |_{[t, t']} = \sigma' |_{[t, t']}
\]
Which is in contradiction with the fact that \( (x, \sigma) \) is refutable on the basis of \( D \). Hence, if a behavioural system is finite set refutable and has property of state, then it is two-point refutable, which concludes the proof. \( \Box \)
Intuitively, finite set refutability means that if a certain function can be intersected arbitrarily often by piecewise concatenations of evolutions, then this function is an evolution in itself. Note that this does not necessarily mean that the function can be approximated by concatenation of evolutions. Since there is no notion of measure defined on evolutions here, approximation is not an issue. An example of a behaviour that is not finite set refutable, is the one depicted in figure 10. The set of all possible sine waves, when closed under property of state, still does not contain the 0-function, although it can be intersected arbitrarily often, by concatenation of sine waves that cross the axis.

![Figure 10: Impression of a non finite-set refutable set of evolutions](image)

Looking at it from a different perspective, we see that every crossing of evolutions can be regarded as a branching of the transition system. This means that if we translate a behavioural system without finite set refutability into a hybrid transition system, then we lose information about the continuous branching options of that system. We cannot conclude the difference between a system that has a certain branching at arbitrarily small finite times apart, and a system that branches continuously.

This all, makes clear that hybrid transition systems are in a sense less expressive than behavioural systems. Whether this loss in expressivity leads to problems is an entirely different matter. There are two reasons for assuming that it does not.

The first reason, is that the hybrid transition systems are intended as an underlying model for a syntactical formalism, and the systems that are described currently in the separate worlds of computer science and system theory do not consider continuous branching. More importantly, the topic of continuous branching has not (as far as we are aware) played a role in hybrid systems research yet. Therefore, we expect that the different system compositions that we are going to study in our model for hybrid systems, do not make use of the difference between continuous branching and arbitrarily short finite-time branching. Thus, the difference between finite set refutable behaviours and behaviours that do not have this property will not be visible through any of those compositions.

The second reason, is that the theory will usually define behaviours through
the use of algebraic differential equations, and we conjecture that the sets of evolutions that can be constructed in this way are all finite set refutable. For algebraic equations, and for differential equations with unique solutions (Lipschitz equations, [HS74]), this is trivial. For differential equations in general, we only conjecture that finite set refutability holds on the basis of some topological closure and compactness properties that the solution sets of those equations have [Fi88].

However, we must be careful in accepting these arguments, since they both make assumptions on the syntax. They might not hold anymore, if certain extensions of the syntax are introduced. For the moment, however, hybrid transition systems seem expressive enough for our needs, and seem to be the most suitable model from other points of view that were already mentioned. We expect that it will be possible, should the need to change semantics ever arise, to change the semantical model of a theory without disturbing the axioms and calculation rules on the syntax. Therefore, hybrid transition systems are the best model for the time being.

7 Hybrid Evolutions

Recall from section 3, that the notion of evolution is basic to theory on systems in general and in particular to both control and computer science. In that section, we have seen two ways in which evolutions are defined. Runs for transition systems, and functions of time for behavioural systems. Since a hybrid transition system is a transition system, the notion of run is most natural.

Definition 9 (Hybrid Run) Given a hybrid transition system \( \langle X, \Sigma, T, \phi \rangle \), a hybrid run of this system is a triple \( (x, \tau, \sigma) \) of sequences \( x \in \mathbb{N} \mapsto X \), \( \tau \in \mathbb{N} \mapsto T \), and \( \sigma \in \mathbb{N} \mapsto ((T \mapsto \Sigma_C) \cup \Sigma_D) \) such that

- \( \text{Dom}(x), \text{Dom}(\tau), \text{Dom}(\sigma) \text{ are intervals in } \mathbb{N} \);
- \( \text{Dom}(\tau) = \text{Dom}(x) \text{ and } 0 \in \text{Dom}(x) \);
- \( \text{Dom}(\sigma) \subseteq \text{Dom}(x) \land \forall n \in \text{Dom}(x) \ n \in \text{Dom}(\sigma) \Rightarrow n + 1 \in \text{Dom}(x) \);
- \( \forall n \in \text{Dom}(\sigma) \ (x(n), \tau(n)) \xrightarrow{\sigma(n)} (x(n + 1), \tau(n + 1)) \).

Notice that this definition has not fundamentally changed from the normal definition of run.

The notion of run as evolution of a system has one important drawback that manifests itself when runs become infinite in length. If there is a notion of
topology on the time axis and the state space of a system (think of $T$ as $\mathbb{R}$ and of $X$ as an arbitrary vector space), the intuition on what evolutions of the system are may change. In such a setting, there can exist runs for which the time-series does not pass a certain point $t \in T$. In such a case, using the definitions we have so far, the evolution of the system simply stops at, or before, that time. This is rather strange, since it will never happen in a physical system that time simply stops.

Usually, this phenomenon is caused by some abstraction made by the modeler. This does not mean that the model is wrong, or that the modeler has made a mistake! Abstraction is a tool that is crucial to the understanding of systems. In this particular case one may argue whether or not the modeler should be forced to avoid this kind of unwanted behaviour by specifying models that do not display the phenomenon, or one may decide that the modeling formalism should take care of it. We choose the latter because we are convinced that for example the assumption that certain actions do not take any time to execute is a natural abstraction. This assumption leads to the described phenomenon and therefore we should support this phenomenon in our modeling formalism.

A typical occurrence of the accumulation of a time-series is usually referred to as Zeno-behaviour after the Eleatic philosopher (488 BC) who first described such phenomena in his famous example of Achilles and the Turtle\(^4\). In philosophy the accumulation of events in general is also referred to as *supertask* [Zal01, Nor99, Sal70]. The state trajectory in such a case is crucial to the interpretation of the evolution of our system. Several attempts to deal with Zeno-behaviour in a hybrid systems context can be found in [JELS99, BP00, CRE01, CR02]. Usually it is assumed that the evolution of the system can continue from the accumulation point of states onward, forcing time to continue. This gives rise to transfinite sequences of states and to the notion of transfinite run.

A transfinite run is a run over ordinal numbers [Dug66, Eis74, Kun88] rather than natural numbers. The idea is that for limit ordinals the state-value of the run is one of the accumulation points of the preceding part of the run (if a sequence $x \in \Omega \rightarrow X$ accumulates in $y \in X$ we denote this by $x \rightarrow y$, see Definition 20 in appendix A). Also the timing should continue from the accumulation point of the previous timings.

**Definition 10 (Transfinite Hybrid Run)** Let $\Omega$ denote the ordinal numbers and let $(X, \Sigma, T, \phi)$ be a hybrid transition system with topologies on $X$ and $T$, then a pair $(x, \tau, \sigma)$ of transfinite sequences $x \in \Omega \rightarrow X$, $\tau \in \Omega \rightarrow T$ and $\sigma \in \Omega \rightarrow (\Sigma \cup (T \rightarrow \Sigma))$ is a transfinite hybrid run if

\(^4\)In a running contest between Achilles the half-god and a turtle, the turtle gets a little head start. Zeno reasoned that every time Achilles comes at a point where the turtle was, the turtle has walked just a little further. Hence, Achilles cannot take over, and the turtle wins the race.
• $\text{Dom}(x)$, $\text{Dom}(\tau)$, and $\text{Dom}(\sigma)$ are intervals in $\Omega$;
• $\text{Dom}(\tau) = \text{Dom}(x)$ and $0 \in \text{Dom}(x)$;
• $\text{Dom}(\sigma) \subseteq \text{Dom}(x)$ $\land$ $\forall n \in \text{Dom}(x)$ $n \in \text{Dom}(\sigma)$ $\Rightarrow$ $n + 1 \in \text{Dom}(x)$;
• $\forall n \in \text{Dom}(\sigma)$ $\langle x(n), \tau(n) \rangle \xrightarrow{\sigma(n)} \langle x(n + 1), \tau(n + 1) \rangle$;
• $\forall n \in \text{Dom}(x), n$ limit ordinal $x_{\mid 0..n} \rightarrow x(n)$ $\land$ $\tau_{\mid 0..n} \rightarrow \tau(n)$.

Again, the length of a run is the cardinality of $\text{Dom}(\sigma)$.

Most results that have been obtained for hybrid systems in literature assume non-Zeno evolutions. This means that only normal runs are considered in the proofs. The problem of supertasks is considered a modeling mistake and hence left for the modeler to solve. In the remainder of this report, we explicitly make a distinction between results for normal hybrid runs and transfinite hybrid runs for this reason.

8 Equivalence

In sections 2 and 3 already the notion of equivalence was mentioned. Although not formally defined, the notion of bisimulation equivalence was given as an example.

![Figure 11: Trace Equivalent but not Bisimilar States](image)

On a semantical level, the notion of equivalence on a system reflects which things an external observer can see during the evolution of a system. The first intuition we have about this equivalence, for systems in general, is that only the interaction space is observable. This intuition is firm, and all notions of equivalence from literature agree on it. The second intuition is motivated by the introduction of non-determinism in a system. If a system displays non-determinism, then sometimes a choice between different evolutions is made without visible interaction. See for example figure 11. There, the observer cannot conclude from the
set of runs of the system that the two states marked $x$ are different. Both systems contain the interaction runs $a$ followed by $b$ and $a$ followed by $c$. However, an observer can conclude difference from the fact that, after $a$ has occurred, in one system there is still a choice between $b$ and $c$, while in the other system this choice has vanished. This difference between observing complete runs and observing choices as well is only of interest for non-deterministic systems and therefore it is not surprising that the equivalence notions concerned with it stem from computer science rather than from control. If the outside observer cannot see which choices a system makes, we study so-called trace equivalence between systems. If the outside observer can observe the fact that a choice has been made, we study bisimulation equivalence. Equivalence, furthermore, is a notion on the states of systems and, in timed systems, this notion may be time dependent. Therefore, the equivalence notions we handle here compare pairs of state and time.

On a syntactical level, the chosen notion of equivalence influences greatly which calculation rules can be applied. Some axioms hold for one notion of equivalence, while they do not hold for a different notion. For example, with respect to trace equivalence we have that alternative composition ($+$) distributes over sequential composition ($\cdot$), leading to the axiom $a \cdot ((b + c)) = (a \cdot b) + (a \cdot c)$, for those who are familiar with the process algebraic syntax. This is not true with respect to bisimulation equivalence! The choice of equivalence influences the analytical power of the theory greatly, because a notion of equivalence like bisimulation, that allows less axioms, has a greater distinctive power between systems. Therefore, one can pose more fine-grained questions about systems in the theory (for example about the choices that have been made). However, the fact that there are less axioms also means that answering questions by means of axiomatic reasoning becomes more difficult. So the questions that can be easily posed and answered for a less fine-grained equivalence, may turn out to be harder to answer for the fine-grained equivalence. This is why the choice of a proper notion of equivalence is of importance to the analyst.

**Definition 11 (Trace Equivalence)** Given the hybrid transition systems $M = (X_1, \Sigma_1, T_1, \phi_1)$ and $N = (X_2, \Sigma_2, T_2, \phi_2)$, using the same interaction space $\Sigma_1 = \Sigma_2$, the state-time pairs $(x_0, t_0) \in X_1 \times T_1$ and $(y_0, s_0) \in X_2 \times T_2$ are trace equivalent denoted $(x_0, t_0) \simeq (y_0, s_0)$, if for every hybrid run $(x, t, \sigma)$ on $M$ with $x(0) = x_0$ and $t(0) = t_0$, there exists a hybrid run $(y, s, \sigma)$ on $N$ with $y(0) = y_0$ and $s(0) = s_0$ and vice versa.

The notion of bisimulation equivalence does not compare complete runs, but compares the states after every transition again in order to be able to differentiate between the choices between transitions. It relies on the notion of bisimulation relation.
Definition 12 (Bisimulation Equivalence) Given hybrid transition systems $M = (X_1, \Sigma_1, T_1, \phi_1)$ and $N = (X_2, \Sigma_2, T_2, \phi_2)$ with $\Sigma_1 = \Sigma_2$. A relation $R \subseteq (X_1 \times T_1) \times (X_2 \times T_2)$ is a bisimulation relation iff

- for every transition $(x, t) \xrightarrow{\phi_1} (x', t')$ of $M$ and every state $y \in X_2$ and time $s \in T_2$ such that $(x, t) R (y, s)$ there exists a transition $(y, s) \xrightarrow{\phi_1} (y', s')$ of $N$ such that $(x', t') R (y', s')$;
- and for every transition $(y, s) \xrightarrow{\phi_2} (y', s')$ of $N$ and every state $x \in X_1$ and time $t \in T_1$ such that $(x, t) R (y, s)$ there exists a transition $(x, t) \xrightarrow{\phi_1} (x', t')$ of $M$ such that $(x', t') R (y', s')$.

Two state-time pairs $(x, t) \in X_1 \times T_1$ and $(y, s) \in X_2 \times T_2$ are bisimilar, denoted $(x, t) \equiv (y, s)$, iff there exists a bisimulation relation $R$ such that $(x, t) R (y, s)$. (Two systems are bisimilar if every state in one system has a bisimilar state in the other system.)

It is a known result from computer science [BPS01] that bisimulation on states is a stronger equivalence than trace equivalence on states.

Lemma 1 $\equiv \subseteq \simeq$.

Proof See e.g. [vG01].

Clearly, with topologies on the state spaces, extending the notion of trace equivalence is straightforward. Transfinite trace equivalence is concerned with transfinite runs instead of normal runs. It is denoted by $\simeq_{\infty}$. The bisimulation case, however, is not that simple. The notion of bisimulation focuses on single transitions and is therefore not able to “see” beyond a countable number of transitions. In [CR02], a notion of topological bisimulation was defined to include the accumulation points of runs. The following definition is a reformulation of this definition.

Definition 13 (Topological Bisimulation) Let $M = (X_1, \Sigma_1, T_1, \phi_1)$ and $N = (X_2, \Sigma_2, T_2, \phi_2)$ be two hybrid transition systems such that $\Sigma_1 = \Sigma_2$ and such that $M$ and $N$ have topologies on the state spaces $X_1$ and $X_2$ and on the time axes $T_1$ and $T_2$, the relation $R \subseteq (X_1 \times T_1) \times (X_2 \times T_2)$ is a topological bisimulation relation iff it is a (normal) bisimulation relation that also relates accumulation points of transfinite hybrid runs, i.e.:

1. for every transfinite hybrid run $(x, \tau, \sigma)$ in $M$ and state $y_0 \in X_2$ such that $(x(0), \tau(0)) R (y_0, \tau(0))$, there is a transfinite hybrid run $(y, \tau, \sigma)$ in $N$ with $y_0 = y(0)$ and $(y(n), \tau(n)) R (y_0, \tau(0))$ for every $n \in \text{Dom}(x)$.  
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2. For every transfinite hybrid run \((y, \tau, \sigma)\) in \(N\) and state \(x_0 \in X_1\) such that 
\((x_0, \tau(0)) \mathcal{R} (y(0), \tau(0))\), there is a transfinite hybrid run \((x, \tau, \sigma)\) in \(M\) with 
\(x_0 = x(0)\) and 
\((x(n), \tau(n)) \mathcal{R} (y(n), \tau(n))\) for every \(n \in \text{Dom}(y)\).

A state-time pair \((x, t)\) \(\in X_1 \times T_1\) is topologically bisimilar to a state \((y, s)\) \(\in X_2 \times T_2\), denoted \((x, t) \equiv_\infty (y, s)\), if and only if there exists a topological bisimulation relation \(\mathcal{R} \subseteq (X_1 \times T_1) \times (X_2 \times T_2)\) such that \((x, t) \mathcal{R} (y, s)\).

As with normal bisimulation and trace equivalence, topological bisimulation is stronger than transfinite trace equivalence.

**Lemma 2** \(\equiv_\infty \subseteq \approx_\infty\).

**Proof** The proof of this is trivial, since the equivalence notion, for every transfinite hybrid run in the one system, guarantees the existence of a similarly labelled transfinite hybrid run in the other. \(\square\)

Now we have covered evolution and equality, the most important notions on systems from a semantical point of view. In the next section, we look at control theory, and sketch the way in which standard control notions can be defined on hybrid transition systems.

**9 Control Notions**

The notion of evolution is the most important notion in order to support a general intuition on any type of system. Equivalence notions are invaluable if we want to consider hybrid transition systems as an algebraic structure. However, other notions are important from a practical point of view. In this section, we sketch the definitions of a few notions from control theory as an example of how this theory can be incorporated into the hybrid structure. It is not our intention yet to prove properties about those notions. This is left as future research.

Most of the theoretical notions we are interested in depend in one way or another on the notions of evolution and equivalence. For example, the notion of time-invariance states that, given a certain notion of equivalence, the equivalence of two states is independent of time. In the remainder of this report, we write \(\approx\) to denote an arbitrary notion of equivalence that has been chosen by the modeler. In place of \(\approx\) one may read any of the equivalences \(\equiv, \approx, \equiv_\infty, \approx_\infty\), or \(\equiv_\infty\) as desired.
Definition 14 (\(\equiv\)-Time-invariance) We define that a hybrid transition system \(\langle X, \Sigma, T, \phi \rangle\) is time-invariant with respect to a certain notion of equivalence \(\equiv\) iff

\[
\forall x \in X \forall t, t' \in T (x, t) \equiv (x, t').
\]

Note that equivalence of states is here considered between the states of one single system (\(M\) and \(N\) are the same). For \(x\) and \(y\) states from hybrid transition systems \(M\) and \(N\), we write \(x \equiv y\) if \((x, t) \equiv (y, s)\) for all \(t\) and \(s\).

The assumption of time-invariance usually makes modeling and analysis of systems easier. Also, many definitions from control theory assume a time-invariant system. We therefore use this notion extensively in this section. In classical theories, time-invariance is usually guaranteed if one only uses syntactical terms that do not refer to time immediately. Of course, in future investigations, we strive for a similar result for hybrid syntactical terms.

Arguably, two of the most important notions from control theory are observability and controllability of the state of a system. Observability roughly means that one can know in which state the system is from observing the interactions that have taken place. Controllability means that it is possible to steer the system from any state into any other state, by applying the right interactions.

Definition 15 (\(\equiv\)-Observability) Let \(\langle X, \Sigma, T, \phi \rangle\) be a hybrid transition system that is time-invariant with respect to equivalence \(\equiv\), then the state \(y \in X\) is observable from the interaction sequence \(\sigma \in \Omega \mapsto ((T \mapsto \Sigma_C) \cup \Sigma_D)\) of length \(n\) if for every run \((x, t, \sigma)\) we find \(x(n) \equiv y\).

This definition simply says that if we observe that the interaction \(\sigma\) has occurred it is safe to conclude that the state after this observation is equivalent to \(y\). Please notice again that this notion depends on the chosen notion of equivalence. It maybe so that with respect to a weaker notion of equivalence a system is observable while it is not with respect to a stronger notion. This happens because the states that can be reached by the observed interaction are equal with respect to the weaker notion while they were not equal with respect to the stronger notion. In standard control theory this distinction is not made because the determinism assumed there makes that bisimulation and trace equivalence coincide, but from a computer science point of view, where non-determinism does play a role, it is important. Also important, is the so called congruence property of a notion with respect to a chosen equivalence. For example, suppose we have two equivalent systems \(M \equiv N\), then we expect if a certain state \(x\) is observable from \(\sigma\) in \(M\) that there is an equivalent state \(y \equiv x\) observable from \(\sigma\) in \(N\). It is a subject of future investigation whether observability is a congruence for the notions of equivalence that have been given in the previous sections.
Controllability is a notion that expresses if a system can be steered from one state into another.

**Definition 16 (\(\hat{\mu}\)-Controllability)** Let \((X, \Sigma, T, \phi)\) be a hybrid transition system that is time invariant with respect to \(\hat{\mu}\), then the state \(y \in X\) can be controlled into state \(y' \in X\) by the interaction \(\sigma \in \Omega \rightarrow (T \rightarrow \Sigma_C) \cup \Sigma_D)\) with respect to the equivalence \(\hat{\mu}\), if there exists a (transfinite) hybrid run \((x, r, \sigma)\) such that \(x(0) = y\) and \(x(n) \equiv y'\) for some \(n\).

For control scientists who usually work with deterministic systems, this notion works perfectly. When non-determinism comes into play, however, it may seem rather naive. The fact that there is a run from \(y\) to \(y'\) using a certain interaction is no guarantee that this particular path of states is indeed chosen when the particular interaction is applied. However, demanding a guarantee that after the interaction we indeed end up in \(y'\) is similar to demanding a degree of determinism. On the other hand, it may be reasonable to assume that after a failed attempt the controller will be able to try again. The assumption that \(y'\) is eventually reached if there is always a run leading to it, is called fairness in computer science.

It is clear that this notion of controllability is suitable for control theory, but does not cover the intuition anymore when applied to hybrid systems. Future research will have to come up with new definitions of controllability that fit the non-deterministic framework.

Also for controllability, the aforementioned congruence property is important. In particular, we do not have the desired congruence if we consider for example the combination of transfinite hybrid runs and normal bisimulation. Trivially, the (normal bisimulation) equivalence of systems \(M\) and \(N\) does not guarantee that if, for example, every state in \(M\) is (transfinitely) controllable into every other, that also every state in \(N\) is controllable into every other.

The last control notion that we want to address here is called stability of a system. Stability is a notion concerned with the desire to guarantee that the behaviour of a system remains within reasonable bounds. In literature, many different notions of stability have been given. One example from this large pool of possibilities is the notion of a bounded state evolution. A system is stable if all the state evolutions stay within a certain bound. To be able to define this, the topology on the state space and signal space is assumed to be induced by a metric (see definition 21 in appendix A). In literature, many other notions of stability have been given, most of them have the same topological nature.

**Definition 17 (Stability)** A hybrid transition system with a metric on the state space \(X\) and signal space \(\Sigma\) is stable if for every run \((x, r, \sigma)\) in which \(\sigma\) is bounded, we find that \(x\) is bounded (see definition 22 in appendix A).

28
10 Concluding Remarks and Future Research

We have provided a semantics for studying hybrid systems by introducing the modeling framework of hybrid transition systems as a mix of Sontag machines and timed labeled transition systems. This framework was compared with the original frameworks from control [Son98, PW98, TSH01] and computer science [BM01], as well as with hybrid automata [LSV99, LSV01] and the notion of rich time in a behavioural setting [vdSS00b]. We have shown how the notions from computer science and control science can be incorporated into the new framework by giving a few examples of definitions of such notions in terms of hybrid transition systems. Furthermore, we discussed the influence of topology on computer science notions and in particular the extension of classical notions of equivalence to overcome Zeno-behaviour, a typical hybrid problem induced by topology.

Our arguments for choosing hybrid transition systems above hybrid automata or behavioural systems are based on our feeling that hybrid automata have a mathematically awkward structure while hybrid behavioural systems are too much focussed on the complete evolutions of systems. We prefer an operational, state-based, view on systems because the possibility of non-determinism (in particular in computer science models) urges us to look beyond the evolution based language equivalence of systems. The fact has been recognized, that hybrid transition systems are not expressive enough, compared with behavioural systems, to distinguish between continuous moments of choice and moments of choice that are at arbitrarily small times apart. This lack in expressivity has been rejected as a potential cause of trouble because the information that is lost, is not used in any of the compositions that we have in mind on hybrid systems. Furthermore, most behavioural systems that are currently of interest, for example those defined by algebraic and differential equations, have the property of finite set refutability, which ensures that there is no problem in the translation to hybrid transition systems.

Our hopes are that the proposed semantics will provide a sufficient basis for the development of an algebra, suitable for the analysis of hybrid systems, with respect to the notions mentioned in this report. The challenge will be to find axioms and theorems on the notions we know so well from classical theory, in a hybrid context. The future development of theory should, apart from syntax, include theorems about the control notions that were mentioned. In particular, the congruence of those notions with respect to the different kinds of equivalence is important. From a semantical viewpoint, it would be nice if those control notions could be derived from the transition systems itself, rather than having definitions via the runs. This would add to the algebraic simplicity of the notions, and, through that, probably also to stronger syntactical theorems.
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A Topological Notions and Notations

In this section we give a very brief explanation of some of the topological notions and notations used in this report. For a more thorough explanation we refer to [Dug66, Eis74].

We start out with the notion of total ordering, and the derived notion of interval, which turn out to be useful notions on the time axis $T$ of a system.
Definition 18 (Total ordering, Interval) Let $T$ be a set and $\leq \subseteq T \times T$ a (binary) relation on $T$. This relation is called a total ordering, and $T$ is called totally ordered if we have for all $a, b, c \in T$:

- reflexivity: $a \leq a$;
- antisymmetry: $a \leq b \land b \leq a \Rightarrow a = b$;
- transitivity: $a \leq b \land b \leq c \Rightarrow a \leq c$;
- totality: $a \leq b \lor b \leq a$;

A subset $I \subseteq T$ of a totally ordered set is called an interval if for all $x, y, z \in T$

- interval: $x, z \in I \land x \leq y \leq z \Rightarrow y \in I$.

A different kind of structuring on sets is through a topology. Roughly, a topology defines which points in a set are close to each other. A set equipped with a topology is called a (topological) space.

Definition 19 (Topology) Let $X$ be a set, then $T \subseteq \mathcal{P}(X)$ is a topology on $X$ if

- $\emptyset \in T$ and $X \in T$;
- all unions of elements of $T$ are itself elements of $T$;
- all finite intersections of $T$ are itself elements of $T$.

The elements $o \in T$ are called open sets. For a point $x \in X$, an open set containing $x$ is called a neighbourhood of $x$.

A trajectory through a topological space is said to accumulate at $x$ if every neighbourhood of $x$ is visited over and over again. I.e. the trajectory gets arbitrarily close to $x$, but may get away from $x$ from time to time as well. Formally we define this as follows.

Definition 20 (Accumulation) Let $A$ be a set totally ordered by $\leq$ and $X$ be a set with topology $T$, then a function $f \in A \rightarrow X$ is accumulating at $x \in X$, denoted $f \rightarrow x$, if

$$\forall o \in T, x \in o \forall a \in \text{Dom}(f) \exists b \in \text{Dom}(f), b \geq a \Rightarrow f(b) \in o.$$ 

\[^{\text{5}}\text{In the actual topological definitions, } \leq \text{ is only required to be a directed pre-order, not necessarily a total order. However going into details about this difference is not necessary for the understanding of this report.}\]
Accumulation gives us an intuition about the limit points of sequences. A set in which every limit point is also a part of the set, is called topologically closed.

A special way to induce a topology is through a metric. A metric is a function that defines the distance between two points. Naturally distance is one way of defining how close points are to each other.

**Definition 21 (Metric)** Let \( X \) be a set, then a metric on that set is a function \( \| \cdot, \cdot \| \in (X \times X) \rightarrow \mathbb{R} \) that is

- **positive**: \( \forall x, y \in X \|x, y\| \geq 0 \);
- **distinctive**: \( \forall x, y \in X \|x, y\| = 0 \iff x = y \);
- **symmetric**: \( \forall x, y \in X \|x, y\| = \|y, x\| \);
- **triangular**: \( \forall x, y, z \in X \|x, z\| \leq \|x, y\| + \|y, z\| \).

Every metric induces a topology \( T \subseteq \mathcal{P}(X) \) such that for all \( x \in X \) and \( d \in \mathbb{R} \):

\[
\{x' \mid \|x, x'\| < d \} \in T.
\]

Metrics also induce a notion of boundedness, reflecting that a certain distance is never exceeded.

**Definition 22 (Bounded function)** Let \( X \) be a set with a metric on it. A function \( f \in \mathbb{N} \rightarrow X \) is bounded if

\[
\exists d \in \mathbb{R} \forall n, m \in \mathbb{N} \quad \|f(n), f(m)\| \leq d.
\]