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We study experimentally synchronization and partial synchronization in networks of Hindmarsh–Rose model neurons that interact through linear time-delay couplings. Our experimental setup consists of electric circuit board realizations of the Hindmarsh–Rose model neuron and a coupling interface in which the interaction between the circuits is defined. With this experimental setup we test the predictive value of theoretical results about synchronization and partial synchronization in networks.
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1. Introduction

The emergence of synchronization in networks of coupled dynamical systems is a fascinating topic in various scientific disciplines ranging from biology, physics, and chemistry to social networks and technological applications. For instance, in biology, it is well known that thousands of fireflies light up simultaneously [Strogatz, 2003], and that groups of Japanese tree frogs (Hyla japonica) show synchronous behavior in their calls [Aihara et al., 2011].

In medicine and neuroscience it is observed that clusters of synchronized pacemaker neurons regulate our heartbeats [Peskın, 1975], synchronized neurons in the olfactory bulb allow us to detect (and discriminate between) odors [Gray, 1994], and our circadian rhythms are synchronized to the 24-h day-night cycle [Czeisler et al., 1980; Winfree, 2001]. Synchronization finds numerous applications in engineering sciences. An example is motion synchronization of mobile agents [Olfati-Saber & Murray, 2004; Ploeg et al., 2014; Ren & Atkins, 2007; Sheikholeslam & Desoer, 1993; Stankovic et al., 2006]. Particularly, [Ploeg et al., 2014; Sheikholeslam & Desoer, 1993; Stankovic et al., 2000] address the platooning problem, that is, the problem of designing intelligent vehicle/highway systems that can...
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significantly increase safety and highway capacity. The general objective of the platooning problem is to pack the driving vehicles together as tightly as possible in order to increase traffic flow while preventing amplification of disturbances throughout the string. This objective is achieved when the velocities of all the vehicles in the platoon are synchronized. Another example is synchronization in robotics, where multiple robots carry out tasks that cannot be achieved by a single one. For instance, in [Rodriguez & Nijmeijer, 2001], the authors propose a dynamic output controller that solves the synchronization problem of two (or more) robot manipulators in a master-slave coupling configuration. In [Sadowska et al., 2011], the formation control problem for unicycle mobile robots interacting on symmetric graphs is studied. The range of engineering examples of network synchronization reaches way beyond coordinated motion. For instance, synchronization in power networks [Dorfler & Bullo, 2012], control of the directional sensitivity of smart antennas [Huta et al., 2009], and synchronization of microelectromechanical systems (MEMS), which has promising applications such as in neurocomputing [Hoppensteadt & Izhikevich, 2001] and improvements of signal-to-noise ratios [Agrawal, 2011; Hutu et al., 2012], control of the directional sensitivity of smart antennas [Hutu et al., 2012], and synchronization in power networks [Dorfler & Bullo, 2012].

In this manuscript, we consider synchronization in network of systems that interconnect through linear time-delay couplings. These coupling functions are of the form

\[ u_i(t) = \sigma \sum_j a_{ij} (y_j(t - \tau) - y_i(t)), \]

which we refer to as transmission delay coupling, and

\[ u_i(t) = \sigma \sum_j a_{ij} (y_j(t - \tau) - y_i(t - \tau)), \]

which is called full delay coupling. The function \( u_i(\cdot) \) denotes the input of system \( i \), which has output \( y_j(\cdot) \). \( y_j(\cdot) \) is the output of a neighboring system \( j \). \( \tau \in \mathbb{R}_{\geq 0} \) denotes the time-delay, the constants \( a_{ij} \in \mathbb{R}_{\geq 0} \) are the interconnection weights, and \( \sigma \in \mathbb{R}_{\geq 0} \) is the coupling strength. In case of transmission delay couplings, the transmitted signals (the outputs of neighbors of system \( i \)) are delayed by \( \tau \) units of time and compared with the current output of system \( i \). These kind of couplings arise naturally in networked systems due to finite speed of propagation of signals such that system \( i \) can receive information about the state of its neighbors (via the outputs \( y_i(\cdot) \)) only after some time has lapsed. Full delay couplings, where all signals are time-delayed by an amount \( \tau \), may arise, for instance, when the systems are interconnected by a centralized control law. In that case, the central controller first has to sample the outputs of all the systems, then it has to compute the coupling inputs \( u_i(\cdot) \) and, finally, the controller needs to communicate these inputs to the systems. Full delay coupling functions also appear in case that sensors and/or actuators have delays. A typical example is the sensor/actuator delay in car-following problems, where the amount of delay correlates with the human reaction time [Sipahi et al., 2011].

Synchronization in networks of linearly coupled systems has been studied intensively. For instance, in [Wu & Chua, 1995; Pogromsky, 1998; Hale, 1997; Oguchi & Nijmeijer, 2011; Michiels & Nijmeijer, 2009; Murugia et al., 2014] algebraic conditions are established to predict synchronization and partial synchronization. In [Grzybowski et al., 2011], synchronization of two transmission delay coupled nonlinear systems is studied. Assuming fully actuated dynamics, the authors derive sufficient conditions for synchronization using Linear Matrix Inequalities (LMIs). In [Dahms et al., 2012], the authors investigate the stability of synchronized states in delay coupled networks of fully actuated nonlinear systems. Using the master stability approach [Pecora & Carroll, 1998], they present a methodology for the characterization of stability of different patterns of synchronized dynamics (clusters) in networks with multiple time-delays, multiple coupling functions, and possible heterogeneous dynamics. Explicit relations between the structure of a network and conditions for synchronization are established in [Wu & Chua, 1996; Belykh et al., 2004; Belykh et al., 2005; Unal & Michiels, 2013; Pogromsky, 2008]. Using extensive computer simulations, the authors in [Wang et al., 2008, 2009, 2011a, 2011b] investigate front propagation and synchronization transitions in terms of the transmission time-delay and coupling strength in networks of diffusively coupled Rulkov and Hindmarsh–Rose neurons with additive noise. They found that for a fixed coupling strength, depending on the inherent oscillation frequency of individual...
neurons, synchronization transitions appear as the time-delay is increased. Their simulation results show to be robust against variations in system size, intensity of additive noise, and the scaling exponent of the underlying scale-free network topology. They conclude that correctly tuned transmission delays are vital for assuring optimally synchronized neuronal networks and they should be regarded as important as the coupling strength.

Much less attention is devoted to the verification of theoretical synchronization results in real experimental setups. The focus of this paper is to test the validity of theory using an experimental setup that consists of electronic circuit board realizations of the mathematical Hindmarsh–Rose (HR) model neuron [Hindmarsh & Rose, 1984]. Particularly, this manuscript presents results of a series of experiments that are conducted to verify theoretical results about full synchronization [Steur & Nijmeijer, 2010], partial synchronization [Steur et al., 2012], and synchronization in relation to the network topology [Steur et al., 2014a]. We emphasize (partial) synchronization is understood in this manuscript as the asymptotic match of the states of (some of) the systems. The theoretical results presented in [Steur & Nijmeijer, 2010; Steur et al., 2012; Steur et al., 2014a] identify a large class of systems that can be synchronized by linear time-delay coupling, (of course, the HR model neuron belongs to this class). The conditions, which are of algebraic nature, are expressed at the level of the systems of the network. Whether or not the network synchronizes, or partially synchronizes, depends on the network structure and coupling parameters (time-delay τ and coupling strength σ). We remark that conditions for (partial) synchronization are global in the sense that it is not assumed the trajectories of the systems are initially close to synchrony.

In practical situations, however, the dynamics of the systems in the network cannot be expected to be perfectly identical. For instance, because the signals exchanged among the systems are contaminated with noise and/or there are small mismatches in the systems’ parameters. Because of these inherent imperfections, we cannot expect that the systems perfectly (partially) synchronize. It is necessary to allow for a mismatch between them, which, of course, needs to be small enough in order to consider that the systems are “practically synchronized”. To this end, we introduce the notions of practical synchronization and practical partial synchronization, which states that circuits may be called (partially) synchronized if, after some transient, the differences between their outputs are sufficiently small on a long finite time interval. The experiments with networks of coupled HR circuits shall indicate when our theoretical results, derived for identical systems and without any noise, (fail to) have sufficient predictive value in reality.

In Sec. 2, we describe the experimental setup. This setup consists of electrical circuit board realization of the HR model [Hindmarsh & Rose, 1984], which gives a description of the dynamics of the membrane potential of neurons. The coupling between these circuits is defined in a custom-made piece of hardware that is referred to as the coupling interface. In Sec. 3, we review our theoretical results described above. Section 4 introduces the notion practical synchronization, which states that systems can be considered synchronized in a practical sense if the differences between outputs of the systems are sufficiently small. Results on practical synchronization of two HR circuits with both transmission delay coupling and full delay coupling are presented. Our experimental findings on practical synchronization and practical partial synchronization in networks of HR circuits with transmission delay coupling or full delay coupling are given in Sec. 5. It is shown that, to a large extent, our theoretical results can explain and predict the synchronization phenomena observed in these experiments. Concluding remarks are provided in Sec. 6.

2. The Hindmarsh–Rose Neuron and the Experimental Setup

2.1. A circuit realization of the Hindmarsh–Rose neuron model

We consider networks of HR model neurons, whose dynamics are given by the following set of ordinary differential equations:

\[
\begin{align*}
\dot{z}_{11}(t) &= 100(-y_1^2(t) - 2y_1(t) - z_{11}(t)), \\
\dot{z}_{21}(t) &= 0.5(4y_1(t) + 4.472 - z_{21}(t)), \\
\dot{y}_1(t) &= 100(-y_1^2(t) + 3y_1(t) - 8 + 5z_{11}(t) \\
&\quad - z_{21}(t) + E + u(t)).
\end{align*}
\]

Here $y_1(t) \in \mathbb{R}$ is the output of the $1$st model neuron, which represents its membrane potential, $z_{i1}(t) := \text{col}(z_{i1}(t), z_{i2}(t)) \in \mathbb{R}^2$ are the internal
states, \( u_i(t) \in \mathbb{R} \) is an external input channel, which is used to communicate with other neurons, and \( E \in \mathbb{R} \) is a constant parameter that defines the operating mode of the HR model neuron. In particular, for zero external input, \( u_i(t) \equiv 0 \), depending on the value of parameter \( E \) the membrane potential of the HR model neuron is either constant, spiking (i.e. a rapid rise and fall of the membrane potential), or continuous bursting, which refer to a mode of ongoing activity where spiking activity alternates with relatively long periods of quiescence. We set \( E = 3.3 \), for which the Hindmarsh–Rose neuron operates in a chaotic bursting mode. It is worth mentioning that we have obtained the system (1) by redefining the variables \( t, z_{1}(t), z_{2}(t), \) and \( y_i(t) \) of the original model given in [Hindmarsh & Rose, 1984] according to

\[
t \rightarrow 100t, \\
z_{1}(t) \rightarrow \frac{1}{5}(z_{1}(t) + 4), \\
z_{2}(t) \rightarrow z_{2}(t) - 6, \\
y_i(t) \rightarrow y_i(t) - 1. 
\]

The introduction of these new variables allows for an electronic circuit board realization of (1) with off-the-shelf components (resistors, capacitors, operational amplifiers and analog voltage multipliers) as the signals are now in the (linear) operating range of the electronic components. Figure 1(a) shows the electronic circuit board that implements Eqs. (1). A detailed description of the circuit diagram can be found in [Neefs et al., 2010].

Each state, \( z_{1}(t), z_{2}(t), \) and \( y_i(t) \) can be measured as a voltage on one of the five coaxial connectors shown in Fig. 1(a) at the right-side of the circuit board. The remaining two coaxial connectors are there to set the value of parameter \( E \) and provide the circuit its input signal \( u_i(t) \). Figure 2(a) shows the states \( z_1(t), z_2(t), \) and \( y(t) \) of (1) obtained by numerical integration of the equations in Matlab\textsuperscript{®}, and Fig. 2(b) shows recorded states \( z_1(t), z_2(t), \) and \( y(t) \) of an electrical circuit realization of Eqs. (1). There is a good qualitative match of measured signals and those obtained through numerical integration. Both the circuits and the mathematical model show irregular bursting behavior and the time-scales and amplitudes of the signals are nearly in the same range. Hereafter, we only show the outputs \( y_i(t) \) of the Hindmarsh–Rose neurons.

2.2. The coupling interface and data acquisition

The network topology and coupling functions, which are defined in Sec. 3, are specified in the coupling interface depicted in Fig. 1(b). This coupling interface allows us to construct networks with \( k \) HR neurons, \( 2 \leq k \leq 16 \). The input and output channels of the HR circuit boards are connected via coaxial cables to the coupling interface in which the coupling inputs \( u_1(t), \ldots, u_k(t) \) are computed as function of (delayed) outputs of the circuits \( y_1(t-\tau), \ldots, y_k(t-\tau) \) and/or \( y_1(t), \ldots, y_k(t) \). These coupling functions are defined in a custom-made software program (written in the C++ programming language), which is, after compiling, uploaded
to the 210 [MHz] Atmel ARM® Thumb®-based AT91SAM9260 microcontroller at the heart of the coupling interface. In principle, any type of coupling can be implemented as the coupling functions are defined in software. The delays are emulated in software using circular buffers, whose lengths are proportional to the size of the delay. The coupling interface operates at a sampling rate of approximately 40 [kHz]. The outputs $y_i(t)$ of the circuits are sampled by a 16 bit ADC (with a range of $-10 [V]$ to $10 [V]$) and the inputs to the circuits $u_i(t)$ are generated using a 14 bit DAC (with a range of $-10 [V]$ to $10 [V]$). The sampling and updating of the signals happen simultaneously and the maximal throughout delay, which is equal for all connected circuits, is less than 80 [$\mu$s]. The data (time-traces) from the electronic HR circuits is obtained using a National Instruments PCIe-6363 multifunction data acquisition device with two BNC-2090A connector blocks. This data acquisition setup can measure up to 32 analog inputs (voltage range $-10 [V]$ to $10 [V]$), 1 MS/s, 16 bit resolution) and has four analog output channels (voltage range $-10 [V]$ to $10 [V]$), 2.86 MS/s, 16 bit resolution). We use only one analog output channel to specify $E$. The software that is used to acquire the data is National Instruments LabVIEW™ 2009 running on a HP wx4600 workstation with a 3.00 GHz Intel® Core™ 2 Duo CPU and 4 GB ram with Microsoft® Windows® XP Professional operating system. All data is plotted with Matlab® from The MathWorks, Inc.

3. Review of the Theoretical Results

In this section, we review the theoretical framework presented in [Steur & Nijmeijer, 2010; Steur et al., 2012; Steur et al., 2014a], which provides qualitative predictions about (partial) synchronization in networks with HR neurons. We represent the HR dynamics by the (more general) system

$$
\begin{aligned}
\dot{x}_i(t) &= f(x_i(t)) + Bu_i(t), \\
y_i(t) &= Cx_i(t),
\end{aligned}
$$

where $i \in V := \{1, 2, \ldots, k\}$ and

$$
\begin{aligned}
x_i(t) &= \begin{pmatrix}
x_i(t) \\ y_i(t)
\end{pmatrix}, \\
f(x_i(t)) &= \begin{pmatrix}
f(z_i(t), y_i(t)) \\ a(z_i(t), y_i(t))
\end{pmatrix},
\end{aligned}
$$

$$
B = C^\top = \begin{pmatrix} 0 \\ I_m \end{pmatrix}.
$$

Here, $x_i(t) \in \mathbb{R}^m$ is the state of the system, $u_i(t) \in \mathbb{R}^m$ is the input, $y_i(t) \in \mathbb{R}^m$ is the output, and $f : \mathbb{R}^m \rightarrow \mathbb{R}^m$ denotes a sufficiently smooth function. Notice that the $z_i$-dynamics, which we shall refer to as the internal dynamics, do not depend explicitly on the input $u_i(t)$.

The network is represented by a graph $G = (V, E, A)$ with

- $V$ is the set of nodes;
- $E \subseteq V \times V$ is the ordered set of edges;
- $A$ is the weighted adjacency matrix.

We shall use the convention that an edge $(i,j) \in E$ has its head at node $i \in V$ and tail at node $j \in V$. 
The weighted adjacency matrix encodes the weights that the edges carry. That is, for \( a_{ij} \) being the \( ij \)-th entry of the adjacency matrix \( A \), \( a_{ij} \) is a positive real constant if and only if \((i,j) \in E\), and \( a_{ij} = 0 \) otherwise. Given a node \( i \in V \), we define \( N_i := \{ j \in V \mid (i,j) \in E \} \) as the set of its neighbors, i.e. the set of all nodes that have edges pointing to node \( i \). It is assumed that the graph \( \mathcal{G} \) is simple, that is, any two nodes of \( \mathcal{G} \) are joined by at most one edge and \( \mathcal{G} \) does not contain any edges of the form \((i,i)\), i.e. \( i \notin N_i \) for all \( i \in V \). In addition, we always assume that the graph \( \mathcal{G} \) is strongly connected, which means that for any two of distinct nodes \( i, j \in V \) there exists a path (i.e. a sequence of directed edges) in \( \mathcal{G} \) from \( i \) to \( j \) and there is a path from \( j \) to \( i \). We define the diagonal matrix \( D := \text{diag}(d_1, d_2, \ldots, d_n) \) where the constants \( d_i := \sum_{j \in N_i} a_{ij} \) define the total weight of edges pointing to node \( i \). The matrix \( D \) is known as the weighted degree matrix. Finally, define the matrix \( L := D - A \), which is known as the weighted Laplacian matrix. Note that matrix \( L \) is singular by construction. It is well-known that the zero eigenvalue of \( L \) is simple if \( L \) is the weighted Laplacian matrix of a strongly connected graph, cf. [Bollobás, 1998].

Systems (2) on \( \mathcal{G} \) interact via either one of the following time-delay coupling functions:

- **transmission delay coupling**
  \[ u_i(t) = \sigma \sum_{j \in N_i} a_{ij} [y_j(t - \tau) - y_i(t)]; \]  \( (3) \)

- **full delay couplings**
  \[ u_i(t) = \sigma \sum_{j \in N_i} a_{ij} [y_j(t - \tau) - y_i(t - \tau)]; \]  \( (4) \)

The positive constant \( \sigma \) denotes the coupling strength and the non-negative constant \( \tau \) is the time-delay. The constants \( a_{ij} \geq 0 \) are the entries of the weighted adjacency matrix \( A \) of the graph \( \mathcal{G} \). Since the coupling strength is encompassed in the constant \( \sigma \), it is to be assumed without loss of generality that

\[ \max_{i \in V} \sum_{j \in N_i} a_{ij} = 1. \]

Note that in case of the transmission delay coupling (3) only the transmitted signals contain delays and in the full delay coupling (4) all signals contain delay. It is important to point out that if all the systems in the network asymptotically synchronize, that is, the solutions of the systems asymptotically match

\[ x_i(t) \rightarrow x_j(t) \quad \text{as} \quad t \rightarrow \infty \quad \text{for all} \quad i, j \in V, \]

then full delay coupling (4) vanishes but transmission delay coupling (3) does not. We therefore say that transmission delay coupling is invasive and full delay coupling is noninvasive. Because coupling (4) is noninvasive, and systems (2) are identical, it follows that the synchronized state is forward invariant under the dynamics of the coupled systems. For the synchronized state to be forward invariant for the dynamics of coupled systems (1), (3), we assume that

\[ \sum_{j \in N_i} a_{ij} = 1 \quad \text{for all} \quad i \in V. \]

See Proposition 1 in [Steur & Nijmeijer, 2010] for further details. From now on, it is supposed that the above assumption is always satisfied for systems interacting through the transmission delay coupling (3).

The theoretical results provided below are given for networks in its most general form, i.e. directed networks with possibly asymmetric adjacency matrices. However, our experiments are restricted to undirected networks with symmetric adjacency matrices. The reasons for this restriction are two-fold:

- We have better predictions for the emergence of (partial) synchronization in networks with symmetric interactions. Our goal here is to verify our best predictions experimentally;
- Although our goal is not to model a real neural network, the systems in our network are a model of the spiking activity of neurons. Then the coupling functions (3) and (4) can be considered as models of electrical synapses (also called gap junctions), which are symmetric, cf. [Koch, 1999].

### 3.1. Synchronization in networks of time-delay coupled systems

Let us start with the following result from [Steur & Nijmeijer, 2010].

**Theorem 1.** Consider \( k \) systems (2) coupled through time-delay coupling (3) or (4) on a simple strongly connected graph \( \mathcal{G} \). Assume that

- the solutions of the coupled systems are (uniformly, uniformly ultimately) bounded;
then there exists an \((n-m) \times (n-m)\)-dimensional matrix \(P = P^T > 0\) such that the symmetric matrix
\[
\left( P \frac{\partial y}{\partial z_i}(z_i, y_i) \right) + \left( P \frac{\partial y}{\partial z_i}(z_i, y_i) \right)^T
\]
has all its eigenvalues negative and separated away from zero for all \((z_i, y_i) \in \mathbb{R}^n\).

Then, there exist two positive constants \(\bar{\sigma}\) and \(\bar{\tau}\) such that if
\[
\sigma \geq \bar{\sigma} \quad \text{and} \quad \sigma \tau \leq \bar{\tau},
\]
the system of coupled systems (2), (3) or (2), (4) synchronize.

It is shown in [Steur & Nijmeijer, 2010] that the first assumption (about boundedness of solutions of the coupled systems) is satisfied if the systems have a property called strict semi-passivity. Loosely speaking, this strict semi-passivity property states that the systems have only a limited amount of available free energy. We emphasize that a boundedness property is essential for the synchronization problem to be well-defined.

The second assumption in Theorem 1 implies that the \(z_i\)-dynamics of system (2) are exponentially convergent with respect to its “input” \(y_i(\cdot)\), cf. [Pavlov et al., 2004; Steur & Nijmeijer, 2010]. This exponential convergence of the \(z_i\)-dynamics tells us that the asymptotic solution of the \(z_i\)-dynamics does not depend on initial conditions \(z_i(t_0)\). In particular, an exponentially convergent system has a unique globally asymptotically stable steady-state solution that depends on the input to that system, cf. [Pavlov et al., 2004]. This implies that if all outputs \(y_i(t)\) of the HR neurons (1) are synchronized, then all “internal states” \(z_i(t)\) synchronize.

It can be shown that the HR model neuron (1) is strictly semi-passive and its \(z_i\)-dynamics satisfy the second assumption of the theorem, cf. [Steur et al., 2009]. This implies any network of HR model neurons with coupling (3) or (4) synchronizes provided that the coupling strength is sufficiently large and the product of coupling strength and time-delay is sufficiently small. The values of the thresholds \(\bar{\sigma}\) and \(\bar{\tau}\) defined in Theorem 1 depend, besides on the systems’ dynamics (2), on the network topology. In case of coupling (4) (because this type of coupling is noninvasive), one can show that if the graph \(\tilde{G}\) is undirected \(i.e. (i,j) \in \mathcal{E}\Leftrightarrow (j,i) \in \mathcal{E}\) and \(A = A^T\), then

- the value of \(\bar{\sigma}\) is inversely proportional to the smallest nonzero eigenvalue of the Laplacian matrix \(L := D - A\);
- the value of \(\bar{\tau}\) is inversely proportional to the largest eigenvalue of \(L\).

Consider a network of \(k > 2\) coupled systems (2), (4) with \(G\) being an undirected graph with symmetric adjacency matrix \(A\). Let
\[
0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_k
\]
be the eigenvalues of the Laplacian matrix \(L\).

Then the network with \(k > 2\) HR model coupled systems (2), (4) synchronizes if
\[
(\sigma, \tau) \in S^* := \{(\sigma, \tau) \in \mathbb{R}_{>0} \times \mathbb{R}_{>0} | \sigma \geq \bar{\sigma} \quad \text{and} \quad \sigma \tau \leq \bar{\tau}\}
\]
with \(S_j := \{ (\sigma, \tau) \in S^* | j = 1, 2, k, \text{ being a scaled copy of } S^* \text{ with scaling-factor } 2/\lambda_j \text{ over the } \sigma\text{-axis} \}

3.2. Partial synchronization in networks of time-delay coupled systems

If the “coupling strength is low” or the “time-delay is large” a network may be unable to synchronize. It can then happen that a network shows a form of incomplete synchronization that is characterized by the asymptotic match of the states of some, but not all, systems. This type of incomplete synchronization is what we refer to as partial synchronization.

Let \(\Pi \in \mathbb{R}^{k \times k}\) be a permutation matrix and suppose that there exist solutions of the coupled systems (2), (3) or (2), (4) that satisfy
\[
x(t) = (\Pi \otimes I_n) x(t), \quad \forall t \geq t_0.
\]
where \(I_n\) is the \(n \times n\) identity matrix, \(\otimes\) denotes the Kronecker (tensor) product, and
\[
x(t) = \text{col}(x_1(t), \ldots, x_k(t)).
\]
A solution of the form (5) is a partially synchronized solution corresponding to \( \Pi \) if \( 1 < \dim \ker(I_k - \Pi) < k \). The latter inequality excludes the cases of

- no synchronization of any of the systems (for \( \dim \ker(I_k - \Pi) = k \));
- synchronization of all systems (for \( \dim \ker(I_k - \Pi) = 1 \)).

Indeed, note that \( \dim \ker(I_k - \Pi) = k \) if and only if \( \Pi = I_k \); hence, (5) is reduced to \( x(t) = x(t) \).

An example of a permutation matrix \( \Pi \) for which \( \dim \ker(I_k - \Pi) = 1 \) is

\[
\Pi = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 1 \\
0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

such that (5) becomes

\[
x_1(t) = x_2(t),
\]
\[
x_2(t) = x_3(t), \ldots, x_{k-1}(t) = x_k(t),
\]
\[
x_k(t) = x_1(t),
\]

i.e. the fully synchronized solution.

For a given permutation matrix \( \Pi \in \mathbb{R}^{k \times k} \), \( 1 < \dim \ker(I_k - \Pi) < k \), we define

\[
P(\Pi) := \{ \phi \in C([-\tau,0],\mathbb{R}^n) \mid \phi(\theta) = \text{col}(\phi_1(\theta), \ldots, \phi_k(\theta)) \in \ker(I_{kn} - \Pi \otimes I_k), -\tau \leq \theta \leq 0 \},
\]

with \( I_{kn} \) being the \( kn \)-dimensional identity matrix, the set of partially synchronized solutions on the interval \([-\tau, 0]\). Noticing that \( C([-\tau,0],\mathbb{R}^n) \), the space of continuous functions from \([-\tau,0]\) into \( \mathbb{R}^n \), is the natural state-space of the coupled systems (2), (3) or (2), (4), it makes sense to call the set \( P(\Pi) \) a partial synchronization manifold for (2), (3) or (2), (4) if and only if it is a forward invariant set under the dynamics of the coupled systems. Conditions for existence of partial synchronization manifolds are provided in the following lemma from [Steur et al., 2014b].

Lemma 1 [Steur et al., 2014b]. For a given graph \( \mathcal{G} \) and given permutation matrix \( \Pi \in \mathbb{R}^{k \times k} \), the manifold \( P(\Pi) \) is a partial synchronization manifold for the coupled systems (2), (3) if and only if either one of the following two equivalent conditions is satisfied:

(i) \( \ker(I_k - \Pi) \) is a right invariant subspace of \( A \);

(ii) there exists a matrix \( X_\lambda \in \mathbb{R}^{k \times k} \) that solves

\[
(I_k - \Pi)X_\lambda = X_\lambda(I_k - \Pi).
\]

The manifold \( P(\Pi) \) is a partial synchronization manifold for the coupled systems (2), (4) if and only if either one of the following two equivalent conditions is satisfied:

(iii) \( \ker(I_k - \Pi) \) is a right invariant subspace of \( L \);

(iv) there exists a matrix \( X_L \in \mathbb{R}^{k \times k} \) that solves

\[
(I_k - \Pi)L = X_L(I_k - \Pi).
\]

In case the matrices \( \Pi \) and \( A \) (\( \Pi \) and \( L \)) commute, i.e. \( \Pi A = AL \) (\( \Pi L = LI \)), then \( X_L = A(X_L = L) \) solves the matrix equation of condition (ii) (condition (iv)). In this case, the matrix \( \Pi \) can be thought of as a relabeling of the nodes, in such a way that the network before and after the relabeling is identical. Condition (i) (condition (iii)) can be used to construct a permutation matrix \( \Pi \) that defines a partial synchronization manifold from repeated patterns in the right eigenvectors of the matrix \( A \) (matrix \( L \)). For partial synchronization to occur, we require these manifolds to contain an asymptotically stable subset. In what follows, first for transmission delay coupling (3), we present sufficient conditions for the asymptotic stability of these partial synchronization manifolds.

Theorem 3 [Steur et al., 2012]. Consider \( k \) systems (2) coupled through the transmission delay coupling (3) and let the assumptions of Theorem 1 be satisfied. Let \( P(\Pi) \) be a partial synchronization manifold for the coupled systems and suppose that there is a constant \( c' > 0 \) such that

\[
\phi^T(I_k - \Pi)^T \left( I_k - \frac{1}{2}(X_L^T + X_A) \right) (I_k - \Pi) \phi 
\]

\[
\geq c' \phi^T(I_k - \Pi)^T(I_k - \Pi) \phi
\]

for every \( \phi \in \mathbb{R}^k \). Then, there exist positive constants \( \sigma^* \) and \( \chi^* \) such that if \( \sigma > \sigma^* \) and \( \sigma \tau < \chi^* \), then the set \( P(\Pi) \) contains a globally asymptotically stable subset.

Likewise, for full delay coupling (4), we have the following result.

Theorem 4 [Steur et al., 2012]. Consider \( k \) systems (2) coupled through the full delay coupling (4)
4. Practical Synchronization of Two Coupled HR Circuits

In this section, we report experimental results on synchronization of two coupled HR circuits. Recall that the HR model neuron (1) is strictly semi-passive and its $z_i$-dynamics satisfy the second assumption of Theorem 1. In particular, this last assumption implies that if the outputs of the HR neurons synchronize, then its internal $z_i$-dynamics has to synchronize as well. Note that our experimental setup allows us to measure the internal $z_i$-dynamics too. However, as we may conclude that the HR neurons synchronize if their outputs $y_i$ synchronize, we will only show the output signals in this section and the next section.

In case that our HR circuits are perfectly identical, we may expect synchronization whenever the coupling strength exceeds some threshold value and, at the same time, the product of the time-delay and coupling strength is not too large. However, because of the inherent imperfections of the experimental setup, we cannot expect the neurons to be identical such that the differences between the outputs (and states) of circuits converge asymptotically to zero. It is necessary to allow for a mismatch between them, which, of course, needs to be small enough in order to consider the neurons to be "practically synchronized".

Definition 4.1 [Practical Synchronization]. Consider $k$ dynamical systems with outputs $y_i(t) \in \mathbb{R}^n$, $i \in \mathcal{Y} = \{1, 2, \ldots, k\}$, defined on an interval $[t_0, t_2]$. The $k$ systems are said to be practically synchronized with bound $\epsilon$, if there is a $t_1(\epsilon)$, $t_0 \leq t_1(\epsilon) < t_2$, such that $|y_i(t) - y_j(t)| < \epsilon$ for all $i, j \in \mathcal{Y}$ and $t \in [t_1, t_2]$.

For notational convenience, we fix the value of $\epsilon$ and refer to practical synchronization with bound $\epsilon$ simply as practical synchronization. In all the following experiments, we say that the circuits practically synchronize if the eventual difference between the outputs does not exceed $\epsilon = 0.25 \|\mathcal{Y}\|$. Although this value of $\epsilon$ looks rather large, one has to realize that a small mismatch in the shapes or timing of the spikes results in a relatively large synchronization error. Figure 4(a) shows practical synchronization of two circuits using the full delay coupling with $\sigma = 0.55 \{\|\mathcal{Y}\|$, $\tau = 80$ [ms] (the throughput delay). The outputs of the two systems are almost indistinguishable with $\epsilon = 0.25 \|\mathcal{Y}\|$. Figure 4(b) shows that the synchronization error $y_1(t) - y_2(t)$ is within the
Fig. 4. Practical synchronization of two full delay coupled electronic HR circuits for \( \sigma = 0.55 \) and \( \tau = 80 \) \( \mu \)s. (a) Recorded time-traces of the outputs of the two circuits and (b) time-trace of the difference in output signals. The horizontal dashed lines correspond to the bounds \( \pm \epsilon = \pm 0.25 \) [V].

bound \( \epsilon = 0.25 \) [V] and the errors are the largest when the practically synchronized circuits produce their spikes.

Figure 5 depicts the practical synchronization diagrams of the two coupled systems for transmission delay coupling [Fig. 5(a)] and full delay coupling [Fig. 5(b)], where we define the practical synchronization diagram to be the set of all \((\sigma, \tau)\) for which the coupled circuits practically synchronize with bound \( \epsilon = 0.25 \) [V]. These practical synchronization diagrams are constructed by, for a fixed value of the time-delay \( \tau \), increasing the coupling strength from 0 to 10 and recording the values of \( \sigma \) for which the two coupled systems begin to practically synchronize and for which practical synchronization is lost. These points are indicated by the stars in Fig. 5. The practical synchronization diagrams, the shaded area in Fig. 5, are obtained through simple linear interpolation of the measured boundary points (the stars). Results for \( \sigma > 10 \) cannot be presented because of hardware limitations; for values of the coupling strength \( \sigma > 10 \), we have observed that the coupling signals \( u_1(t), u_2(t) \) become saturated.

The shape of the experimentally determined synchronization diagrams is a reasonable but not perfect match with the theoretical predictions presented in Theorem 1. However, we see that the two circuits practically synchronize if the coupling exceeds a certain threshold value. Moreover, for a fixed delay \( \tau \), an increase of coupling strength results in loss of practical synchronization but practical synchronization is regained by lowering the value of the delay. There are many reasons why the match between experiments and theory is not perfect. First of all, our theoretical results are sufficient results, which may be too conservative. On the other hand, in the experimental setting, the systems are not perfectly identical, signals are corrupted with noise and some additional errors are

Fig. 5. Approximated practical synchronization diagrams (shaded area) for two coupled HR circuits. The stars indicate the measured boundary points. (a) Transmission delay coupling and (b) full delay coupling.
introduced because of the sampling of the coupling interface. All these imperfections are not taken into account in the theoretical framework. We emphasize once more that transmission delay coupling is not always the same, contrary to the full delay coupling, which is non-conservative. Thus, the practically synchronized outputs of two full delay coupled electronic HR circuits look just like the ones depicted in Fig. 4(a).

For transmission delay coupled circuits the shape of the synchronized outputs changes when the values of \( \sigma \) and \( \tau \) are changed. This is depicted in Fig. 6, which shows experimental results of practically synchronized outputs of two transmission delay coupled HR circuits for \( \sigma = 2 \) and \( \tau = 2 \) and \( \sigma = 4 \) and \( \tau = 2 \) ms.

5. Practical Synchronization and Practical Partial Synchronization in Networks of HR Circuits

In networks with more than two circuits, we may encounter, at least in theory, the partial synchronization phenomenon. Next, analogous to the definition of practical synchronization, we define practical partial synchronization:

**Definition 5.1** [Practical Partial Synchronization] Consider a network of \( k \) dynamical systems with outputs \( y_i(t) \in \mathbb{R}^{m}, i \in V \), defined on an interval \( [t_0, t_2] \). The network of systems is said to **practically partially synchronize with bound \( \epsilon \)** if there is a \( t_1 \leq t_1(\epsilon), t_2 \leq t_2(\epsilon) \), such that \( |y_i(t) - y_j(t)| < \epsilon \) holds for all \( t \in [t_1, t_2] \) and at least two but not all \( i, j \in V, i \neq j \).

As before, we fix \( \epsilon = 0.25 [V] \) and refer to practical partial synchronization with bound \( \epsilon \) as practical partial synchronization. We present three experimental studies on practical (partial) synchronization for:

1. The network shown in Fig. 7 with four transmission delay coupled HR neurons.
2. The network shown in Fig. 10 with four transmission delay coupled HR neurons.
3. The network shown in Fig. 13 with ten full delay coupled HR neurons.

### 5.1. Experiment 1

Consider four transmission delay coupled HR circuits with the network topology depicted in Fig. 7. This network topology is taken from [Stein et al., 2012], where it is shown, theoretically and using numerical simulations, that this network exhibits partial synchronization. It is easy to verify that each permutation matrix

\[
\Pi_1 = \begin{pmatrix}
J & 0 \\
0 & J
\end{pmatrix},
\Pi_2 = \begin{pmatrix}
0 & I_2 \\
I_2 & 0
\end{pmatrix},
\Pi_3 = \begin{pmatrix}
0 & J \\
J & 0
\end{pmatrix},
\]

with \( 0 = 0_{2 \times 2} \) and

\[
J = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix},
\]

commutes with the weighted adjacency matrix

\[
A = \frac{1}{3} \begin{pmatrix}
0 & 1 & 2 \\
1 & 0 & 2 \\
0 & 2 & 0
\end{pmatrix}.
\]

By Lemma 1, \( \mathcal{P}(\Pi_1) \), \( \mathcal{P}(\Pi_2) \), and \( \mathcal{P}(\Pi_3) \) are partial synchronization manifolds. The manifold \( \mathcal{P}(\Pi_1) \) is associated with partial synchronization of neurons 1 and 2, respectively; neurons 3 and 4, manifold \( \mathcal{P}(\Pi_2) \) corresponds to partial synchronization of neurons 1 and 3, respectively, neurons 2 and 4.
Finally, manifold $P(\Pi_3)$ defines partial synchronization of neurons 1 and 4, respectively, neurons 2 and 3. Then Theorem 3 implies, as $c^* \geq 1 - \lambda_2(A) > 0$ by Proposition 1 in the Appendix, we may find partial synchronization in this network. It is shown in [Steur et al., 2012, Sec. 7A], that the conditions for a (submanifold of) $P(\Pi_4)$ to be stable coincide with the conditions for full synchronization. One can verify this using Proposition 1. It is also shown, using numerical simulations, that there exist values for the coupling strength $\sigma$ and time-delay $\tau$ for which $P(\Pi_2)$ and $P(\Pi_3)$ are stable without having full synchronization. As it is shown below, our experiments confirm the theoretical and numerical findings presented in [Steur et al., 2012]. We have explored the $(\sigma, \tau)$-parameter space to identify the regions of practical synchronization and practical partial synchronization. Figure 8 depicts the results of these experiments. It is worth mentioning that our theoretical results imply the existence of a constant $\chi^* > 0$ such that circuits 1 and 3, respectively, circuits 2 and 4 partially synchronize for $\sigma \tau \leq \chi^*$ (provided $\sigma \geq \sigma^*$), but, as we did not encounter a loss of practical partial synchronization when $\tau$ was increased, our experiments seem to imply that this bound is not sharp. Figure 9(a) shows clearly the practical partial synchronization of circuits 1 and 4, respectively, circuits 2 and 3. Figure 9(b) shows the outputs of the four transmission delay coupled HR circuits for $\sigma = 4 [-\sigma]$ and $\tau = 8 [\text{ms}]$ (parameters in region III in Fig. 8), for which circuits 1 and 3, respectively, circuits 2 and 4 practically partially synchronize.

5.2. Experiment 2

Consider four HR circuits with full delay coupling on the network depicted in Fig. 10. The Laplacian matrix is given by

$$L = \frac{1}{3} \begin{pmatrix} 3 & -1 & -1 & -1 \\ -1 & 2 & -1 & 0 \\ -1 & -1 & 2 & 0 \\ -1 & 0 & 0 & 1 \end{pmatrix}. $$

The permutation matrix $\Pi = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$ commutes with $L$; hence, by Lemma 1, $P(\Pi)$ is a partial synchronization manifold that corresponds to this Laplacian matrix. Figure 10 shows the network topology for practical partial synchronization in Experiment 1.
Synchronization in Networks of Coupled Hindmarsh–Rose Neurons

Fig. 9. Outputs of practical partially synchronized transmission delay coupled HR circuits. (a) Practical partial synchronization of circuits 1 and 4, respectively, 2 and 3 for $\sigma = 1.2$ [ms] and $\tau = 2$ [ms] and (b) practical partial synchronization of circuits 1 and 3, respectively, 2 and 4 for $\sigma = 4$ [ms] and $\tau = 8$ [ms].
Fig. 10. The network topology for practical (partial) synchronization in Experiment 2. All edges have weight \( \frac{1}{3} \).

to partial synchronization of circuits 2 and 3. The numerical results presented in Sec. 6 of [Steur et al., 2012] imply that this partial synchronization manifold is asymptotically stable for values of the coupling strength and time-delay that do not coincide with those for which we find full synchronization. One can indeed verify this using Proposition 2 in Appendix A. The experimentally determined practical (partial) synchronization diagram for the four full delay coupled HR circuits is shown in Fig. 11. Figure 12 shows output trajectories of the partially practically synchronized HR circuits for \( \sigma = 3 \) and \( \tau = 1.5 \text{ ms} \). Note that the parameter region that corresponds to practical full synchronization of the network is enclosed in the parameter region for partial practical synchronization of circuits 2 and 3, which confirms the theoretical prediction of Theorem 4 in combination with Proposition 2.

5.3. Experiment 3

Consider ten full delay coupled HR circuits on the network topology shown in Fig. 13. This network topology, which we refer to as the “sandglass network”, was introduced in [Neefs et al., 2010] in a study of partial synchronization of delay-free coupled HR neurons. However, a full analysis of the observed partial synchronization was not presented in that paper. We present the full analysis below.

The Laplacian matrix of the sandglass network is

\[
L = \frac{1}{2} \begin{pmatrix}
2 & -1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 4 & -1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 2 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 5 & -1 & -1 & -1 & 0 & 0 & 0 \\
0 & -1 & -1 & -1 & 5 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0
\end{pmatrix}
\]

We remark that \( \max_{i} \sum_{j \in \mathcal{N}} a_{ij} = 5/2 \), which violates our assumption \( \max_{i} \sum_{j \in \mathcal{N}} a_{ij} = 1 \). This violation is done for practical purposes; when \( \max_{i} \sum_{j \in \mathcal{N}} a_{ij} = 1 \), the coupling strength that is required for practical synchronization of all circuits would already be close to the maximal coupling strength in the experimental setup (\( \sigma = 10 \text{ ms} \)). Moreover, from a theoretical point of view, the factor 5/2 could be absorbed in the coupling strength \( \sigma \) (by redefining \( \sigma \)); hence, violating the assumption...
The sandglass network contains a lot of partial synchronization manifolds. The permutation matrices that correspond to
- swapping of 1 and 8, 2 and 9, 3 and 10, 4 and 6, 5 and 7;
- swapping 1 and 10, 2 and 9, 3 and 8, 4 and 7, 5 and 6;
- swapping 1 and 3 while keeping the others fixed;
- swapping 4 and 5 while keeping the others fixed;
- swapping 6 and 7 while keeping the others fixed;
- swapping 8 and 10 while keeping the others fixed;
and any combination of the latter four, e.g. simultaneous swapping of 1 and 3, and 4 and 5, define partial synchronization manifolds. This can all be easily verified using Lemma 1. Indeed, the Laplacian matrix of the sandglass network has eigenvalues
\[\lambda_1 = 0, \quad \lambda_2 = 0.39, \quad \lambda_3 = \lambda_4 = 0.88,\]
\[\lambda_5 = 1.5, \quad \lambda_6 = 2.22, \quad \lambda_7 = 2.5, \quad \lambda_8 = \lambda_9 = 3.11, \quad \lambda_{10} = 3.37,\]
with corresponding eigenvectors
\[
\begin{align*}
\mu_1 &= 1_{10 \times 1}, \\
\mu_2 &= (a_2, b_2, a_2, c_2, c_2, -c_2, -c_2, -a_2, -b_2, -a_2)^T, \\
\mu_3 &= (a_3, 0, -a_3, b_3, -b_3, c_3, -c_3, d_3, 0, -d_3)^T.
\end{align*}
\]
One observes that the linear span of eigenvectors are, of course, not arbitrary, but for our purpose ing nonzero constants. The values of these constants are enough to achieve practical full synchronization and initially synchronize when the coupling is not strong enough to achieve practical full synchronization.

We see that circuits 1 and 3, respectively, 4 and 5, 6 and 7, and 8 and 10 practically synchronize. Since the Laplacian matrix $L$ of the sandglass network is symmetric, the practical full synchronization diagram of full delay coupled HR circuits could have been predicted in case the coupling is strong enough for practical full synchronization but the time-delay is too large. The shape of this practical partial synchronization diagram could have been expected because the smallest (largest) eigenvalue of $L$ with eigenvector in range($I - \Pi$) is larger (smaller) than the smallest (largest) eigenvalue of $L$. Output trajectories of the ten full delay coupled HR circuits with $\sigma = 2 [\text{s}]$ and $\tau = 1 [\text{ms}]$ are depicted in Fig. 15. In particular, Fig. 15(a) shows clearly that circuits 1 and 3, respectively, 4 and 5, respectively, 6 and 7, respectively, 8 and 10 practically synchronize. Figure 15(b) confirms that only these circuits practically partially synchronize. Since the Laplacian matrix $L$ of the sandglass network is symmetric, the practical full synchronization diagram of full delay coupled HR circuits could have been predicted.

Thus, ker($I - \Pi$) is an invariant subspace of $L$ such that, by Lemma 1, $\mathcal{P}(\Pi)$ is a partial synchronization manifold. Moreover, $\Pi$ and $L$ commute and the eigenvectors $\mu_1, \mu_2, \mu_5, \mu_6, \mu_7$ and $\mu_{10}$ is the set ker($I - \Pi$) with permutation matrix

$$
\Pi = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
$$

with $a_2, a_3, \ldots, b_2, b_3, \ldots, c_2, c_3, \ldots, d_2, \ldots, d_{10}$ being nonzero constants.
Fig. 15. Outputs of practical partially synchronized full delay coupled HR circuits for $\sigma = 2$[\text{m}] and $\tau = 1$[\text{ms}] (region II in Fig. 14).
6. Concluding Remarks

We have studied synchronization and partial synchronization in networks of systems that interact via linear time-delay coupling. The predictive value of the theoretical results of [Steur & Nijmeijer, 2010; Steur et al., 2012; Steur et al., 2014a] is tested using an experimental setup built around electronic circuit board realizations of networks of HR neurons. To account for the inevitable dissimilarities in the electronic HR circuits, we have introduced the notions of practical synchronization and practical partial synchronization, which state that the circuits may be called (partially) synchronized if, after some transient time, the differences between their outputs are sufficiently small on a long finite time interval. In a first set of experiments, we have determined the practical synchronization diagrams for two HR circuits with transmission delay coupling and full delay coupling. In a next set of experiments, we investigated full practical synchronization and partial practical synchronization in networks of HR circuits with transmission delay coupling or full delay coupling. The first two experiments, in this set, used the settings of the numerical studies presented in [Steur et al., 2012]. The sandglass network topology of the third experiment was introduced in [Neefs et al., 2010]. Lastly, we successfully applied the theory presented in [Steur et al., 2014a] to construct the full practical synchronization diagram in the sandglass network of full delay coupled HR circuits from the practical synchronization diagram of two full delay coupled HR circuits. These experimental results indicate that the theoretical results presented in [Steur & Nijmeijer, 2010; Steur et al., 2012; Steur et al., 2014a], which are derived for networks of noise-free identical systems, can be successfully applied to real-world applications. However, we have found that our theoretical results are not always sharp (see Experiment 1 in Sec. 5). We conclude that our theoretical results can predict network synchronization reasonably well in a qualitative sense, but its predictive power at a quantitative level can be rather poor. Practical applications often require constructive methods that allow for precise computations of the network parameters (coupling strength $\sigma$ and time-delay $\tau$) for given dynamical systems. The estimates that are computed from the proofs of the results of [Steur & Nijmeijer, 2010; Steur et al., 2012; Steur et al., 2014a] are however often too
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Appendix A

Necessary Conditions for Partial Synchronization

Proposition 1 [Steur et al., 2012]. Assume that \( A = A^T \) is the adjacency matrix of a simple and strongly connected graph, and that the row sums of \( A \) are all equal \( 1 \). Then \( A \) has eigenvalues \( \lambda_1 > \lambda_2 \geq \cdots \geq \lambda_k \). Given a permutation matrix \( \Pi \) that commutes with \( A \), let \( \Lambda \Pi \) be the set of eigenvalues of \( A \) with eigenvectors in the set range \( \Pi \). Then

- \( \sigma^* < \sigma \) only if the largest element of \( \Lambda \Pi \) is strictly smaller than \( \lambda_2 \);
- \( \chi^* > \chi \) only if all elements of \( \Lambda \Pi \) in absolute value are strictly smaller than \( \max \{ |\lambda_2|, |\lambda_k| \} \).

Proposition 2 [Steur et al., 2012]. Suppose that \( L = L^T \) is the Laplacian matrix of a simple and strongly connected graph. Then \( L \) has eigenvalues \( 0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_k \). Given a permutation matrix \( \Pi \) that commutes with \( L \), let \( \Lambda \Pi \) be the set of eigenvalues of \( L \) with eigenvectors in the set range \( \Pi \). Then

- \( \sigma^* < \sigma \) only if the smallest element of \( \Lambda \Pi \) is strictly larger than \( \lambda_2 \);
- \( \chi^* > \chi \) only if all elements of \( \Lambda \Pi \) are strictly smaller than \( \lambda_k \).