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A Bayesian MMSSE Turbo Receiver for Coded MIMO Systems

Sumei Sun, Yan Wu, Yuan Li, and Tjeng Thiang Tjhung

Abstract—In conventional interference cancellation (IC)-based turbo receivers, extrinsic information (EXIT) from the soft-input–soft-output (SISO) decoders is used to compute the statistical mean (SM) of the interfering signals. In this paper, we present a class of Bayesian minimum mean-square-error (MMESE) turbo receivers for coded multiple-input–multiple-output (MIMO) systems. Instead of using the EXIT to estimate the prior SM, we use it in the posterior Bayesian MMSSE estimation of the interfering signals. The estimation accuracy is, therefore, improved, leading to better bit-error-rate (BER) performance from our proposed Bayesian receivers. For the cases that we have studied, the proposed receiver with two iterations has a lower BER than the conventional one with five iterations, thus significantly reducing the receiver processing delay and the implementation complexity. Its superior performance is also demonstrated by the higher detector output mutual information and fewer iterations to achieve convergence, which is obtained from the extrinsic information transfer (EXIT) chart analysis.

Index Terms—Bayesian estimation (BE), expectation maximization (EM), extrinsic information transfer (EXIT) chart, multiple-input–multiple-output (MIMO), turbo receiver.

I. INTRODUCTION

Multiple-input–multiple-output (MIMO) wireless communication systems have attracted a lot of academic and industrial interest over the last decade due to their great potential to increase spectral efficiency and diversity gains. Many schemes have been proposed to realize these gains, for example, the various Bell Laboratories Layered Space–Time (BLAST) architectures [1], [2] to exploit multiplexing gain, space–time block codes (STBCs) [3], [4] to exploit diversity gain, and the simple hybrid schemes of STBCs and spatial multiplexing such as groupwise STBCs (GSTBCs) [5] to exploit multiplexing and diversity gains.

In this paper, we focus on iterative turbo receiver techniques for forward error control-coded MIMO systems. In this context, many works have been published. For example, Lu and Wang [6] proposed a linear minimum mean-square-error (LMMSE) interference cancellation (IC) based turbo receiver for multiuser space–time coded systems; Sellathurai and Haykin [7] applied the same receiver to coded BLAST systems and referred to it as the turbo BLAST (T-BLAST). The bit-error-rate (BER) performance of the T-BLAST in correlated Rayleigh fading channels was then evaluated in [8], and its practical virtue was verified in experiments in [9]. In a semitutorial paper, Biglieri et al. [10] analyzed the performance of the IC-based turbo receivers using the extrinsic information transfer (EXIT) chart. Boutros and Caire [11] developed a more generalized framework on iterative receivers for code-division multiple-access (CDMA) systems, which is also applicable to MIMO. Based on the factor-graph representation and the sum-product algorithm [12], they showed that the estimated interference at each iteration should be a function of the decoders’ extrinsic information (EXIT) rather than the a posteriori probability. The EXIT is used to obtain the a priori probability of the coded bits from which the statistical mean (SM), or the prior estimate [13], of the interference is calculated. IC is then performed, and soft-input–soft-output (SISO) decoding is implemented. Different filtering schemes, such as a matched filter (MF) or the LMMSE, can be applied in the IC step. In MIMO, we interchangeably use the terms maximal ratio combining (MRC) and MF. The turbo receivers considered in [6]–[11] are referred to as conventional turbo receivers in this paper.

One drawback to the conventional schemes, as we will show in this paper, lies in the poor accuracy of the SM estimate at low-to-medium SNR values or when a high rate code is used. To improve receiver performance, we propose a novel Bayesian minimum mean-square-error (BMMSE) turbo receiver that exploits the EXIT in the Bayesian estimation (BE) [13, ch. 10 and 11], [14, Lesson 13] of the interference signals. We show that the BE conditioned on the received signal and the estimated interference (from the previous iteration) is a function of both the EXIT and the decision statistic of the IC-MRC. The iterative IC receiver based on BE is referred to as the Bayesian IC-MRC turbo receiver in this paper to differentiate it from the conventional design in [11]. We show through EXIT chart analysis and BER simulations that the posterior BE results in much higher output mutual information at the SISO detector, fewer iterations to achieve convergence to the lower bound, and a lower BER than the conventional prior SM estimate.

Using the Gaussian model that is developed in [15] for the conventional LMMSE-IC detectors, we further apply the BE scheme to LMMSE-IC receivers and develop a class of Bayesian LMMSE-IC turbo receivers. It can have accurate interference estimation by BE and effective interference suppression by LMMSE filtering; therefore, it has superior performance over the conventional LMMSE-IC receivers. This will be demonstrated in the EXIT chart analysis and the BER simulation results.

The application of Bayesian expectation maximization (EM)—maximum a posteriori probability (MAP) symbol estimation in a turbo receiver was previously considered in [16], in which the frequency flat-fading channel coefficients and the transmitted symbols were estimated iteratively. However, no detailed derivation and analysis were given in [16].

In this paper, we consider both narrow-band signals in flat-fading channels and wideband signals in frequency-selective channels. In the latter case, the multipath-induced intersymbol interference (ISI) is mitigated by orthogonal frequency division multiplexing (OFDM) [17]. MIMO-OFDM is of high practical interest, which has been selected as the enabling technology for the next-generation high-throughput wireless local area networks (WLANs) in IEEE 802.11n [18]. We will establish a common signal model for the frequency-domain (FD) signals in MIMO-OFDM and the time-domain signals in narrow-band MIMO systems. For the applications, we consider the vertical BLAST (VBLAST) and GSTBC OFDM systems, both of which have been adopted in IEEE 802.11n [18]. The proposed receiver design, however, can be applied to multiuser CDMA systems in a straightforward manner.

Throughout this paper, vectors and matrices are represented by bold-faced letters. The symbols (·)T, (·)H, and (·)−1 denote matrix transposition, Hermitian, and inversion, respectively. All vectors are defined as column vectors, with row vectors represented by transposition. We use X, Ā, and X to, respectively, denote the BMMSE estimate, the SM estimate, and the detector decision statistic for the signal X.

II. SIGNAL MODEL

We consider the wideband signals in frequency-selective channels and the narrow-band signals in flat-fading channels. For the former
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Fig. 1. Coded MIMO-OFDM transmitter. \( \square \) denotes the bit interleaver.

In the case, the multipath induced ISI can be mitigated by OFDM modulation. The coded MIMO-OFDM system that is considered in this paper is depicted in Fig. 1. The random information bits are first demultiplexed into parallel streams (layers) by the “Spatial DeMux” unit. In each parallel stream, information bits are encoded, bit-interleaved, and mapped to constellation points of the adopted modulation scheme based on the bit-interleaved coded modulation (BICM) principle [19].

This is referred to as a “horizontal coding architecture” (HCA) [20]. Alternately, a “vertical coding architecture” (VCA) [20] can be adopted. In the VCA, a single encoder is used. The encoded bits are demultiplexed into parallel streams, and the bit-interleaving and symbol-mapping functions are implemented in each stream. Both coding architectures have been adopted in IEEE 802.11n [18]. The signal model that is established in this section and the BMMSE turbo receivers that are proposed in this paper can be applied to both architectures.

The BICM outputs from the parallel streams are further processed by the “space–time–frequency precoding” (STFP) unit. Depending on the system requirement and the available transmit and receive antennas, different STFP schemes can be adopted. For example, if maximum diversity and multiplexing gains are desired, GSTBCs [5] can be applied.

The STFP output is then OFDM-modulated, consisting of the inverse fast Fourier transform and cyclic prefix (CP) insertion. The CP applied.

For an \( n_T \times n_R \) GSTBC system, we have

\[
\begin{align*}
    \mathbf{R} & \equiv [R_{1,1} \ -R_{1,2}^* \ \cdots \ -R_{n_R,1}^* \ -R_{n_R,2}^*]^T_{n_R \times 1} \\
    \mathbf{H} & \equiv [H_{i,j}]_{n_R \times n_T} \\
    \mathbf{X} & \equiv [X_1 \ X_2 \ \cdots \ X_{n_T}]^T_{n_T \times 1} \\
    \mathbf{V} & \equiv [V_1 \ V_2 \ \cdots \ V_{n_R}]^T_{n_R \times 1} \\
    \mathbf{H} & \equiv [(H_{i,j})_{2 \times 2}]_{n_R \times n_T}
\end{align*}
\]

where the subscripts of the elements in \( \mathbf{R} \) and \( \mathbf{V} \) denote the receive antenna index, the subscript in \( \mathbf{X} \) denotes the transmit antenna index, and the subscript in \( \mathbf{H} \) denotes the receive–transmit antenna pair index. For the complex AWGN, we have \( \mathbf{V} \sim CN(0, 2\sigma^2I_{n_R}) \).

For an \( n_T \times n_R \) GSTBC system, we have

\[
\begin{align*}
    \mathbf{R} & \equiv [R_{1,1} \ -R_{1,2}^* \ \cdots \ -R_{n_R,1}^* \ -R_{n_R,2}^*]^T_{n_R \times 1} \\
    \mathbf{X} & \equiv [X_1 \ X_2 \ \cdots \ X_{n_T}]^T_{n_T \times 1} \\
    \mathbf{V} & \equiv [V_1 \ V_2 \ \cdots \ V_{n_R}]^T_{n_R \times 1} \\
    \mathbf{H} & \equiv [(H_{i,j})_{2 \times 2}]_{n_R \times n_T}
\end{align*}
\]

and the subscripts of \( \mathbf{R} \) and \( \mathbf{V} \) denote the receive antenna and OFDM symbol indexes in each Alamouti STBC codeword [5].

The signal model in (1) is applicable to single-carrier systems in narrow-band, flat-fading channels. In this case, no OFDM modulation is needed, and the STFP block is replaced by a space–time precoding block. Accordingly, (1) becomes a time-domain signal model. Other than that, the rest of the blocks remain the same as for the MIMO-OFDM systems.

III. BAYESIAN IC-MRC TURBO RECEIVER

The proposed Bayesian turbo receiver for MIMO-OFDM systems with an HCA is depicted in Fig. 2. When we remove the OFDM demodulation blocks, the same receiver can be directly applied to narrow-band, single-carrier systems. Besides the OFDM demodulation and spatial multiplexing units, the rest of the receiver can be divided into two parts—the SISO detector and the SISO decoders. The EXT is exchanged between the two parts, as we will show in detail here in and in Section IV. At each iteration, the SISO decoders take in the deinterleaved extrinsic bit metric values from the SISO detector and compute the updated extrinsic log-likelihood ratio (LLR), i.e., the EXT, for the coded bits. The updated EXT is then interleaved and sent back to the SISO detector.

The SISO detector consists of three blocks—the BMMSE estimators, the STFP detector, and the soft demodulator. In the BMMSE estimators, the BE of the transmitted signals is calculated using the EXT of the SISO decoder and the decision statistic of the STFP detector, both from the previous iteration. Their outputs are used by the STFP detector to implement either the IC-MRC or the LMMSE-IC scheme. The detector output, i.e., the decision statistic of the transmitted signals, is then delivered to the soft demodulator to calculate the extrinsic bit metric values.

A. STFP Detector

The STFP detector calculates the decision statistic of the transmitted signals. For the low-complexity, IC-based linear detectors, the decision statistic is calculated as

\[
\hat{X}_{k,i} = \mathbf{F}_{k,i}^H \hat{\mathbf{R}}_{k,i}
\]
where the subscripts $k$ and $i$ represent the signal and iteration indexes, respectively, and $\mathbf{R}$ denotes the IC output, which is given as

$$\hat{\mathbf{R}}_{k,i} = \mathbf{R} - \sum_{p=1}^{n_T} \mathbf{H}_p X_{p,i-1,\text{est}} = \mathbf{H}_k X_k + \tilde{\mathbf{V}}_{k,i}$$  

(3)

with $\mathbf{H}_p$ denoting the $p$th column of $\mathbf{H}$, $X_{p,i-1,\text{est}}$ denoting the estimate of $X_p$ at iteration $(i-1)$, and $\tilde{\mathbf{V}}_{k,i}$ denoting the composite residual interference and AWGN, i.e.,

$$\tilde{\mathbf{V}}_{k,i} = \sum_{p=1}^{n_T} \mathbf{H}_p (X_p - X_{p,i-1,\text{est}}) + \mathbf{V}.$$  

$\mathbf{F}$ denotes the linear filter for which two schemes can be implemented, namely, an MF (or MRC) with

$$\mathbf{F}_{k,i} = \mathbf{H}_k$$  

(4)

and the LMMSE filter to be discussed in detail in Section IV.

In conventional turbo receivers, the SM is used for $X_{p,i-1,\text{est}}$, which is computed as follows [10,11]:

$$\hat{X}_{p,i-1} = \sum_{X_m \in \Omega} X_m p_{i-1}(X_m)$$  

(5)

where $\Omega$ is the modulation set of the transmitted signals with $\text{dim}(\Omega) = M$, and $p_{i-1}(X_m)$ is the probability mass function (pmf) that is calculated at iteration $(i - 1)$, i.e.,

$$p_{i-1}(X_m) = \prod_{l=1}^{\log_2 M} p_{i-1}(c^l_m)$$  

(6)

under the assumption that $X_m$ is mapped from bits $[c^1_m, c^2_m, \ldots, c^m_m]^{\log_2 M}$, which are uncorrelated with sufficient interleaving. $p_{i-1}(c^l_m)$ denotes the a priori pmf estimate for bit $c^l_m$ [6], i.e.,

$$p_{i-1}(c^l_m) = \exp \left( \frac{\lambda^*_{i-1}(k,l)c^l_m}{1 + \exp \left( \lambda^*_{i-1}(k,l) \right)} \right)$$  

(7)

with $\lambda^*_{i-1}(k,l)$ being the interleaved EXT for $c^l_m$ at iteration $(i - 1)$ and the superscript “a” denoting a priori. For notational simplicity, we will omit the iteration index in the pmf for the rest of this paper.

In this paper, we take a different detection approach. We start from the optimal BMMSE estimate of the transmitted signals and show that when EM algorithm [21] is used to reduce the computational complexity, we obtain the same linear IC-MRC detector in (2) and (4). However, in the IC process [see (3)], the BMMSE estimates $\hat{X}_{p,i-1}$, instead of the prior SM estimate $\{X_{p,i-1}\}$, of the interference signals will be used. This is one major difference of our proposed BMMSE turbo receiver from its conventional counterpart.

### B. Optimal BMMSE Estimate

Assuming perfect CSI at the receiver, we obtain the BMMSE estimate of the transmitted signals as [13, ch. 10 and 11]

$$\hat{\mathbf{X}}_{\text{BMMSE}} = E\{\mathbf{X}|\mathbf{R}\}$$  

$$= \sum_{\mathbf{x}_j \in \Omega^{n_T}} \mathbf{x}_j p(\mathbf{x}_j|\mathbf{R})$$  

$$= \sum_{\mathbf{x}_j \in \Omega^{n_T}} \mathbf{x}_j p(\mathbf{R}|\mathbf{x}_j)p(\mathbf{x}_j)$$

(8)

where the last equality is obtained by using Bayes’ rule.

The computation of the numerator and the denominator of (8) incurs the complexity of $M^{n_T}$. Simplification is, thus, desired. To reduce the computational complexity, we adopt the expectation step of the space-alternating missing parameter EM algorithm that is outlined in [21]. In this approach, the transmitted signal is estimated by treating the interfering signals as “missing” data.

Fig. 2. Bayesian turbo receiver.
C. BEME

The Bayesian EM MMSE estimate (BEME) of $X_k$ at iteration $i$, i.e., $\hat{X}_{k,i}$, is derived based on the received signal $R$ and the BEME of the interfering signals at iteration $i-1$, i.e., $\hat{X}_{p,i-1}, p \neq k$, i.e.,

$$\hat{X}_{k,i} = \arg\max_{X_k \in \Omega} \mathcal{N}(X_k|R, \bar{X}_{k,i-1})$$

where $\bar{X}_{k,i-1} = [\bar{X}_{k,i-1,1}, \ldots, \bar{X}_{k,i-1,n}, \bar{X}_{p,i-1,1}, \ldots, \bar{X}_{p,i-1,n}]^T$.

To simplify the derivation, we define

$$p(X_k; \bar{X}_{k,i-1}) = \frac{\pi \sigma^2}{2} \exp\{-\frac{X_k^2}{2}\sigma^2\} \mathcal{N}(X_k; \bar{X}_{k,i-1})$$

under the assumption that $p(X_k; \bar{X}_{k,i-1}) = p(X_k|$p$\bar{X}_{k,i-1}$).

The conventional EM receivers in [21] and [22] assume an equal pmf for the transmitted signals; hence, (10) becomes

$$\hat{X}_{k,i} = \frac{\sum_{S_n \in \Omega} S_n p(R|X_k = S_n, \bar{X}_{k,i-1})}{\sum_{S_n \in \Omega} p(R|X_k = S_n, \bar{X}_{k,i-1})}$$

In this paper, we propose to use the estimated pmf in (6) in (10).

\section{Theorem 1}

The BEME $\hat{X}_{k,i}$ is unbiased.

\section{Proof}

From (9), we have

$$E(\hat{X}_{k,i}) = E\left\{E(X_k|R, \bar{X}_{k,i-1})\right\}$$

$$= \int p(R|X_k, \bar{X}_{k,i-1})dR \sum_{X_k \in \Omega} X_k p(X_k|R, \bar{X}_{k,i-1})$$

$$= \sum_{X_k \in \Omega} X_k \int p(R|X_k, \bar{X}_{k,i-1})p(X_k|R, \bar{X}_{k,i-1})dR$$

$$= \sum_{X_k \in \Omega} X_k p(X_k)$$

$$= \sum_{X_k \in \Omega} X_k p(X_k) = E(X_k).$$

For the modulation schemes that are considered here, we further have

$$E(\hat{X}_{k,i}) = 0.$$  \hfill \Box$$

Now, we proceed to derive BEME $\hat{X}_{k,i}$. We first assume perfect interference estimation and cancellation. In this case, we have

$$p(R|X_k, \bar{X}_{k,i-1}) = \alpha \exp\{-\frac{(R-HX)^H(R-HX)}{2\sigma^2}\}$$

with $X = [X_k, \bar{X}_{k,i-1}]$, and $\alpha$ is a system-dependent constant, e.g., $\alpha = 1/(2\pi\sigma^2)^{nR}$ for the VBLAST, and $\alpha = 1/(2\pi\sigma^2)^{2nR}$ for the GSTBC.

To simplify the derivation, we define

$$\kappa = \alpha \exp\{-\frac{(R-HX)^H(R-HX)}{2\sigma^2}\}$$

as a constant term for all the hypotheses of $X_k$, and

$$\hat{X}_{k,i} = \mathbb{H}^H_k \left(R - \sum_{p=1}^{n_T} \mathbb{H}_p \hat{X}_{p,i-1}\right)$$

is the IC-MRC decision statistic in (2).

Equation (12) is, therefore, simplified to

$$p(R|X_k, \bar{X}_{k,i-1}) = \kappa \exp\{-\frac{||H_k X_k||^2}{2\sigma^2}\}$$

where $\kappa = \alpha \exp\{-\frac{1}{2\sigma^2}\}$, and the BEME in (10) becomes

$$\hat{X}_{k,i} = \mathbb{H}^H_k \left(R - \sum_{p=1}^{n_T} \mathbb{H}_p \hat{X}_{p,i-1}\right)$$

From (14), we can see that to obtain $\hat{X}_{k,i}$, we need $\hat{X}_{k,i}$ and $p(X_k)$. Whereas $p(X_k)$ can be obtained from the SISO decoders, as shown in Fig. 2, an IC-MRC detector needs to be implemented to provide $\hat{X}_{k,i}$. 

\section{Appendix A}

\section{IC-MRC Detector}

To implement the IC-MRC detector, we first need to derive the probability density function (PDF) of $X_k$, i.e., $p(X_k)$. For this purpose, we can use the Bayes’ rule to write

$$p(X_k|\bar{R}) = \frac{p(\bar{R}|X_k)p(X_k)}{p(\bar{R})}$$

where $\bar{R}$ is the received signal without the $k$th component.
For constant modulus modulation signals, (14) can be further simplified to

$$\tilde{X}_{k,i} = \frac{\sum_{S_m \in \Omega} S_m \exp \left[ \text{Re} \left( \frac{S_m \tilde{X}_{k,i}}{\sigma} \right) \right] p(X_k = S_m)}{\sum_{S_n \in \Omega} \exp \left[ \text{Re} \left( \frac{S_n \tilde{X}_{k,i}}{\sigma} \right) \right] p(X_k = S_n)}.$$  

The assumption of perfect IC, however, is unrealistic. On the other hand, obtaining an accurate estimate of the multivariate conditional pdf $p(\mathbf{R}|X_k, \tilde{X}_{k,i-1})$ is very complex. As an alternative, we proceed to analyze the statistical properties of the decision statistic of the IC-MRC $\tilde{X}_{k,i}$ and obtain its conditional pdf $p(\tilde{X}_{k,i}|X_k)$, as suggested by (13) and (14). We will then obtain the BEME by using $\tilde{X}_{k,i}$ as the observation signal.

1) Statistics of the IC-MRC Signal: From (2) and (4), we can express the decision statistic of IC-MRC as

$$\tilde{X}_{k,i} = g_k X_k + \tilde{v}_{k,i},$$  

where

$$g_k = \mathbf{H}_k^H \mathbf{H}_k$$

$$\tilde{v}_{k,i} = \mathbf{H}_k^H \tilde{\mathbf{V}}_{k,i} = \sum_{p=1}^{n_T} \mathbf{H}_k^H \mathbf{P}(X_p - \tilde{X}_{p,i-1}) + \mathbf{H}_k^H \mathbf{V}.$$

When $n_T$ is reasonably large, $\tilde{v}_{k,i}$ can be approximated as a Gaussian random variable from the central limit theorem. As proven in Appendix A, it has mean zero and variance

$$\varsigma^2 = \frac{1}{2} \sum_{p=1}^{n_T} \frac{n_p}{p \neq k} (1 - |\tilde{X}_{p,i-1}|^2) + g_k \sigma^2.$$  

We, therefore, have

$$p(\tilde{X}_{k,i}|X_k) = \frac{1}{\pi \varsigma^2} \exp \left( \frac{|\tilde{X}_{k,i} - g_k X_k|^2}{2 \varsigma^2} \right).$$  

2) IC-MRC BEME: With (16), we are ready to derive the IC-MRC BEME using $\tilde{X}_{k,i}$ as the observed signal, i.e.,

$$\tilde{X}_{k,i,\text{IC-MRC}} = E[X_k|\tilde{X}_{k,i}]$$

$$= \sum_{S_m \in \Omega} S_m \sum_{S_n \in \Omega} p(X_k, X_n) p(X_k = S_m) p(X_n = S_n).$$  

For BPSK signals, we have

$$\tilde{X}_{k,i,\text{BPSK-IC-MRC}} = \tanh \left( \frac{\lambda^E (k, l)}{2} + \frac{g_k \tilde{X}_{k,i}}{\varsigma^2} \right).$$  

For QPSK signals with a Gray mapping rule of $S_k = (1/\sqrt{2}) \times [(2c_k^x - 1) + j(2c_k^y - 1)]$, we use the $a$ priori pmf in (6) and obtain

$$\tilde{X}_{k,i,\text{QPSK-IC-MRC}} = \frac{1}{\sqrt{2}} \left[ \tanh \left( \frac{\lambda^E (k, 1)}{2} + \frac{\text{Re}(g_k \tilde{X}_{k,i})}{\sqrt{2} \varsigma} \right) + j \tanh \left( \frac{\lambda^E (k, 2)}{2} + \frac{\text{Im}(g_k \tilde{X}_{k,i})}{\sqrt{2} \varsigma} \right) \right].$$  

The BEME for other modulation schemes, e.g., eight-phase shift keying (8PSK) and $M$-ary quadrature amplitude modulation (M-QAM), can be derived following a similar procedure. We give the expression for 8PSK signals in Appendix B.

D. Soft Demodulator

The soft demodulator calculates the updated LLR of the coded bits, i.e., the extrinsic metric values, using $X_{k,i}$, i.e.,

$$\lambda^E (k, l) = \lambda^a (k, l) - \lambda^E_{k-1} (k, l)$$

$$= \log \frac{p(c_k^j = 1|X_{k,i})}{p(c_k^j = 0|X_{k,i})} - \log \frac{p(c_k^j = 1)}{p(c_k^j = 0)}$$

$$= \log \frac{\sum_{S_k \in \Omega^+} p(\tilde{X}_{k,i}|S_k)p(S_k)}{\sum_{S_k \in \Omega^-} p(\tilde{X}_{k,i}|S_k)p(S_k)} - \log \frac{p(c_k^j = 1)}{p(c_k^j = 0)}$$

$$= \log \frac{\sum_{S_k \in \Omega^+} p(\tilde{X}_{k,i}|S_k) \prod_{j \neq i}^{\log_2 M} p(c_j^k)}{\sum_{S_k \in \Omega^-} p(\tilde{X}_{k,i}|S_k) \prod_{j \neq i}^{\log_2 M} p(c_j^k)}$$  

where $\lambda^E, \Lambda, \lambda^a$, respectively, denote the extrinsic, $a$ posteriori, and $a$ priori LLRs, and $p(c_j^k)$ is the estimated $a$ priori pmf of $c_j^k$ given in (7). At the initialization (iteration 0), $p(c_j^k) = 1/2$, and $\lambda^E (k, l) = 0$. $\Omega^+ = \{S_k : c_k^1 = 1\}$ denotes the subset of modulation symbols whose $l$th bit is 1, and $\Omega^- = \{S_k : c_k^0 = 0\}$ denotes the signal subset whose $l$th bit is 0.

E. Summary of the Complete Receiver Signal Processing Steps

We summarize the signal processing algorithms of the Bayesian IC-MRC turbo receiver in Table I. For comparison, the operation of the conventional receiver is also included in the same table. It can be seen that the major difference between the two receivers lies in the signal estimation step. The rest of the processing, such as IC, linear filtering, and soft demodulation, are the same.

F. Proposed Receiver and the Sum–Product Principle

The difference between our BEME in (17) and that in [21] and [22] is that we have improved the original EM estimate by using the estimated $a$ priori probability from the SISO decoders rather than simply assuming an equal $a$ priori probability. As pointed in [13, ch. 10 and 11], the use of prior information will always improve the estimation accuracy.
On the other hand, not only the EXT from the decoder but also the decision statistics from the detector is needed to compute the BEME. Therefore, the sum–product principle has not been followed strictly. Nonetheless, performance improvement can be achieved from the BEME, as we will demonstrate in Section V. This could be due to the fact that the sum–product principle assumes Gaussian interfering signals in the IC-based linear detector. As the assumption is not true, the IC detection could be improved by not exactly following the sum–product principle.

The BEME, in general, cannot be obtained by directly replacing the EXT in the SM estimate with the \textit{a posteriori} LLR. However, for BPSK and QPSK signals, only one bit is mapped to the real and imaginary parts, and the residual interference and noise are circularly symmetric complex Gaussian; we, therefore, have the following:

\[
p(X_k|\tilde{X}_{k,i}) = p(c_k|\tilde{X}_{k,i})
\]

for BPSK, and

\[
p(X_k|\tilde{X}_{k,i}) = p(c_k^1,c_k^2|\tilde{X}_{k,i,Re},\tilde{X}_{k,i,Im})
\]

\[
= p(c_k^1|\tilde{X}_{k,i,Re})p(c_k^2|\tilde{X}_{k,i,Im})
\]

\[
= \prod_{i=1}^{\log_2 M} p(c_k^i|\tilde{X}_{k,i})
\]

and the BEME has to be computed following (17) instead of replacing the EXT with the posterior LLR in the SM estimate, as suggested in (18) and (19).

For higher order modulation signals, e.g., 8PSK and 16-QAM, more than one bit are mapped to the real and imaginary parts. Hence

\[
p(X_k|\tilde{X}_{k,i}) \neq \prod_{i=1}^{\log_2 M} p(c_k^i|\tilde{X}_{k,i})
\]

where $\Gamma_{k,i}$ is a diagonal matrix with elements

\[
\gamma_{p,i} = \begin{cases} 
1, & p = k \\
\sum_{X_p \in \Omega} p(X_p)|X_p|^2 + |\tilde{X}_{p,i-1}|^2, & p \neq k 
\end{cases}
\]

with $\tilde{X}_{p,i}$ and $X_{p,i}$ being the SM and the BEME of $X_p$, respectively. Note that due to the use of the Bayesian estimate in the IC process, the computation of $\gamma_{p,k,i}$ here is different from that in the conventional LMMSE-IC receivers.

The LMMSE-IC decision statistic is given by

\[
\tilde{X}_{k,i} = \mathcal{F}_{k,i}^{\dagger} \hat{\mathbf{R}}_{k,i} = \mu_{k,i} X_k + \eta_{k,i}
\]

which is an equivalent AWGN model with [15]

\[
\mu_{k,i} = E\{\tilde{X}_{k,i} X_k^*\} = \{\mathbf{H}^{\dagger}[\mathbf{H}\Gamma_{k,i}\mathbf{H}^{\dagger} + 2\sigma^2\mathbf{I}]^{-1}\mathbf{H}\}_{kk}
\]

\[
\nu_{k,i}^2 = \text{Var}\{\tilde{X}_{k,i}\} = \mu_{k,i} - \mu_{k,i}^2
\]

and $\{\}_{ij}$ denotes the element at the $i$th row and the $j$th column. We, therefore, have

\[
p(\tilde{X}_{k,i}|X_k) = \frac{1}{2\pi \nu_{k,i}^2} \exp \left(-\frac{|\tilde{X}_{k,i} - \mu_{k,i} X_k|^2}{2\nu_{k,i}^2}\right).
\]

With (26), we can derive the LMMSE-IC BEME using $\tilde{X}_{k,i}$ as the observed data, i.e.,

\[
\tilde{X}_{k,i,\text{BPSK,LMMSE-IC}} = E\{X_k|\tilde{X}_{k,i}\}
\]

\[
= \sum_{S_m \in \Omega} S_m p(\tilde{X}_{k,i}|X_k = S_m) p(X_k = S_m) / \sum_{S_n \in \Omega} p(\tilde{X}_{k,i}|X_k = S_n) p(X_k = S_n)
\]

(27)

Specifically, we have

\[
\tilde{X}_{k,i,\text{BPSK,LMMSE-IC}} = \tanh \left(\frac{\lambda_{k,i}(k)}{2} + \frac{\mu_{k,i} \tilde{X}_{k,i}}{\nu_{k,i}^2}\right)
\]

for BPSK signals and

\[
\tilde{X}_{k,i,\text{QPSK,LMMSE-IC}} = \frac{1}{\sqrt{2}} \left[ \tanh \left(\frac{\lambda_{k,i}(k)}{2} + \frac{\text{Re}(\mu_{k,i} \tilde{X}_{k,i})}{\sqrt{2\nu_{k,i}^2}}\right) \right] + j \tan \left(\frac{\lambda_{k,i}(k)}{2} + \frac{\text{Im}(\mu_{k,i} \tilde{X}_{k,i})}{\sqrt{2\nu_{k,i}^2}}\right)
\]

(29)

for QPSK signals.

The BEME for other modulation schemes can be derived in a similar manner. We give the BEME of 8PSK signals in Appendix B.

The Bayesian LMMSE-IC turbo receiver operation is summarized in Table II. For comparison, the conventional LMMSE-IC receiver algorithms are also included in Table II. The major differences between the proposed and conventional LMMSE-IC turbo receivers lie in the signal estimation and LMMSE filter coefficient calculation; however, the remaining steps are the same.
TABLE II

<table>
<thead>
<tr>
<th>Bayesian LMMSE-IC Turbo Receiver</th>
<th>Conventional LMMSE-IC Receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialization (i=0)</strong></td>
<td></td>
</tr>
<tr>
<td>( \lambda^0_{k,l} = 0 )</td>
<td></td>
</tr>
<tr>
<td>( ZFIS ) or LMMSE IS filtering to obtain ( X_{k,0} )</td>
<td>( X_{k,0} ) following (27)</td>
</tr>
<tr>
<td>Soft demodulator to obtain ( \lambda^0_{k,l} )</td>
<td>( \lambda_{k,l} ) following (5)</td>
</tr>
<tr>
<td>Deinterleaver and SISO decoder to obtain decoder EXT</td>
<td>( SM X_{k,0} ) following (5)</td>
</tr>
<tr>
<td>Interleave the decoder EXT to obtain ( \lambda^0_{k,l} )</td>
<td></td>
</tr>
<tr>
<td><strong>Iteration ( i \geq 1 )</strong></td>
<td></td>
</tr>
<tr>
<td>( IC ) using ( X_{k,i-1} ) following (3)</td>
<td>( IC ) using ( X_{k,i-1} ) following (3)</td>
</tr>
<tr>
<td>LMMSE filter calculation following (21) and (22)</td>
<td>LMMSE filter calculation following (10)-(13) in [6]</td>
</tr>
<tr>
<td>LMMSE filtering following (2)</td>
<td></td>
</tr>
<tr>
<td>Soft demodulator following (20)</td>
<td></td>
</tr>
<tr>
<td>Deinterleaver, SISO decoder, and Interleaver</td>
<td></td>
</tr>
<tr>
<td>( BEME X_{k,i} ) following (27)</td>
<td>( SM X_{k,i} ) following (5)</td>
</tr>
</tbody>
</table>

V. NUMERICAL RESULTS

In this section, we present the numerical results and demonstrate the superior performance of the proposed Bayesian turbo receivers by using the EXIT chart and the BER.

In all the simulations, the rate \( R_c = 1/2 \), constraint length \( K = 3 \) convolutional code (CC) with generation function \( g = (5, 7)_{octal} \) is used as the mother code. The puncturing pattern in [25] and [26] is followed to generate the higher rate code. A log-MAP decoding algorithm is used in the SISO decoders. The HCA is adopted for the BER simulations, and the VCA is used for the EXIT chart analysis. For OFDM, we set the FFT size to 64 and assign 48 subcarriers for data transmission following IEEE 802.11a [27]. The channel is assumed quasi-static within each packet but randomly and independently varies between the packets. Uniform power delay profiles with 16 independent identically distributed (i.i.d.) complex Gaussian taps are used for the uncorrelated spatial channels corresponding to each transmit–receive antenna pair.

A. BER Performance

We first present in Fig. 3 the BER performance of the IC-MRC Bayesian MMSE receiver at iterations \( i = 1, \ldots, 5 \) for an \( 8 \times 4 \) GSTBC system with \( R_c = 1/2 \) and QPSK modulation. Zero-forcing interference suppression (ZFIS) is used for the initialization. For comparison, the conventional IC-MRC turbo receiver performance and the lower bound of the perfect IC are also depicted. Several observations can be made from Fig. 3. First, the Bayesian receiver has superior performance over the conventional counterpart. Its second iteration has better performance than the conventional receiver’s fifth iteration at low-to-medium SNR values and the same performance at a high SNR. This is because of the improved accuracy in the BMMSE interference estimation, as shown in Section III. With the same number of iterations, an SNR gain of 1.2 dB can be achieved from the Bayesian receiver at iteration five, and \( \text{BER} = 10^{-3} \). The convergence of the Bayesian receiver to the lower bound appears at \( \text{SNR} = 4.5 \) dB, corresponding to \( \text{BER} = 6 \times 10^{-4} \), whereas the conventional receiver cannot converge to the lower bound in the SNR range in our simulation setups.

The performance advantage of the Bayesian receiver is more obvious when a punctured code is used, as exhibited in the BER simulation results in Fig. 4 for an \( R_c = 3/4 \) QPSK \( 8 \times 4 \) GSTBC system. BER versus \( E_b/N_0 \) curves at iterations 1, 3, and 5 are presented for four receivers, namely, conventional IC-MRC receivers with both ZFIS and LMMSE IS initialization and Bayesian IC-MRC receivers with ZFIS and LMMSE IS initialization. From Fig. 4, it is clear that the BER of the conventional receivers gets worse with an increasing number of iterations. We believe that this is due to puncturing in the CC that severely degrades the accuracy in the EXIT. The Bayesian receivers, with the compensation of the detector’s decision statistic, have a decreasing BER with an increasing number of iterations. A 5-dB gain can be achieved over the conventional receivers with both ZFIS and LMMSE IS initialization, and more importantly, the Bayesian receiver with LMMSE IS initialization reaches the lower bound at \( \text{BER} = 10^{-3} \) and \( \text{SNR} = 6 \) dB.

The BER performance of the Bayesian LMMSE-IC receiver is depicted in Fig. 5 for an \( 8 \times 8 \) VBLAST system with \( R_c = 3/4 \) 8PSK. Similar to the IC-MRC Bayesian receivers, its second-iteration performance is better than that of the fifth iteration in the conventional receiver at low-to-medium SNR values due to the improved accuracy in the interference estimation, and at a high SNR, the performance approaches that of the conventional receiver due to the dominance of the a priori information in the Bayesian estimate. For all five iterations, the Bayesian receiver achieves at least a 1-dB gain over
the conventional one. When compared with the lower bound, however, there is still an approximately 2-dB gap to bridge.

B. EXIT Chart Analysis

We now demonstrate the superior performance of the Bayesian receivers through the EXIT chart analysis. The $4 \times 4$ channel matrix that is described in [28] is used. The a priori information input to the detector is assumed to be Gaussian distributed, with $X_n \sim N(C_n \sigma^2_n/2, \sigma^2_n)$, as given in [29]. The corresponding input mutual information $I^a$ is calculated from $\sigma^2_n$ using the following mapping function [29]:

$$I^a = J(\sigma^2_n) = 1 - \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}\sigma^2_n} e^{-\frac{(z-\frac{1}{2})^2}{2\sigma^2_n}} \times \log_2 [1 + \exp(-z)] \, dz.$$ 

For the conventional receivers, we use the a priori information, i.e., the EXT, for the interference estimation. For the proposed Bayesian receivers, we use the EXT and the detector decision statistic for the interference estimation. The Gaussian-distributed EXT is generated in the same way as in the conventional detectors. The decision statistic is generated from the EXT following the steps outlined as follows.

1) Obtain the decoder output mutual information from the EXT using $I^a_{\text{dec}} = J(\sigma^2_n)$.

2) Obtain the decoder’s input mutual information from the inverse of the detector EXIT function as $I^a_{\text{det}} = T^{-1}_{\text{dec}}(I^a_{\text{dec}})$, where $T_{\text{dec}}$ denotes the EXIT function of the decoder.

3) Obtain the decoder’s input a priori information as $\sigma^2_n = J^{-1}(I^a_{\text{det}})$.

4) Obtain the decision statistic from the decoder’s input a priori information.

IC is then performed, and the detector output mutual information is calculated from the output extrinsic LLR as [30]

$$I^o(L_n; C) = 1 - \frac{1}{N} \sum_{n=1}^{N} \log_2 [1 + \exp (-C_n \lambda_n^o)].$$

Fig. 5. BER performance comparison of the Bayesian LMMSE-IC and conventional LMMSE-IC receivers, $8 \times 8$ VBLAST, 8PSK, $R_c = 3/4$, and $K = 3$.

Fig. 6. Mutual information transfer function comparison of the conventional and Bayesian receivers and the decoding path for the turbo receivers with $R_c = 1/2$ generation function $g = (5, 7)_{\text{octal}}$ CC. Static channel, QPSK modulation, and $\sigma^2 = 0.1256$.

Fig. 6 depicts the EXIT chart of the proposed Bayesian and conventional turbo receivers with QPSK modulated signals and the AWGN power of $\sigma^2 = 0.1256$. As expected, the Bayesian receiver outperforms its conventional counterpart, and the Bayesian LMMSE-IC receiver has the best performance.

From Fig. 6, we also observe that the EXIT functions of the conventional and Bayesian receivers merge at the starting point of $I^a_{\text{det}} = 0$ and the ending point of $I^a_{\text{det}} = 1$. For $0 < I^a_{\text{det}} < 1$, the smaller the input $I^a_{\text{det}}$, the larger the difference between the Bayesian and the conventional detectors’ output $I^o_{\text{det}}$ values. This is expected, as when $I^a_{\text{det}} = 0$, there is no a priori information available, and the two receivers have the same performance; at small input $I^a_{\text{det}}$’s, the BMMSE interference estimation accuracy is greatly improved by using the additional detector decision statistic, and when $I^a_{\text{det}}$ increases, the a priori probability becomes increasingly dominant in the BMMSE estimate, making it increasingly close to the a priori estimate.

We also illustrate the convergence behavior of the proposed and conventional IC-MRC turbo receivers in Fig. 6. From the trajectories of the conventional and Bayesian receivers, we can see that fewer iterations are needed by the Bayesian receiver to achieve the same performance. Furthermore, performance improvement from the initial iterations in the Bayesian receiver is substantial, which is consistent with the BER results in Section V-A.

VI. CONCLUSION

A class of Bayesian MMSE turbo receivers has been presented for coded MIMO systems. Using the EM algorithm, we have proposed a novel application of the turbo principle by making use of the EXT in the posterior Bayesian MMSE signal estimation. We have shown that the Bayesian MMSE estimate of the transmitted signals is a function of the linear detector decision statistic and the EXT from the SISO decoder. The Bayesian MMSE estimate effectively compensates for the inaccuracy that is experienced by the prior SM estimation using only the EXT in conventional turbo receivers. This contributes to the SNR gains at the same BER performance and the fewer number of iterations that are needed to achieve convergence. The EXIT chart analysis has further proved that a significant improvement can be obtained in the detector output mutual information over the conventional receiver.
APPENDIX A
MEAN AND VARIANCE OF THE INTERFERENCE
AT THE IC-MRC OUTPUT

Defining \( \rho_{kp} = H^H_k H_p \), we have

\[
E\{ \hat{v}_k \} = E\left\{ \sum_{p=1}^{n_T} \rho_{kp} (X_p - \hat{X}_{p,i-1}) + H^H_k \mathbf{V} \right\}
\]

\[
= \sum_{p=1}^{n_T} \rho_{kp} E\{X_p - \hat{X}_{p,i-1}\} + H^H_k E\{ \mathbf{V} \} = 0
\]

and

\[
E\left\{ |\hat{v}_k|^2 \right\} = E\left\{ \left( \sum_{p=1}^{n_T} \rho_{kp} (X_p - \hat{X}_{p,i-1}) + H^H_k \mathbf{V} \right)^2 \right\}
\]

\[
= E\left\{ \sum_{p=1}^{n_T} \sum_{p' \neq k} \rho_{kp} \rho_{k'p'} (X_p - \hat{X}_{p,i-1}) (X_{p'} - \hat{X}_{p',i-1}) \right\}
\]

under the assumption that \( \rho_{kp} \) is independent of \( X_p \) and \( \hat{X}_{p,i-1} \), and

\[
E\left\{ |H^H_k \mathbf{V}|^2 \right\} = 2\sigma^2 g_k.
\]

For single-carrier systems in flat-fading channels, assuming that the spatial domain channels are perfectly uncorrelated, we have

\[
E\{ \rho_{kp} \rho_{kp'} \} = E\left\{ \sum_{g=1}^{n_R} H^*_{g,k} H_{g,p} \sum_{n=1}^{n_q} H_{n,k} H^*_{n,q} \right\}
\]

\[
= \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} E\{H^*_{g,k} H_{g,p} H_{n,k} H^*_{n,q}\}
\]

\[
= \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} E\{H^*_{g,k} H_{g,p}\} E\{H_{n,k} H^*_{n,q}\}
\]

\[
+ E\{H^*_{g,k} H_{n,k}\} E\{H^*_{n,q} H_{g,p}\}
\]

\[
= \frac{1}{n_T^2} \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} \delta(g-n) \delta(p-q) = \frac{n_R n_q}{n_T^2} \delta(p-q).
\]

When \( k \neq p \), we have

\[
E\{ \rho_{kp} \rho_{kp'} \} = \frac{1}{n_T^2} \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} \delta(g-n) \delta(p-q) = \frac{n_R n_q}{n_T^2} \delta(p-q).
\]

For OFDM systems, we have the following FD channel coefficients:

\[
H_{m,n,k} = \sum_{l=0}^{L-1} h_{t,n,k} \exp(-\frac{2\pi}{N} ml)
\]

where \( m = 0, 1, 2, \ldots, N-1 \) is the subcarrier index, \( N \) is the FFT size, \( n = 1, 2, \ldots, n_R \) and \( k = 1, 2, \ldots, n_T \) are the receive and transmit antenna indexes, respectively, \( L \) is the number of multipaths in the channel corresponding to the transmit–receive antenna pair \((k,n)\), and \( h_{t,n,k} \) is the time-domain multipath coefficient. Here, we consider the uniform power delay profile in which each multipath is i.i.d. complex Gaussian with zero mean and variance \( 1/LN_m \) so that the average signal power at each receive antenna remains the same as the mapper output.

We, hence, have, for \( k \neq p \)

\[
E\{ \rho_{kp} \rho_{kp'} \} = \frac{1}{n_T^2} \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} H^*_{m,g,k} H_{m,g,p} \sum_{n=1}^{n_q} H_{m,n,k} H^*_{m,n,q}
\]

\[
= \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} E\{H^*_{m,g,k} H_{m,g,p} H_{m,n,k} H^*_{m,n,q}\}
\]

\[
= \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} E\{h^*_{t,g,k} \exp(-\frac{2\pi}{N} ml) \times \sum_{l=0}^{L-1} h_{t,n,k} \exp(-\frac{2\pi}{N} ml)
\]

\[
= \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} \sum_{l=0}^{L-1} \sum_{l'=0}^{L-1} E\{h^*_{t,g,k} h_{t,n,k} h_{t,g,p} h_{t,n,q}\}
\]

\[
= \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} \sum_{l=0}^{L-1} \sum_{l'=0}^{L-1} E\{h^*_{t,g,k} h_{t,n,k} h_{t,g,p} h_{t,n,q}\}
\]

\[
= \frac{1}{n_T^2} \sum_{g=1}^{n_R} \sum_{n=1}^{n_q} \sum_{l=0}^{L-1} \sum_{l'=0}^{L-1} \sum_{t=0}^{L-1} \sum_{t'=0}^{L-1} \delta(l-t) \delta(g-n) \delta(p-q)
\]

\[
= \frac{n_R n_q}{n_T^2} E\{\rho_{kp} \rho_{kp'} \} = \frac{n_R n_q}{n_T^2} \delta(p-q).
\]
We then obtain the composite interference and the AWGN noise power for the narrow-band single-carrier systems and the wideband OFDM systems as follows:

$$\varsigma^2 = \frac{1}{2} E \left\{ |\tilde{m}_{k,i}|^2 \right\} = \frac{1}{2} \sum_{p=1}^{n_T} \sum_{p' \neq p} \left( 1 - |\tilde{X}_{p,i-1}|^2 \right) + g_k \sigma^2. \quad (30)$$

**APPENDIX B**

**BEME FOR 8PSK SIGNALS**

For 8PSK signals following the Gray mapping rule in Table III, we obtain the BEME in the IC-MRC receiver as follows:

$$\tilde{X}_{k,i,\text{BEME,IC-MRC}} = \mathcal{A} \cosh\left(\tilde{x}_1\right) \sinh\left(\tilde{x}_2\right) + \mathcal{B} \cosh\left(\tilde{x}_2\right) \sinh\left(\tilde{x}_1\right) e^{\lambda^2(k,3)} + \mathcal{D} \cosh\left(\tilde{x}_1\right) \sinh\left(\tilde{x}_3\right) + \mathcal{E} \cosh\left(\tilde{x}_2\right) \sinh\left(\tilde{x}_4\right) e^{\lambda^2(k,3)} \quad (31)$$

where

$$\tilde{x}_1 = \frac{b g_k \tilde{X}_{k,i,\text{I}}}{{\varsigma}^2} - \frac{\lambda_1^2(k,1)}{2}$$

$$\tilde{x}_2 = \frac{a g_k \tilde{X}_{k,i,\text{I}} \cosh\left(\tilde{x}_3\right)}{{\varsigma}^2} - \frac{\lambda_2^2(k,1)}{2}$$

$$\tilde{x}_3 = \frac{a g_k \tilde{X}_{k,i,\text{R}} \cosh\left(\tilde{x}_4\right)}{{\varsigma}^2} - \frac{\lambda_2^2(k,2)}{2}$$

$$\tilde{x}_4 = \frac{b g_k \tilde{X}_{k,i,\text{R}} \cosh\left(\tilde{x}_3\right)}{{\varsigma}^2} - \frac{\lambda_1^2(k,2)}{2}$$

with $a = \sqrt{2} + \sqrt{2}/2$ and $b = \sqrt{2} - \sqrt{2}/2$, and $\varsigma^2$ is defined in (30).

For the LMME-IC receiver, the BEME of the 8PSK signal is calculated following (31) as well, but with $\tilde{x}_{i,i}$, $i = 1, \ldots, 4$, which is defined as follows:

$$\tilde{x}_1 = \frac{b g_k \tilde{X}_{k,i,\text{I}} \cosh\left(\tilde{x}_3\right)}{\nu^2_{i,i}} - \frac{\lambda_1^2(k,1)}{2}$$

$$\tilde{x}_2 = \frac{a g_k \tilde{X}_{k,i,\text{I}} \cosh\left(\tilde{x}_4\right)}{\nu^2_{i,i}} - \frac{\lambda_2^2(k,1)}{2}$$

$$\tilde{x}_3 = \frac{a g_k \tilde{X}_{k,i,\text{R}} \cosh\left(\tilde{x}_4\right)}{\nu^2_{i,i}} - \frac{\lambda_2^2(k,2)}{2}$$

$$\tilde{x}_4 = \frac{b g_k \tilde{X}_{k,i,\text{R}} \cosh\left(\tilde{x}_3\right)}{\nu^2_{i,i}} - \frac{\lambda_1^2(k,2)}{2}$$

and $\mu_{k,i}$ and $\nu_{k,i}$ are defined in (24) and (25), respectively.
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A Modified Decorrelated Delay Lock Loop for Synchronous DS-CDMA Systems


Abstract—This paper presents a modified decorrelated delay lock loop (MD-DLL) for synchronous direct-sequence code-division multiple-access (DS-CDMA) systems under multiuser environments. The structure of the MD-DLL is similar to that of a traditional delay lock loop (T-DLL) aside from the fact that the despreaded signals in T-DLL are replaced by a linear combination of all the users’ code sequences with various weightings and timing offsets. The basic principles of MD-DLL are given as follows: 1) to use the decorrelating technique of a multiuser detector to remove the multiple-access interference at the on-time code position instant and 2) to choose a proper timing offset for the code sequences to reduce the weighting imbalance between the two arms of the tracking loop and suppress noise enhancement. The proposed MD-DLL scheme solves the tracking bias problems in a decorrelated delay lock loop under a low-signal-to-noise-ratio (SNR) condition. Computer simulations based on Gold code sequences are used to verify the findings. It is shown that MD-DLL achieves a better and stable S-curve with negligible tracking bias, better rms tracking error and mean-time-to-lose-lock performance under high-SNR conditions, and stronger near–far resistance than T-DLL.

Index Terms—Delay lock loop, direct-sequence code-division multiple access (DS-CDMA), multiple-access interference (MAI), synchronization.

I. INTRODUCTION

The direct-sequence code-division multiple-access (DS-CDMA) technique is widely used in present-day communication systems for its well-known advantages, such as antijam and multipath rejection. An important issue for the successful operation of a DS-CDMA system is the code synchronization between the locally generated despreaded sequence and the incoming sequence. The synchronization process consists of two stages: 1) code acquisition, which performs the coarse code phase alignment, and 2) code tracking, which maintains fine phase alignment. In this paper, we focus on the code tracking part.
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Fig. 1. Block diagram of (a) T-DLL and (b) MD-DLL.

The traditional delay lock loop (T-DLL) shown in Fig. 1(a) has been a well-proven technique for code tracking in DS-CDMA systems since its introduction in the 1960s [1]. T-DLL requires simple hardware implementation, and its performance is close to that of a maximum-likelihood estimator under an additive white Gaussian noise channel and single-user environment [2]. In a multiuser environment, the use of nonorthogonal code sequences causes multiple-access interference (MAI). Hong et al. [3] and Caffery and Stüber [4] have analyzed the effects of MAI on T-DLL with a Gaussian approximation for MAI and a simple approximation for the average aperiodic cross-correlation function between two sequences, respectively. Both have shown that the performance of T-DLL is highly degraded under strong MAI. It has also been demonstrated that the S-curve (i.e., the discriminator characteristic) is severely distorted, and the loop may become unstable for certain combinations of sequences [5], [6]. In addition, Wong [6] pointed out that a noticeable tracking bias may be created under unbalanced MAI. It has been shown that a 0.2-chip tracking bias would cause noticeable degradation in most multiuser receivers [7], [8].

Interference cancellation techniques, such as Wang et al.’s successive interference cancellation [9] and Latva-aho and Lillevärg’s parallel interference cancellation [10], have been applied to T-DLL to combat MAI. Both require accurate estimation before synchronization, and the hardware complexity increases with the number of interferers. A decorrelated delay lock loop (D-DLL) with simple hardware complexity has been proposed in [6]. It uses the decorrelating concept of the multiuser detector to solve the tracking bias and the stability problems under a high-signal-to-noise ratio (SNR) environment. However, a noticeable tracking bias may occur in D-DLL under low-SNR conditions. In this paper, we propose a modified D-DLL (MD-DLL) to combat the effects of MAI and achieve a negligible tracking bias over the SNR range of practical interest. The structure of MD-DLL is similar to that of T-DLL, aside from the fact that the despreaded signals in T-DLL are replaced by a linear combination of weighted and shifted versions of all the users’ code sequences. The hardware complexity is comparable to that of T-DLL and is independent of the number of interferers.

Here, we focus on the S-curve, rms tracking error, and mean-time-to-lose-lock (MTLL) performance of a first-order loop. The analysis...