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Stabilization of Networked Control Systems via Non-monotone Control Lyapunov Functions

Rob Gielen, Student Member IEEE and Mircea Lazar, Member IEEE

Abstract—This paper deals with stabilization of networked control systems (NCS) affected by uncertain time-varying delays and data packet dropouts. We point out that such network effects are likely to render the classical control Lyapunov function (CLF) method unfeasible, mainly due to the monotonic decreasing condition. To solve this problem we make use of a discrete-time equivalent of a control Lyapunov-Razumikhin function (CLRF), which is allowed to be non-monotone. The corresponding stabilizing control law is obtained by solving an optimization problem on-line, in a receding horizon manner, which incorporates the available knowledge about the past state/input trajectory. Furthermore, we provide extra flexibility to the CLRF via a relaxation variable, which is needed to handle hard state/input constraints. We also propose an effective method for dealing with delays larger than the sampling period by means of an on-line Minkowski set addition. This makes it possible to guarantee stability even in the presence of data packet dropouts, under certain assumptions.

I. INTRODUCTION

Surveys on future directions in control, e.g. [1], identify networked control systems (NCS) to be one of the emerging key topics in control. The distinguishing feature of NCS is that the connection between plant and controller is made through a communication network. This brings specific, additional challenges to controller design, as shown in the comprehensive NCS overviews [2], [3]. Typically two main issues can be identified: uncertain time-varying delays and data packet dropout.

Our focus lies on the problem of stabilizing controller synthesis in the presence of uncertain time-varying delays, data packet dropouts and state/input constraints. Recently, an increasingly popular solution to the problem of uncertain time-varying delays was obtained by over-approximating the delay-induced nonlinearity with a polytope [4], [5], [6], [7]. Thus, the discrete-time uncertain nonlinear model arising from a continuous-time linear system with time-varying delays can be transformed into an uncertain linear model affected by an additive term due to the previous input. By augmenting the state vector with the previous input [8] this further yields a higher dimension linear model with polytopic uncertainty. In this way robust control methods based on Lyapunov theory for uncertain linear systems become available. The control Lyapunov function (CLF) for the augmented state system provides a Lyapunov-Krasovskii functional [9] for the non-augmented system, which establishes stability in the presence of time-varying delays.

However, this approach has certain limitations. Firstly, imposing the stability conditions for all possible values of the augmented state vector may be conservative. Secondly, these LMI based off-line synthesis methods, e.g. [3], [5], yield a static feedback controller that can be conservative in the presence of state/input constraints. As such, it would be desirable to construct a stabilization method that is directly applicable to the non-augmented system, takes into account the available knowledge of the past state/input trajectory and can handle hard constraints. Unfortunately, a classical CLF is likely to be unfeasible when applied to the non-augmented system, as the past input(s) act(s) on the system state as an uncertain additive disturbance that can cause violation of the monotonic decrease condition.

In this paper we propose a novel stabilization method for NCS based on a control Lyapunov-Razumikhin function (CLRF). A Lyapunov-Razumikhin function (LRF) (originally defined for continuous-time systems [10]) is a function that is required to decrease only if a certain condition on the past and current states is satisfied. This condition allows for a non-monotonic behavior. However, the exact translation of this approach for discrete-time systems yields a non-causal constraint [11]. A feasible solution for discrete-time systems was devised in [12], where the LRF is required to be less than the maximum over its past values within a time window of length equal to the size of the delay. Inspired by this solution, we define a local CLRF candidate for the uncertain non-augmented linear model affected by an additive term due to the previous input [7]. Notice that using a CLRF already relaxes the monotonicity property of a classical CLF. Then, we construct an optimization problem (to be solved on-line) that enforces stability by an explicit CLRF-type constraint and includes state/input constraints as well. To handle the latter constraints, we provide a solution for further relaxing the CLRF-type condition by introducing an auxiliary optimization variable that adds extra flexibility to the local CLRF. Convergence to the equilibrium is still guaranteed via a particular limiting condition on the auxiliary optimization variable. Next, we show that delays larger than the sampling period can be handled efficiently by means of on-line Minkowski set additions. This is a notable feature of the proposed method, as existing analysis and synthesis methods, e.g. [5], based on uncertain linear models suffer from an exponential increase in complexity when delays larger than the sampling period are considered. Dealing efficiently with large delays is desirable also because then stability can be guaranteed even in the presence of packet dropouts, as shown in this paper. Using an infinity-norm
based CLRF allows us to implement the proposed method as a single linear program. The developed theory is validated on a benchmark automotive case study: control of an active suspension system over a network.

II. Preliminaries

A. Notation

Let $\mathbb{R}$, $\mathbb{R}^+$, $\mathbb{Z}$ and $\mathbb{Z}_+$ denote the field of real numbers, the set of non-negative reals, the set of integers and the set of non-negative integers respectively. We use the notation $\mathbb{Z}_{\geq c_1}$ and $\mathbb{Z}_{(c_1, c_2]}$ to denote the sets $\{k \in \mathbb{Z} : k \geq c_1\}$ and $\{k \in \mathbb{Z}_+ : c_1 < k \leq c_2\}$, respectively, for some $c_1, c_2 \in \mathbb{Z}_+$. For a vector $x \in \mathbb{R}^n$ let $\| \cdot \|$ denote an arbitrary p-norm and let $[x]_i$, $i \in \mathbb{Z}_{[1,n]}$ denote the $i$-th component of $x$. Let $\|x\|_{\infty} := \max_{i \in \mathbb{Z}_{[1,n]}} |[x]_i|$, where $| \cdot |$ denotes the absolute value. For a matrix $Z \in \mathbb{R}^{m \times n}$ let $Z^{-L} := (Z^T Z)^{-1} Z^T$ denote the left Moore-Penrose pseudoinverse. Let $z := \{z_l\}_{l \in \mathbb{Z}_+}$ with $z_l \in \mathbb{R}^n$ for all $l \in \mathbb{Z}_+$ denote an arbitrary sequence. Define $\|z\| := \sup \{ \|z_l\| : l \in \mathbb{Z}_+ \}$ and $z_{[0,k]} := \{z_l\}_{l \in \mathbb{Z}_{[0,k]}}$. A polyhedron, or a polyhedral set, in $\mathbb{R}^n$ is a set obtained as the intersection of a finite number of open and/or closed half-spaces. A polytope is a compact (closed and bounded) polyhedron. Given two polytopes $S, P \subseteq \mathbb{R}^n$ let $f_0(S)$ denote the number of vertices spanning $S$ and let $S \oplus P := \{x+y : x \in S, y \in P\}$ denote the Minkowski addition of $S$ and $P$. Let $C_0(\cdot)$ denote the convex hull and let $\text{int}(S)$ denote the interior of an arbitrary set $S$. A function $\varphi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ belongs to class $\mathcal{K}$ if it is continuous, strictly increasing and $\varphi(0) = 0$. A function $\varphi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is said to belong to class $\mathcal{K}_\infty$ if it is of class $\mathcal{K}$ and $\lim_{h \rightarrow \infty} \varphi(h) = \infty$.

B. Stability of difference inclusions with time-delay

Consider the discrete-time autonomous system

$$x_{k+1} \in \Phi(x_{[k-h,k]}), \quad k \in \mathbb{Z}_+,$$

where $x_{[k-h,k]} \in \mathbb{X}^{h+1} := \mathbb{X} \times \cdots \times \mathbb{X} \subseteq \mathbb{R}^n \times \cdots \times \mathbb{R}^n$, is the state trajectory starting with discrete-time instant $k-h$ up to and including $k$, where $h \in \mathbb{Z}_+$ is the maximal delay affecting the system and the mapping $\Phi : \mathbb{R}^n \times \cdots \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ is an arbitrary nonlinear set-valued function. We assume that system (1) has the origin as equilibrium point, i.e., $0 \in \text{int}(\mathbb{X})$ and $\Phi(0_{[-h,0]}) = \{0\}$, where $0_{[-h,0]}$ denotes a sequence of zero vectors of appropriate dimension.

Definition II.1 (i) We call the origin of (1) attractive if for all $x_{[-h,0]} \in \mathbb{X}^{h+1}$ it holds that all corresponding state trajectories of (1) satisfy $\lim_{k \rightarrow \infty} \|x_k\| = 0$; (ii) the origin of (1) is called Lyapunov stable (LS) if for every $\varepsilon > 0$ there exists a $\delta(\varepsilon) > 0$ such that, if $\|x_{[-h,0]}\| < \delta$ then all corresponding state trajectories of (1) satisfy $\|x_k\| < \varepsilon$ for all $k \in \mathbb{Z}_+$; (iii) We call system (1) asymptotically stable (AS) if its origin is both attractive and LS.

Definition II.2 We call a set $\mathbb{X} \subseteq \mathbb{R}^n$ positively invariant (PI) for system (1) if for all $x_{[-h,0]} \in \mathbb{X}^{h+1}$ it holds that $\Phi(x_{[-h,0]}) \subseteq \mathbb{X}$.

Theorem II.3 Let $\mathbb{X}$ be a PI set for (1) with $0 \in \text{int}(\mathbb{X})$. Let $\alpha_1, \alpha_2 \in \mathcal{K}_\infty, \rho \in \mathbb{R}_{[0,1]}$. If there exists a function $V : \mathbb{R}^n \rightarrow \mathbb{R}^+_0$ such that

$$\alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|), \quad \forall x \in \mathbb{X}, \quad (2a)$$

$$V(x^+) \leq \max_{i \in Z_{[-h,0]}} \rho V(x_i), \quad \forall x_{[-h,0]} \in \mathbb{X}^{h+1}, \quad (2b)$$

for all $x^+ \in \Phi(x_{[-h,0]})$, then system (1) is AS.

The proof of the above theorem, which is omitted here for brevity, is similar in nature to the proof given in [12]. Theorem 3.1, by replacing mutatis mutandis the difference equation with the difference inclusion as in (1). A function $V(\cdot)$ that satisfies the hypothesis of Theorem II.3 is called a Lyapunov-Razumikhin function (LRF). If $h = 0$ then Theorem II.3 recovers the classical definition of a Lyapunov function (LF). Notice that a LRF is more general than a standard LF, as the maximum in (2b) allows the LRF to be locally non-monotone. It is worth to point out that the averaging condition applied recently in [13] to obtain a non-monotone LF for discrete-time systems (without time-delay) is conceptually related to the Razumikhin condition.

Next, consider the non-autonomous system

$$x_{k+1} \in \Phi(x_{[k-h,k]}, u_k), \quad k \in \mathbb{Z}_+, \quad (3)$$

where $x_{[k-h,k]} \in \mathbb{X}^{h+1}, h \in \mathbb{Z}_+$ is the maximum delay and $u_k \in \mathbb{U} \subseteq \mathbb{R}^m$ is the control input at the discrete-time instant $k$. $\Phi : \mathbb{R}^n \times \cdots \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ is an arbitrary set-valued function with $\Phi(0_{[-h,0]}, 0) = \{0\}$. We assume that $0 \in \text{int}(\mathbb{X})$ and $0 \in \text{int}(\mathbb{U})$. Next, let $\alpha_1, \alpha_2 \in \mathcal{K}_\infty$ and let $\rho \in \mathbb{R}_{[0,1]}$.

Definition II.4 A function $V : \mathbb{R}^n \rightarrow \mathbb{R}^+_0$ that satisfies

$$\alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|), \quad \forall x \in \mathbb{R}^n, \quad (4)$$

and for which there exists a control law, possibly set-valued, $\pi : \mathbb{R}^n \times \cdots \times \mathbb{R}^n \rightarrow \mathbb{U}$ such that

$$V(x^+) \leq \max_{i \in Z_{[-h,0]}} \rho V(x_i), \quad \forall x_{[-h,0]} \in \mathbb{X}^{h+1} \quad (5)$$

for all $u \in \pi(x_{[-h,0]})$ and all $x^+ \in \Phi(x_{[-h,0]}, u)$ is called a control Lyapunov-Razumikhin function (CLRF) for the difference inclusion corresponding to system (3) with $u_k \in \pi(x_{[k-h,k]})$ for all $k \in \mathbb{Z}_+$.

C. NCS model for controller design

Consider the continuous time system with input delay

$$\dot{x}(t) = A_c x(t) + B_c u(t),$$

$$u(t) = u_k, \quad \forall t \in [t_k + \tau_k, t_{k+1} + \tau_{k+1}], \quad (6)$$

where $t_k = kT_s, k \in \mathbb{Z}_+$, $T_s \in \mathbb{R}^+$ denotes the sampling period and we assume that $u(t) = u_{\text{initial}}$ for all $t \in [0, t_0)$ with $u_{\text{initial}} \in \mathbb{R}^m$ some predetermined constant vector. $A_c \in \mathbb{R}^{n \times n}, B_c \in \mathbb{R}^{n \times m}$ are the system matrices, $u_k \in \mathbb{R}^m$ is the control action generated at time $t = t_k$, $u(t) \in \mathbb{R}^m$ is the system input and $x(t) \in \mathbb{R}^n$ is the system state. $t_k \in \mathbb{R}_{[0,\infty)}$ denotes the delay induced by the network at time $k \in \mathbb{Z}_+$.
For clarity of exposition, without loss of generality, in this section we assume that the delay is smaller than or equal to the sampling period. Consider the following inequality for all \( k \in \mathbb{Z}_+ \),

\[
x_{k+1} = A_d x_k + B_d u_k + \Delta (\tau_k)(u_{k-1} - u_k), \quad k \in \mathbb{Z}_+,
\]

where \( A_d = e^{A \cdot T_s} \), \( B_d = \int_0^{T_s} e^{A \cdot (T_s - \theta)} d\theta B_c \) and \( \Delta (\tau_k) = \int_0^{\tau_k} e^{A \cdot (T_s - \theta)} d\theta B_c \). The remaining challenge is to find a polytopic over-approximation of the nonlinear function \( \Delta (\tau_k) \). Therefore, we define the following polytopic set

\[
\Delta^\tau := C_0 \left( \{ \Xi_i \}_{i \in \mathbb{Z}_1} \right),
\]

with \( \Xi_i \in \mathbb{R}^{n \times m} \) such that \( \Delta (\tau_k) \in \Delta^\tau \) for all \( \tau_k \in \mathbb{R}_{[0, \bar{\tau}]} \) and \( L \in \mathbb{Z}_{[1]} \) is finite. In [7] several methods to create the polytope were considered. We refer to this reference for further details and assume for the remainder of this paper that the polytopic set (9) is known. Thus, (7) becomes

\[
x_{k+1} = \phi(x_k, u_k, u_{k-1}), \quad k \in \mathbb{Z}_+,
\]

where \( u_{-1} \) is equal to some fixed, predetermined value and

\[
\phi(x_k, u_k, u_{k-1}) := \left\{ A_d x_k + B_d u_k + E \Delta (u_{k-1} - u_k) \mid E \Delta \in \Delta^\tau \right\}.
\]

D. Problem formulation

Now the problem of interest is how to design a feedback control law that stabilizes system (9). This will guarantee stability of system (7) for all \( \tau_k \in \mathbb{R}_{[0, \bar{\tau}]} \) because all possible realizations are taken into account via \( E \Delta \). Furthermore, even stability of the original continuous-time system (6) can be guaranteed under certain assumptions, as shown in [5], Chapter 4 (Section 4.3). As observed in the introduction classical CLFs are likely to be unfeasible for NCS affected by uncertain delays and subject to hard state/input constraints. Obviously, a non-monotone CLF would be more suitable, which motivates and justifies the novel stabilization method proposed in this paper.

III. MAIN RESULTS

For clarity of exposition, without loss of generality, in this section we assume that the delay is smaller than or equal to the sampling period. Consider the following inequality corresponding to (5)

\[
V(x^+) \leq \max_{i \in \mathbb{Z}_{[-1,0]}} \rho V(x_{k+1}) + \lambda_k, \quad \forall k \in \mathbb{Z}_+,
\]

for all \( x^+ \in \phi(x_k, u_k, u_{k-1}) \). Here \( \lambda_k \) is a variable which allows for additional freedom in the evolution of the CLRF, i.e. it can increase if (5) is too conservative at time instant \( k \in \mathbb{Z}_+ \), possibly due to active state/input constraints (see Section VI for an illustration). Based on (10) we formulate the following optimization problem.

Let \( \alpha_3, \alpha_4 \in \mathbb{K}_\infty \) and \( J : \mathbb{R} \to \mathbb{R}_+ \) be an arbitrary function such that \( \alpha_3(|\lambda|) \leq |J(\lambda)| \leq \alpha_4(|\lambda|) \) for all \( \lambda \in \mathbb{R} \). Let \( V(\cdot) \) be a candidate local CLRF for system (9).

**Problem III.1** Assume that at time \( k \in \mathbb{Z}_+, x_k, x_{k-1} \) and \( u_{k-1} \) are known\(^1\) and minimize the cost \( J(\lambda_k) \) over \( \lambda_k \) subject to

\[
\begin{align*}
&u_k \in \mathbb{U}, \quad \phi(x_k, u_k, u_{k-1}) \subseteq \mathbb{X}, \quad \lambda_k \geq 0, \\
&V(x^+) \leq \max_{i \in \mathbb{Z}_{[-1,0]}} \rho V(x_{k+1}) + \lambda_k,
\end{align*}
\]

for all \( x^+ \in \phi(x_k, u_k, u_{k-1}) \).

Let \( \pi(x_k, u_{k-1}) := \{ u_k \in \mathbb{U} \mid \exists \lambda_k \in \mathbb{R} \text{ s.t. (11) holds} \} \) and let \( \phi_{cl}(x_k, \pi(x_k, u_{k-1}), u_{k-1}) := \{ \phi(x_k, u, u_{k-1}) \mid u \in \pi(x_k, u_{k-1}) \} \). Furthermore, let \( \mathcal{V}_1 := \{ x \in \mathbb{R}^n \mid V(x) \leq \Gamma \} \) for any \( \Gamma \in \mathbb{R}_+ \). Let \( \lambda_k^* \) denote the optimum in Problem III.1 for all \( k \in \mathbb{Z}_+ \).

**Theorem III.2** Suppose that \( V(\cdot) \) is a function that satisfies (4) and that \( \mathbb{X} \) and \( \mathbb{U} \) are bounded. Furthermore, suppose that Problem III.1 is feasible for all \( (x_{[-1,0]}, u_{-1}) \in \mathbb{X}^2 \times \mathbb{U} \) and that \( \lim_{k \to \infty} \lambda_k^* = 0 \). Then the origin of the difference inclusion

\[
x_{k+1} = \phi_{cl}(x_k, \pi(x_k, u_{k-1}), u_{k-1}), \quad k \in \mathbb{Z}_+,
\]

is attractive. Moreover, if \( \exists \Gamma \in \mathbb{R}_+ \) such that \( V(\cdot) \) is a CLRF for initial conditions in \( \mathcal{V}_1 \) for system (9), then system (12) is AS.

The next Lemma, which is proven in the Appendix, is needed to prove Theorem III.2.

**Lemma III.3** Let \( \rho \in \mathbb{R}_{[0,1]} \) and consider a sequence \( \{ \lambda_i \}_{i \in \mathbb{Z}_+} \) with \( \lambda_i \in \mathbb{R}_+ \) and bounded for all \( i \in \mathbb{Z}_+ \). Suppose that \( \lim_{i \to \infty} \lambda_i = 0 \). Then \( \lim_{k \to \infty} \sum_{i=0}^{k} \rho^{k-i} \lambda_i = 0 \). \( \square \)

Next, we prove Theorem III.2.

**Proof:** As Problem III.1 is feasible for all \( (x_{[-1,0]}, u_{-1}) \in \mathbb{X}^2 \times \mathbb{U} \), it remains feasible for all \( k \in \mathbb{Z}_+ \) due to constraint (11a). As such, \( \mathbb{X} \) is a PI set for system (12) and the inequality (11b) can be applied recursively. As

\[
\lambda_k^* \leq \sup_{x_{[-1,0]} \in \mathbb{X}^2 \times \mathbb{U}, \phi \in \phi_{cl}(x_{[-1,0]}, \pi(x_{[-1,0]}, x_k), u_{-1})} \left( V(x^+) - \max_{i \in \mathbb{Z}_{[-1,0]}} \rho V(x_i) \right),
\]

for all \( k \in \mathbb{Z}_+ \), where the supremum exists due to boundedness of \( \mathbb{X}, \mathbb{U} \) and \( \Delta^\tau \), continuity of \( \phi(\cdot, \cdot, \cdot) \) in all arguments and continuity of the bounds (4) on \( V(\cdot) \), we have that \( \lambda_k^* \) is bounded for all \( k \in \mathbb{Z}_+ \). Next, let \( \tilde{\rho} = \rho^{1/2} \), let \( i_k^* := \arg \max_{i \in \mathbb{Z}_{[-1,0]}} \rho^{-(k+i)} V(x_{k+i}) \) and let

\[
U_k := \max_{i \in \mathbb{Z}_{[-1,0]}} \rho^{-(k+i)} V(x_{k+i}).
\]

We will prove that \( U_{k+1} = U_k + \tilde{\rho}^{-(k+1)} \lambda_k^* \) for all \( k \in \mathbb{Z}_+ \). If \( i_{k+1}^* = 0 \) then for all \( x_{k+1} \in \phi_{cl}(x_k, \pi(x_k, u_{k-1}), u_{k-1}) \)

\(^1\)The state trajectory is obtained by choosing a particular input output of the feasible set defined by the constraints (11) at every time instant. A possible criterion for selecting the control input is presented in Section V. However, the stability result of Theorem III.2 is not influenced by the input choice.
by (11b) it holds that
\[ U_{k+1} = \hat{\rho}^{-(k+1)} V(x_{k+1}) \leq \hat{\rho}^{-(k+1)} \left( \max_{i \in [z,0]} \hat{\rho}^2 V(x_{k+i}) + \lambda^*_k \right) \leq \max_{i \in [z,0]} \hat{\rho}^{-(k+1)} V(x_{k+i}) + \hat{\rho}^{-(k+1)} \lambda^*_k. \]

Furthermore, if \( i^*_k + 1 = 1 \) it holds that
\[ U_{k+1} = \hat{\rho}^{-(k+1)} V(x_{k+1}) \leq \hat{\rho}^{-(k+1)} (\max_{i \in [z,0]} \hat{\rho}^2 V(x_{k+i}) + \lambda^*_k) \leq \max_{i \in [z,0]} \hat{\rho}^{-(k+1)} V(x_{k+i}) = U_k + \hat{\rho}^{-(k+1)} \lambda^*_k. \] (14)

Therefore, as \( U_k \leq U_k + \hat{\rho}^{-(k+1)} \lambda^*_k \) from (14) and (15) it follows that \( U_{k+1} \leq U_k + \hat{\rho}^{-(k+1)} \lambda^*_k \) for all \( k \in \mathbb{Z}_+. \)

Applying this inequality recursively yields
\[ U_k \leq U_0 + \sum_{i=0}^{k-1} \hat{\rho}^{-(i+1)} \lambda^*_i \]
\[ \leq \max_{i \in [z,0]} V(x_i) + \sum_{i=0}^{k-1} \hat{\rho}^{-(i+1)} \lambda^*_i, \quad \forall k \in \mathbb{Z}_+. \] (16)

By (13) and (16) we obtain
\[ V(x_k) \leq \hat{\rho}^k U_k \leq \hat{\rho}^k \max_{i \in [z,0]} V(x_i) + \hat{\rho}^{-1} \sum_{i=0}^{k-1} \hat{\rho}^{-i} \lambda^*_i, \] (17)

for all \( k \in \mathbb{Z}_+. \) Next, from (4), (17) and the inequality \( \alpha_1^{-1}(y + z) \leq \alpha_1^{-1}(2 \max\{y, z\}) \leq \alpha_1^{-1}(2y) + \alpha_1^{-1}(2z) \) it follows that
\[ \|x_k\| \leq \alpha_1^{-1}(2 \hat{\rho}^k \max_{i \in [z,0]} \alpha_2(x_i)) + \alpha_1^{-1}(2 \hat{\rho}^{-1} \sum_{i=0}^{k-1} \hat{\rho}^{-i} \lambda^*_i), \]

where \( \alpha_1^{-1} \in \mathcal{K}_\infty. \) As \( \hat{\rho} \in \mathbb{R}_{[0,1]} \) this yields
\[ \lim_{k \to \infty} \|x_k\| \leq \lim_{k \to \infty} \alpha_1^{-1}(2 \hat{\rho}^k \max_{i \in [z,0]} \alpha_2(x_i)) + \lim_{k \to \infty} \alpha_1^{-1}(2 \hat{\rho}^{-1} \sum_{i=0}^{k-1} \hat{\rho}^{-i} \lambda^*_i), \] (18)

where the second term in the above sum vanishes by Lemma III.3. Observing that (18) holds for all \( x_{k+1} \in \phi_{\Sigma}(x_k, \pi(x_k, u_{k-1}), u_{k-1}) \) and all \( k \in \mathbb{Z}_+ \) establishes attractivity.

Attractivity of the origin for system (12) further implies that all state trajectories \( x_k \) reach the set \( V_i \) in finite time. Hence, there exists a \( j(x_0) \in \mathbb{Z}_+ \) such that \( V(\cdot) \) is a (local) CLRF for the system (12) for all \( k \in \mathbb{Z}_{\geq 0} \).

By augmenting Problem III.1 with constraint (19) the property \( \lim_{k \to \infty} \lambda^*_k = 0 \) is thus guaranteed, which is sufficient for attractivity. Notice that constraint (19) is not active for the first \( N \) discrete-time instants, and then \( \lambda_k \) can take any value in \( \mathbb{R}_{[0,M]} \). Then, starting with \( k = N \) it provides a monotonically decreasing upper bound \( M_k \) which allows \( \lambda_k \) to take any value in \( \mathbb{R}_{[0,M_k]} \) for all \( k \in \mathbb{Z}_{\geq N} \). Obviously, if \( M_k = 0 \) for some \( k \), which happens if \( \lambda^*_j = 0 \) for all \( j \in \mathbb{Z} \), constraint (19) is equivalent to \( \lambda_k = 0 \), which is always feasible within \( V_i \).

However, in real-life applications, where noise is present, or in case of reference tracking, the constraint (19) can become unfeasible. To maintain feasibility it suffices to re-initialize the algorithm, i.e. to discard (19) for the next \( N \) discrete-time instants, as it is done initially.

IV. LARGE DELAYS AND PACKET DROPOUTS

Consider, without loss of generality, the maximum delay \( \bar{\tau}_{\text{large}} = (T + v)T_s \), where \( T \in \mathbb{Z}_{\geq 1} \) and \( v \in \mathbb{R}_{[0,1]} \). From here on we assume that if a control input that was generated previously to the active input arrives, then this older input is ignored. Assuming that \( u_k = \psi_k \) for all \( k \in \mathbb{Z}_1 \) with \( \psi_1 \in \mathbb{R}_{[-T_1-1,1]} \) some predetermined vector and assuming that \( \tau_k \in \mathbb{R}_{[0,\bar{\tau}_{\text{large}}]} \) for all \( k \in \mathbb{Z}_+ \), (7) becomes
\[ x_{k+1} = (\hat{\rho} x_k + B_d u_k + \Delta_0(\tau_k) (u_{k-1} - u_k) + \Delta_1(\tau_k) ) x_k + \Delta_2(\tau_k) (u_{k-1} - u_k - T_1 - u_{k-1}), \] (20)

with
\[ \Delta_0(\tau_k) := \int_0^{\tau_k} e^{A(\tau_s - \theta)} dB_c \] (where \( T_s \leq \tau_k \leq 0 < \tau_k - i T_s < 0 < \tau_k - i T_s < \Delta T_1(\tau_k) (u_{k-1} - u_k - T_1 - u_{k-1}) \)
\[ \Delta_1(\tau_k) := 0 \text{ if } \tau_{k-j} \leq \tau_k - i (j-1) T_s, \] for all \( j \leq i \), i.e. a newer control update arrives before \( u_{k-i} \) arrives and thus \( u_{k-i} \) is ignored.
Remark IV.1 Allowing for a maximal delay $\tau_{\text{large}} = (1 + \nu)T_s$ is similar to allowing for a maximal delay $\tau = \nu T_s$ and the possibility of one consecutive data packet dropout. When $\tau_k < \tau_{k-1} - T_s$, the input signal generated at time $k - 1$ arrives after the signal generated at time $k$ and is therefore ignored. Thus, allowing for delays larger than the sampling period takes implicitly into account the possibility of a limited amount of data packet dropout.

Next, we show how the method proposed in this paper can be rendered computationally tractable for delays larger than the sampling period. For any $\chi \in \mathbb{R}_{[0,T_s]}$, let $\Delta^\chi$ be defined as $\Delta^\chi$ in (8), such that $\Delta(\tau_k) \in \Delta^\chi$ for all $\tau_k \in \mathbb{R}_{[0,T]}$. As $\Delta_i(\tau_k) \in \Delta^T_{\tau}$ for all $i \in \mathbb{Z}_{[0,T_s]}$, and $\Delta(\tau_k) \in \Delta^{\nu T_s}$, we obtain that (20) is equivalent to

$$x_{k+1} \in \hat{\phi}(x_k, u_k, u_{k-1}), \quad \forall k \in \mathbb{Z}_+,$$

where

$$\hat{\phi}(x_k, u_k, u_{k-1}) := \{ A_d x_k + B_d u_k + E_\Delta (u_{k-1} - u_k) + v | E_\Delta \in \Delta^\tau, v \in S_k \}$$

and

$$S_k := \{ v \in \mathbb{R}^n | v \in \bigoplus_{i=1}^{\tau-1} \Delta^T_{\tau}(u_{k-1-i} - u_{k-i}) \} \oplus \Delta^{\nu T_s}(u_{k-1-\tau} - u_{k-\tau}) \}.$$

Observe that the input vectors $u_{k-i}$ are known at time $k \in \mathbb{Z}_+$ for all $i \in \mathbb{Z}_{\geq 1}$. The complexity of Problem III.1, i.e. imposing the conditions (11), is in practice mainly determined by the complexity of the polytopic set $S_k$. Computing $S_k$ at every discrete-time instant can be performed efficiently via existing tools for calculating Minkowski additions [14]. Moreover, recent research [15] has led to much faster algorithms for performing Minkowski additions.

As the number of vertices spanning a polytope resulting from a Minkowski addition is likely to be much smaller than all possible combinations of vertices spanning the original polytopes, this can lead to a major reduction in complexity of Problem III.1. However, determining an exact upper bound on the number of vertices spanning a polytope resulting from a Minkowski addition is a non-trivial problem that has recently attracted much interest [16], [17]. Next, we show a result that illustrates the reduction in generators that can be achieved by a Minkowski addition.

Lemma IV.2 Consider the set $S_k$ when $m = 1$, i.e. the system has a single input. Then $f_0(S_k) \leq f_0(\Delta^T_s)^2 f_0(\Delta^{\nu T_s})$ for all $k \in \mathbb{Z}_+$.

Proof: We use the fact that the Minkowski addition is associative, commutative and for polytopes satisfies [18] the property that $\lambda P \oplus \mu P = (\lambda + \mu)P$ for all $\lambda, \mu \in \mathbb{R}$ and $\lambda \mu \geq 0$, to obtain

$$S_k = \Delta^T_s \sigma_+ \oplus (-\Delta^T_s) \sigma_- \oplus \Delta^{\nu T_s}(u_{k-1-\tau} - u_{k-\tau}),$$

where $\sigma_+ := \sum_{i \in f_+} |u_{k-i-1} - u_{k-i}|$, $\sigma_- := \sum_{i \in f_-} |u_{k-i-1} - u_{k-i}|$, $f_+ := \{ i \in \mathbb{Z}_{[1,\tau]} | u_{k-i} > 0 \}$ and $f_- := \{ i \in \mathbb{Z}_{[1,\tau]} | u_{k-i} < 0 \}$. The trivial upper bound [17] $f_0(S_k) \leq f_0(\Delta^T_s) f_0(\Delta^T_s) f_0(\Delta^{\nu T_s})$ completes the proof.

For the more general case when $m \neq 1$ we refer the interested reader to [16], [17] and the references therein.

V. IMPLEMENTATION ISSUES

In this section we show how a local CLRF defined using infinity norms and corresponding control law can be obtained. Moreover, we briefly recall [19], [20] how the results derived above can be formulated as a single linear program (LP). For simplicity of exposition we consider the case where $\tau \leq T_s$, i.e. system (9). However, the developed techniques apply straightforwardly to system (21).

Lemma V.1 If there exist a full column-rank $P \in \mathbb{R}^{p \times n}$ for some $p \in \mathbb{Z}_{\geq n}$, and $K \in \mathbb{R}^{m \times n}$ such that

$$\left\| \begin{bmatrix} P(A_d + (B_d - \tilde{A})K) & P \Delta_i K \end{bmatrix} \begin{bmatrix} P & 0 \end{bmatrix}^{-L} \right\|_\infty \leq \rho \leq 0,$$

for all $l \in \mathbb{Z}_{[1,L]}$, then (9) in closed loop with the controller $u_k = K x_k$ is A.S and $V(x) = \|Px\|_\infty$ is a (local) CLRF for system (9).

The proof of Lemma V.1 is similar to the proof of [19], Theorem IV.2, and is therefore omitted. Matrices $P$ and $K$ can be obtained by solving a nonlinear optimization problem [19]. The largest sublevel set of $V(\cdot)$ contained in the admissible set corresponding to the feedback gain $K$ provides a set $V_T$ that satisfies the hypothesis of Theorem III.2.

Substituting the candidate CLRF in constraint (11b) yields

$$\|P(A_d x_k + B_d u_k + E_\Delta (u_{k-1} - u_k))\|_\infty \leq \max_{l \in \mathbb{Z}_{[1,\tau]}} \rho \|P x_{k-i}\|_\infty + \lambda_k,$$

where $x_k, x_{k-1}, P, u_{k-1}$ and $\rho \in \mathbb{R}_{[0,1]}$ are known and furthermore $E_\Delta \in \Delta^\tau$. Via several simple steps [20] the inequality (24) can be formulated as a single LP that can be solved online. Similar steps reduce (19) to an additional constraint for the same LP. Moreover, a cost that penalizes the one-step ahead predicted state and the control input, i.e. $J(x_k, u_k, u_{k-1}, \lambda_k) := \|Q x^+\|_\infty + \|R u_k\|_\infty + \|G \lambda_k\|_\infty$, where $x^+ \in \phi(x_k, u_k, u_{k-1})$, can be added to select a control input output of the feasible set and to improve closed-loop performance in terms of settling time. Minimization of this cost function can again be translated into a set of additional constraints for the LP, as shown in [20].

VI. AUTOMOTIVE APPLICATION EXAMPLE

We test the results derived in the previous sections on an active suspension system [21], [22] controlled over a network. The system can be described using the following
discrete-time state space model

\[
x_{k+1} = \begin{bmatrix}
0.809 & 0.009 & 0 & 0 \\
-36.93 & 0.80 & 0 & 0 \\
0.191 & -0.009 & 1 & 0.01 \\
0 & 0 & 0 & 1
\end{bmatrix}
x_k + \begin{bmatrix}
0.0005 \\
0.0935 \\
-0.005 \\
-0.01
\end{bmatrix}
u_k.
\]  
(25)

An initial condition is chosen corresponding to a large road disturbance \( x_0 = [-0.09 1.91 -0.006 0]^T \). The input signal is constrained, i.e. \( u_k \in \mathbb{R}_{[-5,5]} \). The discrete time model was derived using a sampling period \( T_s = 0.025 \)s and we assume a maximum delay of \( \bar{\tau}_{\text{large}} = 0.0375 \)s. As \( \bar{\tau}_{\text{large}} \) is smaller than \( 2T_s \), on-line computation of a Minkowski addition is not required to obtain \( S_k \). Furthermore, we used \( Q = \text{diag}(10,1,20,1) \), \( R = 0 \) and \( G = 1 \) in the cost \( J(x_k, u_k, u_{k-1}, \lambda_k) \). Using the method presented in Section V we were able to find a local CLRF for system (25) up to and including \( \bar{\tau} = 0.01 \)s. However, for larger values of \( \bar{\tau} \) this method did not lead to a feasible solution. To show the power of the receding horizon approach, we computed the following local CLF (i.e. obtained by letting \( \Delta_t = 0 \) in (23)) along with a static state feedback law for system (25) and \( \rho = 0.9 \), i.e.

\[
P = \begin{bmatrix}
84.1261 & 0.5171 & -24.8263 & 5.3504 \\
-1.1848 & 1.1690 & 9.3424 & -2.0188 \\
-5.0178 & 0.0070 & 41.0863 & -13.9880 \\
42.9517 & 0.1415 & -54.9821 & 16.1326
\end{bmatrix},
\]

\[
K = \begin{bmatrix}
114.5375 & -6.1746 & 68.3356 & -16.9713
\end{bmatrix}.
\]

The function \( V(x) = \|Px\|_\infty \) and \( \rho = 0.9 \) were used in (11b) and \( N \) was set equal to 10 in (19). Notice that for this choice of \( V(\cdot) \) feasibility of the corresponding optimization problem implies only attractivity. If \( V(\cdot) \) turns out to be a local CLRF as well, than AS is attained. Further research is focused on computation of local CLRFs defined using the infinity norm.

Simulations were performed using Matlab 7.3.0 and Simulink on a 2.66GHz Pentium 4 desktop PC. The worst case time needed for computation of the control input was smaller than 5ms, which is well below the sampling period \( T_s \). Figure 1 shows the time histories for the states and input. The frequent packet dropout and time-varying delays can be observed in Figure 2, while Figure 3 presents the time history of \( \lambda_k^* \) and of the function \( V(x_k) \). It can be seen that despite the conservative choice of the weight \( P \) in the function \( V(\cdot) \), due to the Razumikhin condition, which allows a non-monotonic behavior, and due to the additional flexibility provided by \( \lambda_k^* \), the closed-loop trajectory converges to the origin with a good performance despite severe time delays and packet dropouts. Furthermore, the simulation illustrates the benefits of using an additional relaxation on top of the Razumikhin condition, as a non-zero value for \( \lambda_k^* \) is needed to obtain a feasible solution at several time-instants. This demonstrates the effectiveness of the developed method.
VII. CONCLUSIONS

This paper was concerned with stabilization of networked control systems (NCS) affected by uncertain time-varying delays and data packet dropouts. We pointed out that such network effects are likely to affect the classical control Lyapunov function (CLF) method unfeasible. To solve this problem, we have made use of a discrete-time equivalent of a control Lyapunov-Razumikhin function (CLRF), which is allowed to be non-monotone. Then, we constructed an optimization problem to be solved on-line, in a receding horizon manner, which incorporates a CLRF-type condition as an explicit constraint. Furthermore, to deal with hard state/input constraints we have added extra flexibility to the CLRF via an auxiliary optimization variable that is minimized on-line under a limiting condition. We also proposed an effective method for dealing with delays larger than the sampling period by means of on-line Minkowski set additions. This made it possible to guarantee stability even in the presence of data packet dropouts, under certain assumptions.
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APPENDIX

Proof of Lemma III.3: Firstly, recall the standard definition of a convergent sequence [23]. An arbitrary sequence \( \{s_k\}_{k \in \mathbb{Z}_+} \) of real numbers is convergent and has the limit \( s \) if, \( \forall \varepsilon \) there exists \( N(\varepsilon) \in \mathbb{Z}_+ \) such that,

\[
|s_k - s| < \varepsilon, \quad \forall k \in \mathbb{Z}_{\geq N(\varepsilon)}.
\]  

(26)

Also, observe that the boundedness of each \( \lambda_i \geq 0 \) implies the existence of an \( M \in \mathbb{R}_+ \) such that \( \lambda_i \leq M \) for all \( i \in \mathbb{Z}_+ \). Moreover, \( \lim_{i \to \infty} \lambda_i = 0 \) implies that \( \forall \varepsilon \) there exists an \( i^*(\varepsilon) \in \mathbb{Z}_+ \) such that \( \lambda_i < m := \frac{1}{\varepsilon}(1 - \rho) \) for all \( i > i^*(\varepsilon) \). Consider now the sequence \( s_k := \sum_{i=0}^{k} \rho^{k-i} \lambda_i \) and the desired limit \( s := 0 \). Then, \( \forall \varepsilon \) and for any \( k > i^*(\varepsilon) \) it holds that

\[
|s_k - 0| = \left| \sum_{i=0}^{k} \rho^{k-i} \lambda_i \right| < \left| \sum_{i=0}^{i^*(\varepsilon)} \rho^{k-i} M + \sum_{i=i^*(\varepsilon)+1}^{k} \rho^{k-i} m \right|.
\]  

(27)

As \( (\rho^{-1} - 1) \sum_{i=0}^{i^*(\varepsilon)} \rho^{-i} = \rho^{-i^*(\varepsilon)} - 1, \) we further obtain

\[
|s_k - 0| < \left| \frac{\rho^{i^*(\varepsilon)} - \rho^{i^*(\varepsilon)+1}}{1 - \rho} M + \frac{1 - \rho^{i^*(\varepsilon)}}{1 - \rho} M \right|.
\]  

(28)

Next, \( \forall \varepsilon \) pick \( N(\varepsilon) \) such that

\[
\frac{\rho^{N(\varepsilon)} - \rho^{N(\varepsilon)+1}}{1 - \rho} M \leq \varepsilon.
\]

Then, from (28) it follows that (26) holds for all \( k \in \mathbb{Z}_{\geq N(\varepsilon)} \) with \( s = 0 \). This establishes the convergence of the series \( s_k \) to the limit \( s = 0 \), which completes the proof. 
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