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Abstract Process mining includes the automated discovery of processes from event logs. Based on observed events (e.g., activities being executed or messages being exchanged) a process model is constructed. One of the essential problems in process mining is that one cannot assume to have seen all possible behavior. At best, one has seen a representative subset. Therefore, classical synthesis techniques are not suitable as they aim at finding a model that is able to exactly reproduce the log. Existing process mining techniques try to avoid such “overfitting” by generalizing the model to allow for more behavior. This generalization is often driven by the representation language and very crude assumptions about completeness. As a result, parts of the model are “overfitting” (allow only for what has actually been observed) while other parts may be “underfitting” (allow for much more behavior without strong support for it). None of the existing techniques enables the user to control the balance between “overfitting” and “underfitting”. To address this, we propose a two-step approach. First, using a configurable approach, a transition system is constructed. Then, using the “theory of regions”, the model is synthesized. The approach has been implemented in the context of ProM and overcomes many of the limitations of traditional approaches.

1 Introduction

More and more information about processes is recorded by information systems in the form of so-called “event logs”. A wide variety of Process-Aware Information Systems (PAISs) [22] is recording excellent data on actual events taking place. Enterprise Resource Planning (ERP), WorkFlow Management (WFM), Customer Relationship Management (CRM), Supply Chain Management (SCM), and Product Data Management (PDM) systems are examples of such systems. Despite the omnipresence and richness of these event logs, most software vendors use this information for answering only relatively simple questions under the assumption that the process is fixed and known, e.g., the calculation of simple performance metrics like utilization and flow time. However, in many domains processes are evolving and people typically have an oversimplified and incorrect view of the actual business processes. Therefore, process mining techniques attempt to extract non-trivial and useful information from event logs. One aspect of process mining is control-flow discovery, i.e., automatically constructing a process model (e.g., a Petri net) describing the causal dependencies between activities [7,8,12,16,20,21,40]. The basic idea of control-flow discovery is very simple: given an event log...
containing a set of traces, automatically construct a suitable process model “describing the behavior” seen in the log. Algorithms such as the $\alpha$-algorithm [7] construct a process model (in this case a Petri net) based on the identification of characteristic patterns in the event log, e.g., one activity always follows another activity.

Research on process mining started by analyzing the logs of WFM systems [7, 8]. These systems have typically excellent logging facilities that allow for a wide variety of process mining techniques. However, discovering the control-flow in such systems is less interesting because the process is controlled based on an already known process model. Moreover, WFM systems are just one type of systems in a broad spectrum of systems recording events. To illustrate this, we provide some examples of processes in non-workflow environments that are being recorded today:

– For many years, hospitals have been working towards a comprehensive Electronic Patient Record (EPR), i.e., information about the health history of a patient, including all past and present health conditions, illnesses, and treatments. Although there are still many problems that need to be resolved (mainly of a non-technical nature), many people forget that most of this information is already present in today’s hospital information systems. For example, by Dutch law all hospitals need to record the diagnosis and treatment steps at the level of individual patients in order to receive payment. This so-called “Diagnose Behandeling Combinatie” (DBC) forces hospitals to record all kinds of events.

– Today, many organizations are moving towards a Service-Oriented Architecture (SOA). A SOA is essentially a collection of services that communicate with each other. The communication can involve either simple data passing or it could involve two or more services coordinating some activity. Here, technologies and standards such as SOAP, WSDL, and BPEL are used. It is relatively easy to listen in on the message exchange between services. This results in massive amounts of relevant information that can be recorded.

– Increasingly, professional high-tech systems such as high-end copiers, complex medical equipment, lithography systems, automated production systems, etc. record events which allow for the monitoring of these systems. These raw event logs can be distributed via the internet allowing for both real-time and off-line analysis. This information is valuable for (preventive) maintenance, monitoring user adoption, etc.

– Software development processes are supported by tools that record events related to software artifacts. For example, Software Configuration Management (SCM) systems such as CVS, Subversion, SourceSafe, Clear Case, etc. record the events corresponding to the commits of documents. The analysis of such information may help to get more grip on the (often chaotic) development processes.

– Other examples can be found in the classical administrative systems of large organizations using, e.g., ERP, CRM, and PDM software. Consider for example processes in banks, insurance companies, local governments, etc. Here most activities are recorded in some form.

These examples illustrate that one can find a variety of event logs in today’s PAISs. However, in most cases real processes are not as simple and structured as the processes typically supported by WFM systems. Most process mining algorithms produce spaghetti-like diagrams that do not correspond to valid process models (e.g., the models have deadlocks, etc.) and that do not provide useful insights.

We have applied process mining in all of the areas mentioned above, e.g., our tool ProM has been applied in several hospitals (AMC and Catherina hospitals), banks (ING), high-tech system manufacturers (ASML and Philips Medical Systems), software repositories for open-source projects, several municipalities (Heusden, Alkmaar, etc.), etc. These experiences show that the main problem is finding a balance between “overfitting” and “underfitting”. Some algorithms have a tendency to “underfit”, i.e., the discovered model allows for much more behavior than actually recorded in the log. The reason for such over-generalizing is often the representation used and a coarse completeness notion. Other algorithms have a tendency to “overfit” the model. Classical synthesis approaches such as the “theory of regions” aim at a model that is able to exactly reproduce the log. Therefore, the model is merely another representation of the log without deriving any new knowledge.

We aim at creating a balance between “overfitting” and “underfitting”, therefore, we elaborate on these two notions. Let $L$ be a log and $M$ be a model.

– $M$ is overfitting $L$ if $M$ does not generalize and is sensitive to particularities in $L$. In an extreme case, $M$ could merely be a representation of the log without any inference. A mining algorithm is producing overfitting models if the removal or addition of a small percentage of the process instances in $L$ would lead to a remarkably different model. In a complex process with many possible paths, most process instances will follow a path not taken by other instances in the same period. Therefore, it is undesirable to construct a model that allows only for the paths that happened to be present in the log as this is only a fraction of all possible paths. If one knows that only a fraction of the possible event sequences are in the log, the only way to avoid overfitting is to generalize and have a model $M$ that allows for more behavior than recorded in $L$.
M is underfitting L if M allows for “too much behavior” that is not supported by L. This is also referred to as “overgeneralization”. It is very easy to construct a model that allows for the behavior seen in the log but also completely different behavior. For example, assume a log L consisting of 1,000 cases. For each case A is followed by B and there are no cases where B is followed by A. Obviously, one could derive a causal dependency between A and B. However, one could also create a model M where A and B are in parallel. The latter would not be “wrong” in the sense that the behavior seen in the log is possible according to the model. However, it is very unlikely and therefore one could argue that M is underfitting L.

To illustrate the problem between overfitting and underfitting, consider some process in a hospital. When observing such a process over a period of years it is very likely that every individual patient follows a “unique process”, i.e., seen from the viewpoint of a particular patient it is very unlikely that there is another patient that has exactly the same sequence of events. Therefore, it does not make sense to assume that the event log contains all possible paths a particular case can take. In fact, it is very likely that the next patient will have a sequence of events different from all earlier patients. Therefore, one cannot assume that an event log is “complete” and one is forced to generalize to avoid overfitting. However, at the same time underfitting (“anything is possible”) should be avoided.

This paper will present a new type of process discovery which uses a two-step approach: (1) we generate a transition system that is used as an intermediate representation and (2) based on this we obtain a Petri net constructed through regions [9,10,14,15,23] as a final representation. Transition systems are the most basic representation of processes, but even simple processes tend to have many states (cf. “state explosion” problem in verification). However, using the “theory of regions” and tools like Petrify [15], transition systems can be “folded” into more compact representations, e.g., Petri nets [17,34]. Especially transition systems with a lot of concurrency (assuming interleaving semantics) can be reduced dramatically through the folding of states into regions, e.g., transition systems with hundreds or even thousands of states can be mapped onto compact Petri nets. However, before using regions to fold transition systems into Petri nets, we first need to derive a transition system from an event log. This paper shows that this can be done in several ways enabling a repertoire of process discovery approaches. Different strategies for generating transition systems are possible depending on the desired degree of generalization, i.e., we will show that while constructing the transition system it is possible to control the degree and nature of generalization and thus allow the analyst to balance between “overfitting” and “underfitting”.

The two-step approach presented in this paper has been implemented in ProM (http://www.processmining.org). ProM serves as a testbed for our process mining research [2]. For the second step of our approach ProM calls Petrify [15] to synthesize the Petri net.

The remainder of this paper is organized as follows. Related work is discussed in Sect. 2. Section 3 provides an overview of process mining and discusses problems related to process discovery. Section 4 introduces the approach by using a real-life example. The first step of our approach is presented in Sect. 5. Here it is shown that there are various ways to construct a transition system based on a log. This results in a family of process mining techniques that assist in finding the balance between “overfitting” and “underfitting”. The second step where the transition system is transformed into a Petri net is presented in Sect. 6. Section 7 describes the implementation, evaluation, and application of our two-step approach. Section 8 concludes the paper.

2 Related work

Since the mid-nineties several groups have been working on techniques for process mining [7,4,8,12,16,20,21,40], i.e., discovering process models based on observed events. In [6] an overview is given of the early work in this domain. The idea to apply process mining in the context of workflow management systems was introduced in [8]. In parallel, Datta [16] looked at the discovery of business process models. Cook et al. investigated similar issues in the context of software engineering processes [12]. Herbst [26] was one of the first to tackle more complicated processes, e.g., processes containing duplicate tasks.

Most of the classical approaches have problems dealing with concurrency. The α-algorithm [7] is an example of a simple technique that takes concurrency as a starting point. However, this simple algorithm has problems dealing with complicated routing constructs and noise (like most of the other approaches described in literature). In [20,21] a more robust but less precise approach is presented.

In this paper we do not consider issues such as noise (cf. Sect. 3.3). Heuristics [40] or genetic algorithms [3,31] have been proposed to deal with issues such as noise. It appears that some of the ideas presented in [40] can be combined with other approaches, including the one presented in this paper.

The second step in our approach uses the “theory of regions”. In our approach we use the so-called state-based regions as defined in [9,10,14,15,23]. This way, transition systems can be mapped onto Petri nets using synthesis. Initially, the theory could be applied only to a restricted set of transition systems. However, over time the approach has been extended to allow for the synthesis from any finite transition system. In this paper, we use Petrify [13] for this.
purpose. The idea to use regions has been mentioned in several papers. However, only recently people have been applying state-based regions to process mining [28]. It is important to note that the focus of regions has been on the synthesis of models exactly reproducing the observed behavior (i.e., the transition system). An important difference with our work is that we try to generalize and deduce models that allow for more behavior, i.e., our approach supports the balancing between “overfitting” and “underfitting”. In our view, this is the most important challenge in process mining research.

Recently, some work on language-based regions theory appeared [11,29,30,42]. In [11,42] it is shown how this can be applied to process mining. These approaches are very interesting and directly construct a Petri net. They are not building an intermediate transition system. This has advantages, e.g., in terms of efficiency, but also disadvantages because the approach is less configurable.

Process mining can be seen in the broader context of Business Process Intelligence (BPI) and Business Activity Monitoring (BAM). In [24,38] a BPI toolset on top of HP’s Process Manager is described. The BPI toolset includes a so-called “BPI Process Mining Engine”. In zur Muehlen [33] describes the PISA tool which can be used to extract performance metrics from workflow logs. Similar diagnostics are provided by the ARIS Process Performance Manager (PPM) [27]. The tool is commercially available and a customized version of PPM is the Staffware Process Monitor (SPM) [39] which is tailored towards mining Staffware logs. It should be noted that BPI tools typically do not allow for process discovery and offer relatively simple performance analysis tools that depend on a correct a-priori process model. One of the few commercial tools that supports process mining is the BPMsuite of Pallas Athena. This tool is using the ideas behind ProM and integrates this into a BPM product.

An earlier version of this paper appeared as a technical report [5]. Here additional examples are shown and the role of data/documents for state construction is discussed in more detail.

3 Process mining

This section introduces the concept of process mining and provides examples of issues related to control-flow discovery. It also discusses requirements such as the need to produce correct models and to balance between models that are too specific or too generic.

3.1 Overview of process mining

As indicated in the introduction, today’s information systems are recording events in so-called event logs. The goal of process mining is to extract information on the process from these logs, i.e., process mining describes a family of a-posteriori analysis techniques exploiting the information recorded in the event logs. Typically, these approaches assume that it is possible to sequentially record events such that each event refers to an activity (i.e., a well-defined step in the process) and is related to a particular case (i.e., a process instance). Furthermore, some mining techniques use additional information such as the performer or originator of the event (i.e., the person/resource executing or initiating the activity), the timestamp of the event, or data elements recorded with the event (e.g., the size of an order).

Process mining addresses the problem that most organizations have very limited information about what is actually happening in their organization. In practice, there is often a significant gap between what is prescribed or supposed to happen, and what actually happens. Only a concise assessment of the organizational reality, which process mining strives to deliver, can help in verifying process models, and ultimately be used in a process redesign effort.

The idea of process mining is to discover, monitor and improve real processes (i.e., not assumed processes) by extracting knowledge from event logs. We consider three basic types of process mining (Fig. 1):

- **Discovery**. There is no a-priori model, i.e., based on an event log some model is constructed. For example, using the α-algorithm [7] a process model can be discovered based on low-level events.
- **Conformance**. There is an a-priori model. This model is used to check if reality, as recorded in the log, conforms to the model and vice versa. For example, there may be a process model indicating that purchase orders of more than one million Euro require two checks. Another example is the checking of the four-eyes principle. Conformance checking may be used to detect deviations, to locate and explain these deviations, and to measure the severity of these deviations. As an example consider the
conformance checking algorithms described in Rozinat and van der Aalst [37].

— Extension. There is an a-priori model. This model is extended with a new aspect or perspective, i.e., the goal is not to check conformance but to enrich the model. An example is the extension of a process model with performance data, i.e., some a-priori process model is used on which bottlenecks are projected. Another example is the decision mining algorithm described in Rozinat and van der Aalst [36] that extends a given process model with conditions for each decision.

Today, process mining tools are becoming available and are being integrated into larger systems. The ProM framework [2] provides an extensive set of analysis techniques which can be applied to real process enactments while covering the whole spectrum depicted in Fig. 1. ARIS PPM was one of the first commercial tools to offer some support for process mining. Using ARIS PPM, one can extract performance information and social networks. Also some primitive form of process discovery is supported. However, ARIS PPM still requires some a-priori modeling. The BPM suite of Pallas Athena was the first commercial tool to support process discovery without a-priori modeling. Although the above tools can already be applied to real-life processes, it remains a challenge to extract suitable process models from event logs.

3.2 Control-flow discovery

The focus of this paper is on control-flow discovery, i.e., extracting a process model from an event log. The event logs of various systems may look very different. Some systems log a lot of information while other systems provide only very basic information. In fact, in many cases one needs to extract event logs from different sources and merge them. Tools such as our ProM Import Framework allows developers to quickly implement plug-ins that can be used to extract information from a variety of systems and convert this into the so-called MXML format [25]. MXML encompasses timestamps (when the event took place), originators (which person or software component executed the corresponding activity), transactional data, case data, etc. Most of this information is optional, i.e., if it is there, it can be used for process mining, but it is not necessary for control-flow discovery. The only requirement that we assume in this paper is that any event needs to be linked to a case (process instance) and an activity. Assuming that only this information is available, an event is described by a pair (c, a) where c refers to the case and a refers to the activity. In process mining, one typically abstracts from dependencies between cases. Hence, we assume that each case is executed independently from other cases, i.e., the routing of one case does not depend on the routing of other cases (although they may compete for the same resources). As a result, we can focus on the ordering of activities within individual cases. Therefore, a single case $\sigma$ can be represented as a sequence of activities, i.e., a trace $\sigma \in A^*$ where $A$ is the set of activities. Consequently, a log can be seen as a collection of traces (i.e., $L \subseteq A^*$).

Figure 2 shows an example of a log and the corresponding process model discovered using the $\alpha$-algorithm [7]. It is easy to see that the Petri net is able to reproduce the log, i.e., there is a good fit between the log and the discovered process model. Note that the $\alpha$-algorithm is a very simple algorithm. Unfortunately, like many other algorithms, it has several limitations (cf. Sect. 2).

As mentioned earlier, existing process mining algorithms for control-flow discovery typically have several problems. Using the example shown in Fig. 2, we can discuss these problems in a bit more detail.

The first problem is that many algorithms have problems with complex control-flow constructs. For example, the choice between the concurrent execution of B and C or the execution of just E shown in Fig. 2 cannot be handled by many algorithms. Most algorithms do not allow for so-called “non-free-choice constructs” where concurrency and choice meet. The concept of free-choice nets is well-defined in the Petri net domain [17]. However, in reality processes tend to be non-free-choice. In the example of Fig. 2, the $\alpha$-algorithm is able to deal with the non-free-choice construct. However, it is easy to think of a non-free-choice process that cannot be discovered by the $\alpha$-algorithm. The non-free-choice construct is just one of many constructs that existing process mining algorithms have problems with. Other examples are arbitrary nested loops, unbalanced splits and joins, partial synchronization, etc. In this context it is important to note that process mining is, by definition, restricted by the expressive power of the target language, i.e., if a simple or highly informal language is used, process mining is destined to produce less relevant or over-simplified results.

The second problem is the fact that most algorithms have problems with duplicates. The same activity may appear at different places in the process or different activities may

\footnote{In this paper, we assume that the reader has a basic understanding of Petri nets, cf. [17,19,34].}
be recorded in an indistinguishable manner. Consider for example Fig. 2 and assume that activities $A$ and $D$ are both recorded as $X$ (or, equivalently, assume that $A$ and $D$ are both replaced by activity $X$). Hence the trace $ABCD$ in the original model is recorded as $XBCX$. Most algorithms will try to map the first and the second $X$ onto the same activity. In some cases this make sense, e.g., to create loops. However, if the two occurrences of $X$ (i.e., $A$ and $D$) really play a different role in the process, then algorithms that are unable to separate them will run into all kinds of problems, e.g., the model becomes more difficult or incorrect. Since the duplicate activities have the same “footprint” in the log, most algorithms map these different activities onto a single activity thus making the model incorrect or counter-intuitive.

The third problem is that many algorithms have a tendency to generate inconsistent models. Note that here we do not refer to the relation between the log and the model but to the internal consistency of the model by itself. For example, the $\alpha$-algorithm may yield models that have deadlocks or livelocks when the log shows certain types of behavior. When using Petri nets as a model to represent processes, an obvious choice is to require the model to be sound [1]. Soundness implies that for any case: (1) the model can potentially terminate from any reachable state (option to complete), (2) that the model has no dead parts, and (3) that no tokens are left behind (proper completion). See [1,7] for details.

The fourth and last problem described here is probably the most important problem: existing algorithms have problems balancing between “overfitting” and “underfitting”. Overfitting is the problem that a very specific model is generated while it is obvious that the log only holds example behavior, i.e., the model explains the particular sample log but a next sample log of the same process may produce a completely different process model. Underfitting is the problem that the model over-generalizes the example behavior in the log, i.e., the model allows for very different behaviors from what was seen in the log. The problem of balancing between “overfitting” and “underfitting” is related to the notion of completeness assumed. This will be discussed in more detail in the next subsection.

The four problems just mentioned illustrate the need for more powerful algorithms. See also [32] for a more elaborate discussion on these and other challenges in control-flow discovery.

### 3.3 Notions of completeness

When it comes to process mining the notion of completeness is very important. Like in any data mining or machine learning context one cannot assume to have seen all possibilities in the “training material” (i.e., the event log at hand). In Fig. 2, the set of possible traces found in the log is exactly the same as the set of possible traces in the model, i.e., $\{ABCD, ACBD, AED\}$. In general, this is not the case. For example, the trace $ABECD$ may be possible but did not (yet) occur in the log.

To define the concept of completeness assume that there is a model correctly describing the process being observed. Let $L$ be the set of traces in some event log and $L_M$ the set of all traces possible according to the model. Clearly, $L \subseteq L_M$. If $L = L_M$, the log is trivially complete. However, as indicated above one can never assume $L = L_M$ because, typically, $|L|$ is much smaller than $|L_M|$. For a model with lots of choices and concurrency $|L|$ is only a fraction of $|L_M|$. Therefore, it makes no sense to define completeness as $|L|/|L_M|$. Therefore, other criteria are needed to describe how “complete” a log is. For example, the $\alpha$-algorithm [7] assumes that the log is “locally complete”, i.e., if there are two activities $X$ and $Y$, and $X$ can be directly followed by $Y$ this should be observed in the log. Other completeness notions are possible and based on these notions one can reason about the correctness of a mining algorithm [7].

To illustrate the relevance of completeness, consider 10 tasks which can be executed in parallel. The total number of interleavings is $10! = 3,628,800$ (i.e., $|L_M| = 3,628,800$). It is probably not realistic that each interleaving is present in the log, since typically $|L| << |L_M|$. Moreover, even if $|L|$ and $|L_M|$ are of the same order of magnitude, it is still very unlikely that $L = L_M$. To motivate this consider the following analogy. In a group of 365 people it is very unlikely that everyone has a different birthdate ($365! / 365^{365}$, i.e., a probability of approximately $1.45 \times 10^{-157}$). Similarly, it is unlikely that all possible traces will occur for a given process of some complexity. However, for local completeness as assumed by the $\alpha$-algorithm [7] only $10(10 - 1) = 90$ different observations are needed (rather than $10!$).

Completeness is closely linked to the notions of overfitting and underfitting mentioned earlier. It is also linked to Occam’s Razor, a principle attributed to the fourteenth century English logician William of Ockham. The principle states that “one should not increase, beyond what is necessary, the number of entities required to explain anything”, to look for the “simplest model” that can explain what is in the log. Using this principle different algorithms assume different notions of completeness.

Process mining algorithms needs to strike a balance between “overfitting” and “underfitting”. A model is overfitting if it does not generalize and only allows for the exact behavior recorded in the log. This means that the corresponding mining technique assumes a very strong notion of completeness: “If the sequence is not in the event log, it is not possible”. An underfitting model over-generalizes the things seen in the log, i.e., it allows for more behavior even when there are no indications in the log that suggest this additional behavior. An example is shown in Fig. 3. This so-called “flower Petri net” allows for any sequence starting with $start$
Fig. 3 The so-called “flower Petri net” allowing for any log containing A, B, C, D, and E

Fig. 4 Two logs and two models illustrating issues related to completeness (i.e., “overfitting” and “underfitting”)

and ending with end and containing any ordering of activities A, B, C, D, and E in between. Clearly, this model allows for the set of traces \{ABCD, ACBD, AED\} (without the added start and end activities) but also many more, e.g., DDAA, without much evidence that they should be possible.

Let us now consider another example showing that it is difficult to balance between being too general and too specific. Figure 4 shows two event logs and two models. Both logs are possible according to the model shown in (d), i.e., model (d) may have produced logs (a) and (b). However, log (b) is not possible according to the model shown in (c) because this model does not allow for ACE and BCD present in log (b). Clearly, (c) seems to be a suitable model for (a), and (d) seems to be a suitable model for (b). However, the question is whether (d) is also a suitable model for (a). If the log consists of just two cases ACD and BCE, then there is no reason to argue why (d) would not be a suitable model [although (d) allows for more behavior]. However, if there are 100 cases following ACD and 100 cases BCE, then it is difficult to justify (d) as a suitable model. It would be very unlikely that ACE and BCD never occurred in one of the 200 cases and hence (c) seems more appropriate.

Figure 4 shows that there is a delicate balance and that it is non-trivial to compare logs and process models. In [35, 37] notions such as fitness and appropriateness have been quantified. An event log and Petri net “fit” if the Petri net can generate each trace in the log. In other words: the Petri net should be able to “parse” (i.e., reproduce) every activity sequence observed. In [35, 37] it is shown that it is possible to quantify fitness as a measure between 0 and 1. The intuitive meaning is that a fitness close to 1 means that all observed events can be explained by the model. However, the precise meaning is more involved since tokens can remain in the net and not all transactions in the model need to be logged [35, 37]. Unfortunately, a good fitness alone does not imply that the model is indeed suitable, e.g., it is easy to construct Petri nets that are able to reproduce any event log (cf. the “flower model” in Fig. 3). Although such Petri nets have a fitness of 1, they do not provide meaningful information. Therefore, in [35] a second dimension is introduced: appropriateness. Appropriateness tries to answer the following question: “Does the model describe the observed process in a concise way?”. This notion can be evaluated from both a structural and a behavioral perspective. In [35] it is shown that a “good” process model should somehow be minimal in structure to clearly reflect the described behavior, referred to as structural appropriateness, and minimal in behavior in order to represent as closely as possible what actually takes place, which will be called behavioral appropriateness. The ProM conformance checker supports both the notion of fitness and various notions of appropriateness, i.e., for a given log and a given model it computes the different metrics.

Although there are different ways to quantify notions such as fitness and appropriateness, it is difficult to agree on the definition of an “optimal model”. What is optimal seems to depend on the intended purpose and even given a clear metric there may be many models having the same score. Since there is not “one size fits all”, it is important to have algorithms that can be tuned to specific applications. Therefore, we present an approach that allows for different strategies enabling different interpretations of completeness to avoid overfitting and underfitting.

Linked to notions such as completeness, overfitting, and underfitting is the issue of noise. The log may contain traces that one would like to refer to as noise, e.g., incorrectly logged events (i.e., the log does not reflect reality) and exceptions (i.e., sequences of events corresponding to “abnormal behavior”). The fact that a particular trace of events is observed and containing any ordering of activities A, B, C, D, and E in between. Clearly, this model allows for the set of traces \{ABCD, ACBD, AED\} (without the added start and end activities) but also many more, e.g., DDAA, without much evidence that they should be possible.

Let us now consider another example showing that it is difficult to balance between being too general and too specific. Figure 4 shows two event logs and two models. Both logs are possible according to the model shown in (d), i.e., model (d) may have produced logs (a) and (b). However, log (b) is not possible according to the model shown in (c) because this model does not allow for ACE and BCD present in log (b). Clearly, (c) seems to be a suitable model for (a), and (d) seems to be a suitable model for (b). However, the question is whether (d) is also a suitable model for (a). If the log consists of just two cases ACD and BCE, then there is no reason to argue why (d) would not be a suitable model [although (d) allows for more behavior]. However, if there are 100 cases following ACD and 100 cases BCE, then it is difficult to justify (d) as a suitable model. It would be very unlikely that ACE and BCD never occurred in one of the 200 cases and hence (c) seems more appropriate.

Figure 4 shows that there is a delicate balance and that it is non-trivial to compare logs and process models. In [35, 37] notions such as fitness and appropriateness have been quantified. An event log and Petri net “fit” if the Petri net can...
Fig. 5 Two models discovered using an event log of the Municipality of Heusden. Although both models are based on the same log and provide information on the same set of activities, they are very different. The "spaghetti-like model" is clearly overfitting, difficult to interpret, and, therefore, not very useful. The smaller model is obtained after applying one of the abstractions proposed in this paper. This more simple model provides better insights.

4 Approach

In the previous section, we used rather academic examples to illustrate issues related to completeness and the need to balance between overfitting and underfitting. However, it is important to realize that these issues are of the utmost importance when applying process mining in a real-life setting. We have been applying process mining in a wide variety of organizations and were often confronted with spaghetti-like models when applying classical process mining approaches. These models where typically the result of overfitting, i.e., the models were a correct reflection of reality, but not very useful.

To illustrate this we show some results based on an event log of the Municipality of Heusden. The event log is based on the process “Bezwaar WOZ”. This process handles objections (i.e., appeals) against the real-estate property valuation or the real-estate property tax. We used an event log with data on 1982 objections handled by the Municipality of Heusden. The log contains 12,726 events. Because the actual activity names are not relevant for our discussion here (and because of reasons of confidentiality), we anonymized the process and replaced names by letters.

Figure 5 shows two Petri nets. The spaghetti-like model was obtained by applying a simple process mining algorithm where it is assumed that the state of a case is determined by the sequence of activities that have taken place. The Petri net is able to reproduce the event log, i.e., all observed traces can be reproduced and the model does not allow for any traces not present in the original event log. So the model is definitely “correct” but not very useful as it does not give much insight into the Municipality’s appeal process. The second (smaller) Petri net was obtained using the same log. However, it uses the abstraction that the state of a case is determined by only the last activity that has taken place (if any). This simpler Petri net is able to reproduce the event log, i.e., all observed traces can be generated by the net. However, the model also allows for traces not present in the original log.

It should be noted that both models in Fig. 5 provide information on identical sets of activities, i.e., the scope is not
changed. Both models are able to reproduce the initial log and no noise or infrequent behavior has been removed in the smaller model.

Figure 5 convincingly shows the need for abstraction. Although existing process mining techniques are using some form of abstraction, the level and nature of the abstraction cannot be controlled or adapted. Therefore, we propose a two step approach:

– In the first step (Sect. 5), we construct a transition system. While constructing the transition system we can choose from various abstractions. We will identify five abstractions, including the one used to simplify the model in Fig. 5. Moreover, as we will show, the set of abstractions can be easily extended.

– In the second step (Sect. 6), we transform the transition system into a process model. This step is needed because the transition system is not able to show concurrency and parallel branches typically result in an explosion of states making the transition system unreadable. Hence, the goal of the second step is to provide a compact representation of the selected behavior. In our approach we are generating a Petri net using the theory of regions, but in principle any representation with AND/XOR-splits/joins could be used.

Note that the first step is mainly concerned with abstraction, while the second step is mainly concerned with representation issues. In the remainder, we present the two steps in detail.

5 Constructing a transition system (Step 1)

After introducing the concept of control-flow discovery and discussing the problems of existing approaches, we can now explain the first step of our approach. An important quality of the first step is that, unlike existing approaches, it can be tuned towards the application. Depending on the desired properties of the model and the characteristics of the log, the algorithm can be tuned to provide a more suitable model.

5.1 Preliminaries

To explain the different strategies for constructing transition systems from event logs, we need the following notations.

\[ f : A \rightarrow B \] is a function with domain \( A \) and range \( B \).

\[ f : A \nrightarrow B \] is a partial function, i.e., the domain of \( f \) may be a subset of \( A \).

A multi-set (also referred to as bag) is like a set where each element may occur multiple times. For example, \( \{a, b^2, c^3, d\} \) is the multiset with seven elements: one \( a \), two \( b \)'s, three \( c \)'s, and one \( d \).

\( \mathbb{B}(A) = A \rightarrow \mathbb{N} \) is the set of multi-sets (bags) over a finite domain \( A \), i.e., \( X \in \mathbb{B}(A) \) is a multi-set, where for each \( a \in A : X(a) \) denotes the number of times \( a \) is included in the multi-set. For example, if \( X = \{a, b^2, c^3, d\} \), then \( X(b) = 2 \) and \( X(e) = 0 \). The sum of two multi-sets \( (X+Y) \), the difference \( (X-Y) \), the presence of an element in a multi-set \( (x \in X) \), and the notion of subset \( (X \subseteq Y) \) are defined in a straightforward way. For example, \( \{a, b^2, c^3, d\} + \{c^3, d, e^2, f^3\} = \{a, b^2, c^6, d^2, e^2, f^3\} \). Moreover, we also apply these operators to sets, where we assume that a set is a multiset in which every element occurs exactly once. The operators are also robust with regard to the domains of the multi-sets, i.e., even if \( X \) and \( Y \) are defined on different domains, \( X+Y \), \( X-Y \), and \( X \subseteq Y \) are defined properly by extending the domain where needed. \( |X| = \sum_{a \in A} X(a) \) is the cardinality of some multi-set \( X \) over \( A \). \( \text{set}(X) \) transforms a bag \( X \) into a set: \( \text{set}(X) = \{a \in X \mid X(a) > 0\} \).

\( \mathcal{P}(A) \) is the powerset of \( A \), i.e., \( \mathcal{P}(A) = \{X \mid X \subseteq A\} \).

For a given set \( A \), \( A^n \) is the set of all finite sequences over \( A \). A finite sequence over \( A \) of length \( n \) is a mapping \( \sigma \in \{1, \ldots, n\} \rightarrow A \). Such a sequence is represented by a string, i.e., \( \sigma = (a_1, a_2, \ldots, a_n) \) where \( a_i = \sigma(i) \) for \( 1 \leq i \leq n \).

hd\(^\sigma\) is the empty sequence and for \( k \geq n \): \( \text{hd}^\sigma = \sigma \).

\( \text{tl}^\sigma = (a_{n-k+1}, a_{n-k+2}, \ldots, a_n) \), i.e., sequence composed of the last \( k \) elements (if possible).

Note that \( \text{tl}^\sigma \) is the empty sequence and for \( k \geq n \): \( \text{tl}^\sigma = \sigma \).

\( \uparrow \) is the projection of \( \sigma \) onto some subset \( X \subseteq A \), e.g., \( \{a, b, c, a, b, c, d\} \uparrow \{a, b\} = \{a, b, a, b\} \) and \( \{d, a, a, a, a, a, d\} \uparrow \{d\} = \{d\} \).

For any sequence \( \sigma \) over \( A \), the Parikh vector \( \text{par}^\sigma \) maps every element \( a \) of \( A \) onto the number of occurrences of \( a \) in \( \sigma \), i.e., \( \text{par}^\sigma(a) \in \mathbb{B}(A) \) where for any \( a \in A : \text{par}^\sigma(a) = |\sigma \uparrow \{a\}| \).

Later, we will use the Parikh vector to count the number of times an activity occurs in a log trace.

5.2 Basic approach

Although an event log can store transactional information, information about resources, related data, timestamps, etc. we first focus on the ordering of activities. Cases are executed independently from each other, and therefore, we can simply restrict our input to the ordering of activities within individual cases. A single case is described as a sequence of activities and a log can be described as a set of traces.\(^3\)

\(^3\) Note that we ignore multiple occurrences of the same trace in this paper. When dealing with issues such as noise, it is vital to also look at the frequency of activities and traces. Therefore, an event log is typically defined as a multi-set of traces rather than a set. However, for the purpose of this paper it suffices to consider sets.
Definition 1 (Simple Trace, Simple Event log). Let \( A \) be a set of activities. \( \sigma \in A^* \) is a (simple) trace and \( L \in P(A^*) \) is a (simple) event log.

The reason that we call \( \sigma \in A^* \) a simple trace and \( L \in P(A^*) \) a simple event log is that we initially assume that an event only refers to the activity being executed. In Sect. 5.4 we will refine this view and include attributes describing other perspectives (e.g., data, time, resources, etc.).

The set of activities can be found by inspecting the log. However, the most important aspect of process discovery is deducing the states of the operational process in the log. Most mining algorithms have an implicit notion of state, i.e., activities are glued together in some process modeling language based on an analysis of the log and the resulting model has a behavior that can be represented as a transition system. In this paper, we propose to define states explicitly and start with the definition of a transition system.

In some cases, the state can be derived directly, e.g., each event encodes the complete state by providing values for all relevant data attributes. However, in the event log we typically only see activities and not states. Hence, we need to deduce the state information from the activities executed before and after a given state. Based on this, there are basically three approaches to define the state of a partially executed case in a log:

- past, i.e., the state is constructed based on the history of a case,
- future, i.e., the state of a case is based on its future, or
- past and future, i.e., a combination of the previous two.

Figure 6 shows an example of a trace and the three different “ingredients” that can be used to calculate state information. Given a concrete trace, i.e., the execution of a case from beginning to end, we can look at the state after executing the first nine activities. This state can be represented by the prefix, the postfix, or both.

To explain the basic idea of constructing a transition system from an event log, consider Fig. 7. Here we start from the same log as used in Fig. 2. If we just consider the prefix (i.e., the past), we get the transition system shown in Fig. 7a. Note that the initial state is denoted \( \langle \rangle \), i.e., the empty sequence. Starting from this initial state the first activity is always \( A \) in each of the traces. Hence, there is one outgoing arc labeled \( A \), and the subsequent state is labeled \( \langle A \rangle \). From this state, three transitions are possible that lead to different states, e.g., executing activity \( B \) results in state \( \langle A, B \rangle \), etc. Note that in Fig. 7a there is one initial state and three final states. Figure 7b shows the transition system based on postfixes. Here the state of a case is determined by its future. This future is known because process mining looks at the event log containing completed cases. Now there are three initial states and one final state. Initial state \( \langle A, E, D \rangle \) indicates that the next activity will be \( A \), followed by \( E \) and \( D \). Note that the final state has label \( \langle \rangle \) indicating that no activities need to be executed. Figure 7c shows a transition system based on both past and future. The node with label \( \langle A, B, C \rangle \) denotes the state where \( A \) and \( B \) have happened and \( C \) and \( D \) still need to occur. Note that now there are three initial states and three final states.

The past of a case is a prefix of the complete trace. Similarly, the future of a case is a postfix of the complete trace. This may be taken into account completely, which leads to many different states and process models that may be too specific (i.e., “overfitting” models). However, many abstractions are possible as shown below. The abstractions can be applied to prefixes, postfixes, or both.

Abstraction 1: Maximal horizon \((h)\) The basis of the state calculation can be the complete prefix (postfix) or a partial prefix (postfix). In the later case, only a subset of the trace is considered. For example, instead of taking the complete prefix \( \langle A, B, C, D, C, D, C, D \rangle \) shown in Fig. 6, only the last four \((h = 4)\) events could considered: \( \langle D, C, D, E \rangle \). In a partial prefix, only the \( h \) most recent events are considered as input for the state calculation. In a partial postfix, also a limited horizon is considered, i.e., seen from the state under consideration, only the next \( h \) events are taken into account. Taking a complete prefix (postfix) corresponds to \( h = \infty \).

Abstraction 2: Filter \((F)\) The second abstraction is to filter the (partial) prefix and/or postfix, i.e., activities in \( F \subseteq A \) are kept while activities \( A \setminus F \) are removed. Filtering can be seen as projecting the horizon onto a set of activities \( F \). For example, if \( F = \{ C, D \} \), then the prefix \( \langle A, B, C, D, C, D \rangle \) shown in Fig. 6 is reduced to \( \langle C, D, C, D, C, D \rangle \). Note that the filtering is applied to the sequence resulting from the horizon. It is also possible to first filter the log, but we consider this to be part of the preprocessing of the log and not part of the mining algorithm itself. The occurrence of some activity \( a \in F \) is considered relevant for the state of a case. If \( a \notin F \), then the occurrence of \( a \) is still relevant for the process (i.e., it may appear on the arcs in the transition system) but is assumed to be irrelevant for determining the
state. If \( a \) is not relevant at all, it should be filtered out before and should not appear in \( L \).

**Abstraction 3: Maximum number of filtered events (m)**

The sequence resulting after filtering may contain a variable number of elements. Again one can determine a kind of horizon for this filtered sequence. The number \( m \) determines the maximum number of filtered events. Consider the prefix \( \langle A, B, C, D, C, D, C, D, E \rangle \) shown in Fig. 6. Suppose that \( h = 6 \), then the first abstraction yields \( \langle D, C, D, C, D, E \rangle \). Suppose that \( F = \{ C, E \} \), then the second abstraction yields \( \langle C, C, E \rangle \). Suppose that \( m = 2 \), then the third abstraction yields \( \langle C, E \rangle \). Note that there is a difference between \( h \) and \( m \). If \( h = 2 \), \( F = \{ C, E \} \), and \( m = 6 \), then the result is \( \langle E \rangle \) rather than \( \langle C, E \rangle \). Note that \( m = \infty \) implies that no events are removed by this third abstraction.

**Abstraction 4: Sequence, bag, or set (q)**

The first three abstractions yield a sequence. The fourth abstraction mechanism optionally removes the order or frequency from the resulting trace. For the current state it may be less interesting to know when some activity \( a \) occurred and how many times \( a \) occurred, i.e., only the fact that it occurs within the scope determined by the first three abstractions is relevant. In other cases, it may be relevant to know how many times \( a \) occurred or it may be essential to know whether \( a \) occurred before \( b \) or not. This suggests that there are three ways of representing knowledge about the past and the future:

- **sequence**, i.e., the order of activities is recorded in the state,
- **multi-set of activities**, i.e., the number of times each activity is executed ignoring their order, and
- **set of activities**, i.e., the mere presence of activities.

Consider again the prefix \( \langle A, B, C, D, C, D, C, D, E \rangle \) and suppose that \( h = \infty \), \( F = \{ A \} \), and \( m = \infty \), then the fourth abstraction step yields \( \langle A, B, C, D, C, D, C, D, E \rangle \) (sequence), \( \{ A, B, C^3, D^3, E \} \) (multiset), and \( \{ A, B, D, E \} \) (set). We will denote this abstraction using the identifier \( q \), i.e., \( q = \text{seq} \) (sequence), \( q = \text{ms} \) (multiset), or \( q = \text{set} \) (set).

**Abstraction 5: Visible activities (V)**

The fifth abstraction is concerned with the transition labels. Activities in \( V \subseteq A \) are shown explicitly on the arcs while the activities in \( A \setminus V \) are not shown. Note that the arcs are not removed from the
transition system; only the label on the arc is suppressed. This abstraction is particularly useful if there are many activities having a similar effect in terms of changing states. Rather than having many arcs from one state to another, these are then collapsed into a single unlabeled arc.

Figure 8 illustrates the abstractions. In Fig. 8a only the set abstraction is used \( q = \text{set} \). The result is that several states are merged (compare with Fig. 7a). In Fig. 8b activities \( B \) and \( C \) are filtered out (i.e., \( F = \{ A, D, E \} \) and \( V = \{ A, D, E \} \)). Moreover, only the last non-filtered event is considered for constructing the state (i.e., \( m = 1 \)). Note that the states in Fig. 8b refer to the last event in \( \{ A, D, E \} \). Therefore, there are four states: \( \langle A \rangle, \langle D \rangle, \langle E \rangle, \) and \( \langle \rangle \). It is interesting to consider the role of \( B \) and \( C \). First of all, they are not considered for building the state (\( F = \{ A, D, E \} \)). Second, they are also not visualized (\( V = \{ A, D, E \} \)), i.e., the labels are suppressed. The corresponding transitions are collapsed into the unlabeled arc from \( \langle A \rangle \) to \( \langle A \rangle \). If \( V \) would have included \( B \) and \( C \), there would have been two such arcs labeled \( B \) respectively \( C \).

The first four abstractions can be applied to the prefix, the postfix, or both. In fact, different abstractions can be applied to the prefix and postfix while the last abstraction is applied to the resulting transition system. As a result of these choices, many different transitions systems can be generated. If more abstractions are used, the number of states will be smaller and the danger of “underfitting” is present. If, on the other hand, fewer abstractions are used, the number of states may be larger resulting in an “overfitting” model. An extreme case of overfitting was shown in Fig. 7c where each trace is presented separately without deducing control-flow constructs. In fact, all of the abstractions used in Fig. 7 will lead to overfitting because the whole prefix and/or postfix is considered.

At first it may seem confusing that there are multiple process models that can be deduced based on the same log, however, as indicated in the introduction it is important to provide a repertoire of process discovery approaches. Depending on the desired degree of generalization, suitable abstractions are selected and in this way the analyst can balance between “overfitting” and “underfitting” in a controlled way. Existing approaches do not allow the analyst to control the degree and nature of abstraction, i.e., the degree of generalization is fixed by the method.

5.3 Formalization basic approach

Let us now further formalize the ideas presented so far. For this purpose, we first take a broader perspective and then focus on the concrete abstractions discussed thus far.

To determine the states of the transition system, we need to construct a so-called state representation based on the first four abstractions and the choice of prefix and postfix.

**Definition 2 (State representation).** A state representation function \( \text{state}() \) is a function that, given a sequence \( \sigma \) and a number \( k \) indicating the number of events of \( \sigma \) that have occurred, produces some representation \( r \). Formally, \( \text{state} \in (A^* \times \mathbb{N}) \rightarrow R \) where \( A \) is the set of activities, \( R \) is the set of possible state representations (e.g., sequences, sets, or bags over \( A \)), and \( \text{dom}(\text{state}) = \{ (\sigma, k) \in A^* \times \mathbb{N} \mid 0 \leq k \leq |\sigma| \} \).
Based on the notion of a \textit{state()} function, we can define the transition system. In this definition we use a renaming function \(jv\) that renames invisible activities to \(\tau\): \(jv(a) = a\) if \(a \in V\) and \(jv(a) = \tau\) otherwise. Such transitions are not labeled in the diagram, e.g., see Fig. 8b where the \(B\) and \(C\) labels are not shown.

**Definition 3** (Transition system). Let \(A\) be a set of activities and let \(L \in \mathcal{P}(A^*)\) be an event log. Given a \textit{state()} function as defined before and a set of visible activities \(V \subseteq A\), we define a labeled transition system \(TS = (S, E, T)\) where \(S = \{\text{state}(\sigma, k) | \sigma \in L \land 0 \leq k < |\sigma|\}\) is the state space, \(E = V \cup \{\tau\}\) is the set of events (labels) and \(T \subseteq S \times E \times S\) with \(T = \{(\text{state}(\sigma, k), jv(\sigma(k+1)), \text{state}(\sigma, k+1)) | \sigma \in L \land 0 \leq k < |\sigma|\}\) is the transition relation. \(S_{\text{start}} \subseteq S\) is the set of initial states, i.e., \(S_{\text{start}} = \{\text{state}(\sigma, 0) | \sigma \in L\}\). \(S_{\text{end}} \subseteq S\) is the set of final states, i.e., \(S_{\text{end}} = \{\text{state}(\sigma, |\sigma|) | \sigma \in L\}\).

The set of states of the transition system is determined by the range of function \textit{state()} when applied to the log data. The transitions in the transition system have a label in \(E = V \cup \{\tau\}\). Note that \(V\) is the set of visible activities and \(\tau\) refers to activities made “invisible” in the transition system.

The algorithm for constructing a transition system is straightforward: for every trace \(\sigma\), iterating over \(k (0 \leq k < |\sigma|)\), we create a new state \(\text{state}(\sigma, k)\) if it does not exist yet. Then the traces are scanned for transitions \(\text{state}(\sigma, k-1) \xrightarrow{jv(\sigma(k))} \text{state}(\sigma, k)\) and these are added if they do not exist yet.\(^4\) Recall that, if \(jv(\sigma(k)) = \tau\), then the label is not shown in the diagram.

So given a \textit{state()} function and a set of visible activities \(V\) it is possible to automatically build a transition system. This was already illustrated in Fig. 8 which shows two examples using the same log but different choices for \textit{state()} and \(V\).

Let us now consider the construction of different \textit{state()} functions. To this end, this we introduce some notations. First, we show how to obtain the past and future of a case \(\sigma\) after \(k\) steps.

**Definition 4** (Past and future of a case). Let \(A\) be a set of activities and let \(\sigma = (a_1, a_2, \ldots, a_n) \in A^*\) be a trace that represents a complete execution of a case. The \textit{past} of this case after executing \(k\) steps \((0 \leq k \leq n)\) is \(hd^k(\sigma)\). The \textit{future} of this case after executing \(k\) steps \((0 \leq k \leq n)\) is \(tl^{n-k}(\sigma)\). The past and future are denoted as a pair: \((hd^k(\sigma), tl^{n-k}(\sigma))\).

Note that \(\sigma = hd^k(\sigma)tl^{n-k}(\sigma)\), i.e., the concatenation of past and future yields the whole trace.

Let us now consider the first four abstractions presented in Sect. 5.2. For simplicity, we first focus on the past of a case.

Let \(\sigma_0 = hd^k(\sigma)\) be the complete prefix of some case \(\sigma\) after \(k\) steps.

The first abstraction presented in Sect. 5.2 can be tackled using function \(tl\). Recall that this abstraction sets a horizon of length \(h\). Assuming a horizon \(h\), the result of this first abstraction is \(\sigma_1 = tl^h(\sigma_0)\). The second abstraction can be tackled using the projection operator \(\uparrow\) defined earlier. Assuming a filter \(F\), the result of this second abstraction is \(\sigma_2 = \sigma_1 \uparrow F\). The third abstraction sets a maximum to the number of filtered events to be considered. Again function \(il\) can be used. Assuming a maximum \(m\), the result of this third abstraction is \(\sigma_3 = tl^m(\sigma_2)\). The fourth abstraction is based on \(q\). Recall that there are three possible values: \(q = \text{seq} (\text{sequence})\), \(q = \text{ms} (\text{multiset})\), or \(q = \text{set} (\text{set})\). Hence, we take the sequence \(\sigma_3\) resulting from the first three abstractions and use \(\sigma_3\) (no abstraction), \(par(\sigma_3)\) (i.e., construct a multi-set and remove the ordering) or \(set(par(\sigma_3))\) (i.e., construct a set and remove both ordering and frequencies).

Now we can formalize examples of \textit{state()} functions. For example, consider Fig. 8a where \(h = \infty\), \(F = A\), \(m = \infty\), \(q = \text{set}\). In this case, \(\sigma_1 = set(par(tl^{\infty}(tl^{\infty}(hd^k(\sigma) \uparrow A))))\). This can be simplified to \(\sigma_1 = set(par(hd^k(\sigma) \uparrow A))\). In Fig. 8b, where \(h = \infty\), \(F = \{A, D, E\}\), \(m = 1\), and \(q = \text{seq}\), the function is \(\sigma_3 = tl^1(tl^{\infty}(hd^k(\sigma)) \uparrow \{A, D, E\})\). Using these two \textit{state()} functions and the corresponding \(V\) values, the two transition systems shown in Fig. 8 can be obtained by simply applying Definition 3.

The examples so far have focused on the past of a case (i.e., prefixes). A similar approach can be used for postfixes (i.e., future). In this situation \(\sigma_0 = tl^{n-k}(\sigma)\) is the complete postfix of some case \(\sigma\) of length \(n\) after \(k\) steps. The first abstraction presented in Sect. 5.2 can be tackled using function \(hd\). Assuming a horizon \(h\), is results in \(\sigma_1 = hd^h(\sigma_0)\). Assuming a filter \(F\), the result of the second abstraction is \(\sigma_2 = \sigma_1 \uparrow F\). The third abstraction sets a maximum to the number of filtered events: \(\sigma_3 = hd^m(\sigma_2)\) The fourth abstraction is identical to using a prefix, i.e., \(\sigma_3 = par(\sigma_3)\) or \(set(par(\sigma_3))\). Figure 9 shows an abstraction based on the postfix and \(m = 1\) (i.e., at most one filtered event is considered).

If both the past and future are used, then for both prefix and postfix an abstraction needs to be selected and the state is then determined by pairing both abstractions. For example, \(\sigma_1 = (par(tl^{\infty}(tl^2(hd^k(\sigma)) \uparrow \{A, B\}), set(par(hd^2(hd^{\infty}(tl^{n-k}(\sigma)) \uparrow \{B, C, D\}))))\).

5.4 Extensions

We have now introduced and formalized the basic approach to construct a transition system based on an event log. The next step is to transform this transition system into a process model. However, before discussing the second step, we first discuss two types of extensions of the basic approach. To
avoid an overkill of notations, we only present these extensions informally.

**Massaging the transition system** The first type of extensions is related to “massaging” the transition system after it is generated. This is intended to “pave the path” for the second step. For example, one may remove all “self-loops”, i.e., transitions of the form $s \to s$ (cf. Fig. 10a). The reason may be that one is not interested in events that do not change the state or that the synthesis algorithm in the second step cannot handle this. Another example would be to close all “diamonds”, i.e., if $s_1 \xrightarrow{a_1} s_2, s_1 \xrightarrow{a_2} s_3$, and $s_2 \xrightarrow{a_2} s_4$, then $s_3 \xrightarrow{a_1} s_4$ is added (cf. Fig. 10b). The reason for doing so may be that because (1) both $a_1$ and $a_2$ are enabled in $s_1$ and (2) after doing $a_1$, activity $a_2$ is still enabled, it is assumed that $a_1$ and $a_2$ can be executed in parallel. Although the sequence $(a_2, a_1)$ was not observed, it is assumed that this is possible and hence the transition system is extended by adding $s_3 \xrightarrow{a_1} s_4$.

**Incorporating other perspectives** The second type of extensions is related to the input, i.e., the “richness” of the event log. In Definition 1, a simple log was assumed, i.e., a case is described as a sequence of activities and a log is a set of such simple sequences. In reality, one knows much more about events. Most information systems do not just record the ordering of activities but also timestamps and information about resources, data, transactional information, etc.

**Definition 5** *(Trace, Event log).* Let $E$ be a set of events. Based on $E$ there is a set of $p$ properties: $\{prop_1, \ldots, prop_p\}$. Each property is a function with a particular range, i.e., for $1 \leq i \leq p$, $prop_i \in E \to R_i$. Given an event $e \in E, prop_i(e)$ maps the event onto a particular property of the event, e.g., its timestamp, the activity executed, the person executing the event, etc. Based on $E$ and the set of properties, we define $\sigma \in E^*$ as a (complex) trace and $L \in P(E^*)$ as a (complex) event log.

$E$ is a set of unique event identifiers, i.e., there cannot be two events having the same id in a given log. Note that Definition 1 can be seen as a special case of the above definition with only one property, being the activity itself. Some examples of typical property functions are:

- $\text{activity} \in E \to A$ where $A$ is the set of activities. $\text{activity}(e)$ is the activity that $e$ refers to.
- $\text{timestamp} \in E \to TS$ where $TS$ is the set of timestamps. $\text{timestamp}(e)$ is the time that $e$ occurred.
- $\text{performer} \in E \to P$ where $P$ is the set of persons. $\text{performer}(e)$ is the person executing $e$.
- $\text{trans_type} \in E \to \{\text{enable, start, complete, abort, } \ldots\}$. $\text{trans_type}(e)$ is the type of transaction, e.g., if $\text{activity}(e) = \text{conduct_interview}$ and $\text{trans_type}(e) = \text{start}$, then $e$ is the start of the interview.

There may also be property functions describing data attributes of an event or linking events to business objects.

For convenience, we assume that all property functions are extended to sequences, i.e., if $\sigma = (e_1, e_2, \ldots, e_n) \in E^*$, then $prop_i(\sigma) = (prop_i(e_1), prop_i(e_2), \ldots, prop_i(e_n)) \in R_i^*$. The goal of the additional information captured in events is to provide for more ways of extracting transition systems. One way would be to allow for state functions of the form...
Fig. 11 A transition system based on prefixes and abstractions \( h = \infty, F = A, m = \infty, q = \text{set}, \) and \( V = A, \) is converted into a Petri net using the “theory of regions”. The six regions correspond to places in the Petri net.

\[
\text{state} \in (E^* \times \mathbb{N}) \not\rightarrow R, \text{ i.e., defining dedicated abstractions based on the various properties of a case. Another approach would be to use the abstractions defined earlier (i.e., } h, F, m, q, \text{ and } V) \text{ and first project the complex trace onto a simple trace. For example, transform the complex log } L \in \mathcal{P}(E^*) \text{ into a simple log } L' = \{\text{activity}(\sigma) \mid \sigma \in L\} \text{ by projecting each event onto its activity. In a similar way } L' = \{\text{performer}(\sigma) \mid \sigma \in L\} \text{ could be used to explore the transfer of work from one person to another using the abstractions defined earlier. In our implementation described in Sect. 7, we will show that we essentially used the second approach. Independent of the approach chosen, this will result in a } \text{state}() \text{ function that can be used to construct a transition system as defined in Definition 3.}
\]

6 Synthesis using regions (Step 2)

In this section, we present the second step of our approach. In this second step, a process model is synthesized from the transition system resulting from the first step. In this paper and our implementation, we use the well-known “theory of regions” [15,18,23] to construct a Petri net.

6.1 Constructing Petri nets using regions

The synthesis problem is the problem to construct, for a given behavioral specification, a Petri net such that the behavior of this net coincides with the specified behavior (if such a net exists). There are basically two approaches to tackle this problem. Both use the notion of “regions”. The state-based region theory [15,18,23] uses a transition system as input, i.e., it attempts to construct a Petri net that is bisimilar to the transition system. Hence both are behaviorally equivalent and if the system exhibits concurrency, the Petri net may be much smaller than the transition system. The language-based region theory [11,29,30,42] does not take a transition system as input but a language (e.g., a regular language or simply a finite set of sequences, i.e., a log). However, the basic principle is similar.

Given the fact that, in the first step, we construct, in a controlled manner, a transition system, it seems most natural to use the state-based region theory. There are many variants and extensions of this theory. However, to present the basic idea we start with the classical definition of a region.

Definition 6 (Region). Let \( TS = (S, E, T) \) be a transition system and \( S' \subseteq S \) be a subset of states. \( S' \) is a region if for each event \( e \in E \) one of the following conditions hold:

1. all the transitions \( s_1 \xrightarrow{e} s_2 \text{ enter } S', \text{ i.e. } s_1 \notin S' \text{ and } s_2 \in S' \).
2. all the transitions \( s_1 \xrightarrow{e} s_2 \text{ exit } S', \text{ i.e. } s_1 \in S' \text{ and } s_2 \notin S' \).
3. all the transitions \( s_1 \xrightarrow{e} s_2 \text{ do not cross } S', \text{ i.e. } s_1, s_2 \in S' \text{ or } s_1, s_2 \notin S' \).

Figure 11 illustrates this notion and puts the idea in the context of this paper. The log is converted into a transition system as shown earlier. The transition system consists of eight states. The set consisting of just state \( \{\} \) is a region because all \( A \)-transitions leave this region and all other transitions never cross this region. The set consisting of states \( \{A\} \) and \( \{A, B\} \) is a region because all \( A \)-transitions enter this region, all \( C \)-transitions leave this region, all \( E \)-transitions leave this region, and all other transitions (i.e., \( B \) and \( D \)) never cross this region. Figure 11 also shows a region consisting of three states: \( \{A, B\} \), \( \{A, B, C\} \), and \( \{A, E\} \). Note
Fig. 12 The transition system generated based on the log is not elementary. Therefore, the generated Petri net using classical region theory is not equivalent (modulo bisimilarity). However, using “label-splitting” an equivalent Petri net can be obtained.

that this region is shown by two connected areas in Fig. 11. All $B$-transitions enter this region, all $E$-transitions enter this region, all $D$-transitions leave this region, and all other transitions never cross this region. As Fig. 11 shows regions correspond to places in the Petri net. The transitions that enter a region $r$ are input transitions of the corresponding $r$ place. Transitions that leave region $r$ are output transitions of $r$. The transitions that do not cross $r$ are not connected to the corresponding place.

Any transition system $TS = (S, E, T)$ has two trivial regions: $\emptyset$ (the empty region) and $S$ (the region consisting of all states). Since these hold no information about the process, only non-trivial regions are considered. A region $r'$ is said to be a subregion of another region $r$ if $r' \subset r$. A region $r$ is minimal if there is no other non-trivial region $r'$ which is a subregion of $r$. Note that all regions in Fig. 11 are minimal. Region $r$ is a preregion of $e$ if there is a transition labeled with $e$ which exits $r$. Region $r$ is a postregion of $e$ if there is a transition labeled with $e$ which enters $r$.

For Petri net synthesis, a region corresponds to a Petri net place and an event corresponds to a Petri net transition. Thus, the main idea of the synthesis algorithm is the following: for each event $e$ in the transition system, a transition labeled with $e$ is generated in the Petri net. For each minimal region $r_i$ a place $p_i$ is generated. The flow relation of the Petri net is built the following way: $e \in p_i^\bullet$ if $r_i$ is a preregion of $e$ and $e \in p_i^*$ if $r_i$ is a postregion of $e$. An example of a Petri net synthesized from a transition system using this simple algorithm is given in Fig. 11.

The first papers on the “theory of regions” only dealt with a special class of transition systems called elementary transition systems. See [9,10,18] for details. The class of elementary transition systems is very restricted. In practice, most of the time, people need to deal with arbitrary transition systems that only by coincidence fall into the class of elementary transition systems. In the papers of Cortadella et al. [14,15], a method for handling arbitrary transition systems was presented. This approach uses labeled Petri nets, i.e., different transitions can refer to the same event. For this approach it has been shown that the reachability graph of the synthesized Petri net is bisimilar to the initial transition system even if the transition system is non-elementary.

To illustrate the problem of non-elementary transition systems, consider Fig. 12. The transition system is obtained by abstracting away $B$ and $C$, e.g., use $h = \infty$, $F = \{A, D, E\}$, $m = 1$, $q = seq$, and $V = \{A, D, E\}$ like in Fig. 8 and then remove the self loop. An isomorphic transition system can be obtained by filtering out $B$ and $C$ first and then use prefixes of length 1 without any further abstractions. This transition system is not elementary. The problem is that there are two states $\langle A \rangle$ and $\langle E \rangle$ that are identical in terms of regions, i.e., there is no region such that one is part of it and the other is not. As a result, the constructed Petri net on the left hand side of Fig. 12 fails to construct a bisimilar Petri net. However, using label-splitting as presented in [14,15], the Petri net on the right hand side can be obtained. This Petri net has two transitions $D_1$ and $D_2$ corresponding to activity $D$ in the log. The splitting is based on the so-called notions of excitation and generalized excitation region, see [14]. As shown in [14,15] it is always possible to construct an equivalent Petri net. However, label-splitting may lead to larger Petri nets.

6.2 More on regions

In this paper, we do not propose a new approach to construct regions. However, we would like to reflect on the application of region theory in the context of mining.
The left-hand side Petri net can “parse” any log while the addition of place $p$ on the right-hand side imposes a constraint on the traces that can be parsed.

**Generalization** Region theory aims at synthesis, i.e., the Petri net should have a behavior which is identical to the initial behavior specified. Therefore, the Petri net shown on the left-hand side of Fig. 12 is considered to be a problem from the synthesis point of view. This is the reason why label-splitting is used to construct a bisimilar Petri net if the net is not elementary, cf. right-hand side of Fig. 12.

In this paper, we have used an approach where all generalizations take place in the first step. This way the purpose of each step is clear: (a) **Step 1 is concerned with selecting the desired behavior** (i.e., abstraction and generalization), and (b) **Step 2 is only concerned with generating the corresponding Petri net representation**. This means that the analyst can influence the first step but not the second. Note that the Petri net shown on the left-hand side of Fig. 12 is **generalizing things in an uncontrolled manner**. Because of representation issues $E$ is suddenly allowed to execute an arbitrary number of times while in the log it was never executed multiple times. This is undesirable and shows that region theory tends to yield overfitting models but at the same time it may generalize things in an uncontrolled manner, i.e., the generalization is driven by representational issues rather than behavioral ones.

Although in this paper and the implementation described in Sect. 7 we only generalize in the first step, it is interesting to note that existing synthesis approaches can be fine-tuned for mining [11,42]. Such approaches are completely different from the main approach described in this paper and consist of only one step that constructs a Petri net while generalizing at the same time.

Figure 13 shows the basic idea. Suppose one has a log with activities $A = \{t_1, \ldots, t_6\}$. It is easy to see that the Petri net on the left-hand side in Fig. 13 can “parse” this log, i.e., the model fits any log containing activities $A$. The addition of a place can be seen as adding a constraint. By adding place $p$ in Fig. 13 a constraint is introduced. Suppose that $\sigma \in L$. Let $\sigma_1$ and $\sigma_2 = \sigma_1 \langle t' \rangle$ (i.e., $\sigma_1$ concatenated with some $t'$), be two prefixes of $\sigma$. Assume that $p$ has initially $k$ tokens. Then $p$ can only be added if $k + \text{par}(\sigma_1)(t_1) + \text{par}(\sigma_1)(t_2) + \text{par}(\sigma_1)(t_3) + \text{par}(\sigma_1)(t_4) - \text{par}(\sigma_2)(t_3) - \text{par}(\sigma_2)(t_4) - \text{par}(\sigma_2)(t_5) - \text{par}(\sigma_2)(t_6) \geq 0$. Hence, we can add any place such that above constraint holds for any $\sigma \in L$. In [11,29,30,42] several approaches are presented to add as few places as possible while maximally constraining the net (without violating the constraints mentioned above). It is obvious that any cost function can be associated to the addition of a place. For example, there may a “penalty” for places that are not easy to understand. Such penalties can easily be combined with constraints into an integer linear programming problem [42]. This way regions can be used directly to balance between overfitting and underfitting.

**Selecting the target format** The goal of process mining is to present a model that can be interpreted easily by process analysts and end-users. Therefore, complex patterns should be avoided. Region-based approaches have a tendency to introduce “smart places”, i.e., places that compactly serve multiple purposes. Such places have many connections and may have non-local effects (i.e., the same place is used for different purposes in different phases of the process). Therefore, it may be useful to guide the generation of places such that they are easier to understand. This is fairly straightforward in both state-based region theory and language-based region theory. In [14,15] it is shown that additional requirements can be added with respect to the properties of the resulting net. For example, the net can be forced to be free-choice, pure, etc. Figure 14 shows the Petri net obtained by using the approach in [14,15] while demanding the result to be free-choice. Note that in order to make the net free-choice the labels $B$ and $C$ were split.

The Petri net in Fig. 14 is bisimilar to the transition system and the set of possible traces of the model coincides with the initial log. However, other approaches such as the one presented [42] do not aim at a model where the set of all possible traces of the model coincides with the initial log. In such an approach it is possible to allow only the adding of places that have the desired properties. One can use cost functions to decide on the addition of a place such as the one shown in Fig. 13. Using such an approach it is also possible to enforce that the model is e.g. free-choice.

It is interesting to think about “cost models” in the context of process mining to balance overfitting and underfitting. It may be that there is a simple model that almost captures the behavior observed while all models that exactly capture the behavior are much more complex. In such a case, it may be wise to show the simple model to the user. The addition of a place has a “cost” in terms of adding to the complexity of the result and potentially overfitting. Note that a place with many input and output transitions is typically a sign of overfitting. However, not adding a place has a “cost” in terms of underfitting, i.e., allow for too much behavior not present in the log. The notion of costs is also interesting when dealing with noise (cf. Sect. 3.3), i.e., a place may be added because the majority of the cases suggest that this is natural while
The techniques presented in [14,15] can be used to obtain a free-choice Petri net. Note that labels $B$ and $C$ are split in order to achieve this.

A small fraction of the log cannot be reproduced because of this place.

7 Implementation and evaluation

In the previous two sections, we presented a two-step approach. In Sect. 5, we showed how transition systems can be extracted in a controlled way while balancing between over-fitting and underfitting. Section 6 showed that region theory can be used to convert the result into an equivalent Petri net, i.e., concurrency is detected and moved to the net level. The ideas presented in this paper have been fully implemented in the context of ProM. ProM serves as a testbed for our process mining research [2] and can be downloaded from http://www.processmining.org. Starting point for ProM is the MXML format. This is a vendor-independent format to store event logs. Similar to Definition 5, this format allows for the recording of timestamps, data elements, performers, etc.

Note that in this paper we focused on discovering Petri nets and not models in other notations. However, the resulting Petri net can then be converted into the desired notation, e.g., BPMN, EPCs, UML activity diagrams, etc. This is standard functionality of ProM, therefore, we do not elaborate on this.

7.1 ProMimport

The ProMimport Framework [25] allows developers to quickly implement plug-ins that can be used to extract information from a variety of systems and convert it into the MXML format (cf. http://promimport.sourceforge.net). There are standard import plug-ins for a wide variety of systems, e.g., workflow management systems like Staffware, case handling systems like FLOWer, ERP components like PeopleSoft Financials, simulation tools like ARIS and CPN Tools, middleware systems like WebSphere, BI tools like ARIS PPM, etc. Moreover, it has been used to develop many organization/system-specific conversions (e.g., hospitals, banks, governments, high-tech systems, etc.).

7.2 ProM

Once the logs are converted to MXML, ProM can be used to extract a variety of models from these logs. ProM provides an environment to easily add so-called “plug-ins” that implement a specific mining approach. Although the most interesting plug-ins in the context of this paper are the mining plug-ins, it is important to note that there are in total five types of plug-ins:

Mining plug-ins which implement some mining algorithm, e.g., mining algorithms that construct a Petri net based on some event log, or algorithms that construct a transition system or a social network from an event log.

Export plug-ins which implement some “save as” functionality for some objects (such as graphs). For example, there are plug-ins to save EPCs, Petri nets, spreadsheets, etc.

Import plug-ins which implement an “open” functionality for exported objects, e.g., load Petri nets that are generated by Petrify or EPCs from ARIS.

Analysis plug-ins which typically implement some property analysis on some mining result. For example, for Petri nets there is a plug-in which constructs place invariants, transition invariants, and a coverability graph.

Conversion plug-ins which implement conversions between different data formats, e.g., from EPCs to Petri nets and from Petri nets to YAWL and BPEL.

Currently, there are more than 230 plug-ins [2]. One of these plug-ins is the mining plug-in that generates the transition system that can be used to build a Petri net model. Another plug-in is the conversion plug-in that uses Petrify to synthesize a Petri net. Petrify is embedded in ProM and uses the algorithms developed by Cortadella et al. [14,15].

Figure 15 shows the mining and conversion plug-in in ProM. Although the notation is slightly different, it is easy to see that the results of the two steps are indeed as shown earlier in Fig. 11. What is more difficult to see is that the top window allows for all kinds of abstractions. The tabs Model element, Originator, Event type, and Attributes refer
to the type of information to be used. This corresponds to the selection of properties used for building the transition system (cf. the property functions mentioned in Definition 5). Note that any conjunction of these properties can be used, e.g., a state may be based on the person that executed the last task and the name of the next activity. Moreover, all abstractions mentioned in this paper are available. In Fig. 15 the following settings are used: prefixes with \( h = \infty \), \( F = A \), \( m = \infty \), and \( q = \text{set} \). Under tab Visible the transition names to be shown on the arcs in the diagram can be selected (i.e., the value of \( V \)). The Modifications tab allows for the extensions mentioned in Sect. 5.4.

As Fig. 15 illustrates, the ideas presented in this paper have been fully implemented.

7.3 Evaluation

In the introduction we mentioned that existing process mining approaches suffer from the problems such as the inability to deal with advanced control-flow constructs (e.g., non-local dependencies, skips, duplicates, etc.), the inability to guarantee the correctness of the model (e.g., absence of deadlocks, etc.), and inability to balance between overfitting and underfitting. In this section, we show that our approach can indeed overcome these problems.

In Fig. 5 where we already showed the effect of abstraction using a real-life log. The difference between both models is in the horizon considered. For the smaller model \( h = 1 \) while for the spaghetti-like model \( h = \infty \). Figure 5 convincingly shows the practical relevance of our approach, but fails to provide good insights into the way the simplifications are achieved. Therefore, we use a smaller but non-trivial process (Fig. 16) to illustrate our approach in more detail.

Figure 16 shows a process modeled in terms of a Petri net. Note that this model has two types of constructs that most process mining algorithms have problems dealing with. The first construct is activity \( G \) that is not being logged. As a result \( F \) can be skipped. Since such a skip is not recorded, it is not trivial to detect it. The second construct is the non-local dependency controlling the choice between \( K \) and \( L \). Note that \( K \) (\( L \)) is only selected if also \( D \) (\( E \)) was selected. However, there are always at least two activities in-between \( D \) (\( E \)) and \( K \) (\( L \)) (activities \( H \) and \( J \)). Most process mining techniques have problems with at least one of these two constructs. Based on the model in Fig. 16, we have randomly generated 1,000 cases using the simulation tool CPN Tools. The event log of CPN Tools is converted into MXML such that we can apply a wide variety of process mining algorithms (including the one presented in this paper).

The 1,000 cases have been generated randomly. The model allows for 80 different traces (assuming \( G \) is visible). However, only 66 of these traces actually occur in the log. Moreover, some traces appear frequent in the log (e.g., there is a trace that is repeated 83 times in the log) while others are unique. This nicely illustrates the discussion on completeness in Sect. 3.3.

Figure 17 shows the result when applying the \( \alpha \) algorithm [7]. Note that this model and its layout are automatically
generated from the log without human intervention. (Note that the ProM plug-in constructing the Petri net using the \( \alpha \) algorithm inserts transactional information. Therefore, each transition is classified as a "complete transition" in Fig. 17.) As can be seen, the model is incorrect because it does not allow for the skipping of \( F \). This is caused by the fact that \( G \) is invisible. Moreover, there are no connections from the choice between \( D \) and \( E \) to the choice between \( K \) and \( L \).

Some of the algorithms presented in literature can overcome these problems. For example, the \( \alpha^{++} \) algorithm presented in [41] and implemented in ProM can discover the non-local dependencies between \( D \) (and \( E \)) and \( K \) (and \( L \)). However, it cannot handle the skipping of \( F \) leading to the same problem as shown in Fig. 17. The multi-phase miner [20] (also implemented in ProM) can handle the skipping of \( F \) but not the non-local dependencies. The genetic miner [3, 31] may be able to discover both types of constructs correctly. However, this takes a lot of computation time and the end result is not guaranteed. Older algorithms such as [12] are not able to discover concurrency. Therefore, Fig. 16 is a nice benchmark example to evaluate our two-step approach.

Figure 18 shows the transition system based on the log containing 1,000 cases and function \( \text{state}(\sigma, k) = \text{set}(\text{par}(\text{tl}^{\infty}(\text{hd}^{\infty}(\sigma) \uparrow A))) = \text{set}(\text{par}(\text{hd}^{k}(\sigma))) \), i.e., we use prefixes and the abstractions \( h = \infty \), \( F = A \), \( m = \infty \), \( q = \text{set} \), and \( V = A \). The transition system in Fig. 18 can easily be converted into the Petri net shown in Fig. 19 using the "theory of regions". Note that the Petri net and its layout are automatically generated using ProM.

Figure 19 captures the non-local dependencies and the skipping of \( F \) correctly. The two places between \( D \) and \( E \) and \( K \) and \( L \) correctly model the dependencies present. The skipping is modeled by label-splitting, i.e., there are two transition referring to activity \( I : I, _{-1} \) and \( I \). Note that the notation generated by ProM is slightly different from the notation used in this paper. However, the correspondence should be clear. Also note that the output place of \( M \) is suppressed. However, this is merely a technicality and not a limitation.

The above example shows that the two-step approach is able to discover complex constructs and is capable of delivering models that are guaranteed to satisfy various correctness criteria. The reason is that the transition system is a controlled abstraction of the log and has guaranteed properties that are preserved through the construction of the Petri net. (Recall that the Petri net is bisimilar.)

Another property of the two-step approach is that it is configurable, i.e., by changing settings different models can be constructed depending on the desired abstraction/generalization. This way one can balance between overfitting and underfitting in a controlled way. Figure 20 shows an alternative process model constructed using the same log but a different abstraction. In this case, we again use prefixes and \( h = \infty \), \( m = \infty \), \( q = \text{set} \), and \( V = A \). However, now \( F = \{ A, B, D, E, G, H, J, K, L, M \} \). This means that we tell the algorithm not to use \( C, F \), and \( I \) for constructing the state but to still include the activities in the process model. As Fig. 20 shows \( C, F \), and \( I \) can be executed in-between \( A \) and \( J \). However, because these activities are not used in the state information, the process model only indicates that they can be executed without indicating an order or frequency.

Figure 21 shows yet another alternative process model. This example has been added to show the use of postfixes and a limited horizon. In this case, \( h = \infty \), \( F = A \), \( m = 1 \), \( q = \text{set} \), and \( V = A \). Moreover, activities \( C, F \), and \( I \) have now been filtered out of the log before applying the algorithm. Hence, they do not appear in the model at all (i.e., also not on the arcs like in Fig. 20). It is interesting to note that the non-local dependency is deliberately abstracted from by setting \( m = 1 \). Moreover, since the state is based on the future (i.e., next activity), activities \( B \) and \( J \) are split. The reason is
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Fig. 18  The transition system constructed by ProM

Fig. 19  The Petri net constructed by ProM based on the transition system of Fig. 18

Fig. 20  Another Petri net constructed using the abstraction $F = \{A, B, D, E, G, H, J, K, L, M\}$
that using this state function, the next step is already known after executing $B$ or $J$. Therefore, the moment of choice is moved to an earlier point.

Figures 19, 20, and 21 show that based on the same log different models can be constructed based on the desired abstraction/generalization. As far as we know, this is the only algorithm described in literature able to balance between overfitting and underfitting in a controlled way.

8 Conclusion

This paper presented a new two-step process mining approach. It uses innovative ways of constructing transition systems and regions to synthesize process models in terms of Petri nets. Using this approach, it is possible to discover process models that adequately describe the behavior recorded in event logs. These logs may come from a variety of information systems e.g., systems constructed using ERP, WFM, CRM, SCM, and PDM software. The application is not limited to repetitive administrative processes and can also be applied to development processes and processes in complicated professional/embedded systems. Moreover, process mining is suitable for the monitoring of interacting web services.

Existing approaches typically provide a single process mining algorithm, i.e., they assume “one size fits all” and cannot be tailored towards a specific application. Unlike existing approaches, we allow for a wide variety of strategies, and, as a side-effect, overcome some of the problems of existing approaches. Selecting the right state representation aids in balancing between “overfitting” (i.e., the model is over-specific and only allows for the behavior that happened to be in the log) and “underfitting” (i.e., the model is too general and allows for unlikely behavior). The relation between the log and the transition system is much more direct than in existing approaches. Therefore, it is easier to control the abstraction/generalization and it is clear which properties are preserved. For the transformation of a transition system into a Petri net we use regions. The idea is that, in this second step, the behavior is not changed, i.e., using regions we look for concurrency and move this to the net level. As a result the model becomes more compact and can easily be translated to other process modeling languages (EPCs, BPMN, UML activity diagrams, etc.).

The approach has been fully implemented in ProM and the resulting process mining tool can be downloaded from http://www.processmining.org.

Future work aims at a better support for strategy selection and new synthesis methods. The fact that our two-step approach allows for a variety of strategies makes it very important to support the user in selecting suitable strategies depending on the characteristics of the log and the desired end-result. Practical experiments point out the need for better synthesis methods. Existing region-based approaches implemented in tools such as Petrify have severe performance problems and typically lead to less intuitive models. The “theory of regions” aims at developing an equivalent Petri net while in process mining a simple less accurate model is more desirable than a complex model that is only able to reproduce the log. Hence it is interesting to investigate “new theories of regions” tailored towards process mining. Some initial work in this direction has already been presented in [11,42].
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