Automatic identification of temporal sequences in chewing sounds

Citation for published version (APA):

DOI:
10.1109/BIBM.2007.18

Document status and date:
Published: 01/01/2007

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher’s website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.
Automatic Identification of Temporal Sequences in Chewing Sounds
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Abstract—Chewing is an essential part of food intake. The analysis and detection of food patterns is an important component of an automatic dietary monitoring system. However chewing is a time-variable process depending on food properties. We present an automated methodology to extract sub-sequences of similar chews from chewing sound recordings. The approach is based on a chew-accurate segmentation of the sound signal, a multi-objective evolutionary search for temporal partitions in the sequence using NSGA-II and a validation of the best solution by classification.

We evaluate the method on chewing sound recordings from a four participant study, eating foods with different rheological properties. The proposed methodology allows to determine the most appropriate partitioning of the sequences and extract relevant sound features at the same time. Potato chips and chocolate showed a two-phase structure, for lasagne and apples a single-phase structure was derived. The results led to the hypothesis that a sequential structure can be found in chewing sounds from brittle or rigid foods.

I. INTRODUCTION

Food intake is a vital aspect of human health. The prevalence of over- and under-consumption as well as unbalanced meal composition surges the risk of chronic diseases such as obesity. Consequently, assistive systems that monitor food intake from non-invasive sensors could provide a valuable tool for dietary monitoring in risk groups. Manual dietary monitoring systems that are currently used require frequent user interaction, e.g. to log food type and time in consumption questionnaires, scan or take pictures of the foods consumed. Besides the high post-processing efforts of professional services to analyze and verify the data, all of these methods require intensive collaboration by the user.

We believe that the automation of dietary monitoring could alleviate this problem by reporting daily schedule and tentative food consumption using a wearable system. Towards automatic dietary monitoring, a system was proposed [1] that consists of three sensing domains: 1) identification of arm and trunk movements that characterize the food intake from inertial sensors [2], e.g. using fork and knife, a spoon or hand-only movements, 2) detection of swallowing from a sensing collar [3] and 3) characterization of foods from chewing sounds. The latter sensing domain is the focus of this work.

The breakdown of foods during chewing generates sound emissions that are conducted by bones, skull and body tissue. For a wearable dietary monitor, sound from chewing can be recorded by a microphone or similar acoustic transducer in the ear canal or close to it. In this way, different foods have been classified from their acoustic profile during chewing [1], [4]. However chewing is a time-dependent process, modified by the changing properties of the food material in the mouth when fluids are pressed out, the food is mixed with saliva and a bolus is formed [5]. The intrinsic chewing movement pattern is generated by a brain stem pattern generator. The movement pattern is continuously modified by oral sensory feedback [6].

Chewing sequences start from an initial bite (shearing of a sample from a food piece with the incisors), followed by a variable number of rhythmic chewing cycles (compressing the sample using molars) until swallowing occurs. Recent studies confirmed that changes occur in movement as well as muscle activity of the masticatory apparatus within these sequences (see Section I-A for a discussion of related work). Changes in movement of the mandible were attributed to the modification of rheology parameters (hardness, fracturability, adhesiveness) of food [7]. Since both, movement and rheology changes during a chewing sequence, it can be hypothesized that different acoustic stages exist in the sequence as well. Such stages could relate to sensory changes occurring during the sequence. Moreover, if the existence of acoustic stages could be confirmed, sequential food classification models become feasible. Such models can achieve a better fit to the chewing sound pattern and potentially improve the scalability of food sound models.

In the present work we apply an automated methodology to extract sub-sequences of chewing sequences from ear-canal chewing sound recordings. Sub-sequences are defined as a series of cycles in the chewing sequence with similar acoustic properties. Since the temporal evolution of the acoustic pattern and hence chewing sound stages are largely unknown, an unsupervised search and optimization strategy was deployed to analyze the sub-sequences in a chewing sequence and select appropriate features for discriminating these structures at the same time. The solutions are qualified for compliance to a chewing sequence model and validated by classification on test data.

A. Related work in chewing monitoring

First insight into the sequence of chewing was obtained by kinematic and electromyographic (EMG) studies. At the beginning of the sequence hardness was found to control the frequency of chewing and activity of M. masseter and M. temporalis while in middle of the sequence product rheology described mandibular movement such as vertical amplifi-
tude [7]. Similar results were found in earlier studies, where burst duration and mean voltage of the EMG as well as vertical mandibular movement decreased during the sequence [8]. Chewing of materials with different rheology indicated, that changes in the activity pattern of M. masseter occur on the chewing cycle level during a sequence, however sequence parameters did not differ for materials of varying rheology [9].

Based on the initial investigation by Drake [10] chewing sound has been assessed predominately to study auditory and sensory perception of material texture in food science [11], [12]. From observing audio waveforms it was assumed that a normal chewing sequence could be partitioned into two phases: initial gross cutting of the ingested material and subsequent conversion in fine grained particles [10]. This process is understood as a gradual decomposition of the material structure during chewing and is audible as a decline of the sound amplitude in brittle foods [1].

The loudness of a foodstuff during chewing depends mainly on the cell arrangement, impurities and existing cracks [12]. Naturally grown foods, e.g. apples or lettuce, contain more liquids compared to dry products, e.g. potato chips, that have air inclusions [13].

Most previous works that targeted classification of chewing sounds used a small share of chewing cycles from each sequence only or analyzed a sequence as one entity. None of these works used the complete chewing sequence, consequently phasing of the sequences was not investigated. De Belie et al. [4] used the sound spectrum of the initial bite to compute principal components and discriminate two classes of crispness in apples. More recently a classification of five snack food products was presented, based on the auditory signal of the initial bite and the first chew [14].

Analyzing the initial bite or the chewing cycle refers to two separate investigation techniques. It was found that bite and chewing cycles differ regarding movement and emitted sound [15], [16]. For our purpose of finding stages in the chewing sequence, all chewing cycles are included in this analysis, while the initial bite is manually excluded.

II. METHODS

This section summarizes the study procedure to acquire chewing data and presents the data analysis steps for extracting a partitioning from the chewing sequences. After summarizing the feature processing from chewing cycles, the multi-objective search strategy is presented. Finally the procedure to identify and test the best partitioning solution is detailed.

A. Chewing study

Four participants (male students, natural dentition, aged 20 to 30 years) without known chewing or swallowing abnormality were recruited for the study. During a pre-recording interview the lab and measurement environment was shown to each participant for familiarization. Two measurement sessions were carried out on separate days, with at least one day break in between. Each session was recorded around mid-day. Participants were asked to eat the following foods: Potato chips (“Chio chips Ready salted”, ~25 pieces), meat lasagne (~250 g), one apple (“Jangold”, ~100 g), 12 pieces of chocolate (“Coop lait”, total: 40 g). The meat lasagne was a commercial deep-frozen version, heated in an oven for 40 minutes.

All participants were familiar with the food types based on cultural origin. None of the participants expressed a dislike for any of the foods nor problems to chew or swallow the selected foods. Participants were sitting comfortably on a chair close to a table carrying the food items and a glass of water. They were asked to chew and swallow normally and allowed to move, drink and speak during the recording sessions between the chewing sequences. The recording duration was not constraint since the participants were eating/drinking at their individual pace.

Chewing sound was recorded using a miniature microphone (Knowles, TM-24546) embedded into an ear-pad. The sound signal was amplified and sampled at 44 kHz, 16 bit. Surface EMG from left and right M. masseter was recorded at 2 kHz, 24 bit.

An observer controlled the recording procedure during each session and annotated the chewing sequences. In a post-processing step all annotated sequences were reviewed, the start/end times adapted and swallowing events marked for exclusion by inspecting the signals. Synchronization marks in the data (set during the recordings) were used to align audio and EMG data streams.

B. Chewing segmentation and feature processing

From the continuous chewing sequence recordings individual chewing cycles were extracted using the muscle activity derived from EMG. Signals from left and right M. masseter were bandpass filtered and combined for independence from the chewing side. Peak muscle activity was used to estimate teeth clench (complete occlusion, teeth in full contact) and hence the previous onset of the combined EMG signal determined the beginning of the current and end of the previous chewing cycle. The first and last cycles were determined using the sequence annotation. Only chews segmented in the bounds of the annotation were used for further analysis.

Three feature search spaces were computed from the segmented chewing cycle. For search space one, the complete segmented chewing cycle was used, for search space two, only an initial part of the chewing cycle was used (EMG onset to peak) and for search space three both previous spaces were combined. Spaces one and two contained 65 audio features (130 for feature space three), computed from time and frequency domain. The time domain features included: length of the segment, extrema, fluctuation, zero crossings and the integrated signal. The spectral features included: total and band energy, fluctuation, centroid, bandwidth, rolloff as well as auto-correlation and cepstral coefficients.

For the subsequent investigation observations were derived by computing the features from every chewing cycle. The total set of observations was split into a search and testing set.
The testing set (10% of all observations) was used for result validation in the final classification.

C. Sequence partitioning using multi-objective search

Finding partitions in the temporal evolution of chewing sequences was regarded as a search problem that required the identification of related observation sub-sequences and the selection of discriminative features to model the partitioning. Fig. 1 provides an overview on the search framework, composed of a search and an induction step. In the search step potential features were selected. In the induction step, these features were used to determine clusters in the observation data. The clustering result was validated against a chewing sequence model.

1) Search step: We selected the Non-dominated Sorting Genetic Algorithm, version 2 (NSGA-II) [17] as search algorithm and feature selection wrapper. NSGA-II belongs to the family of search heuristics based on evolutionary algorithms that can accommodate multiple search goals. A detailed introduction to evolutionary algorithms can be found in [18].

The algorithm keeps a diverse population of individual solutions and aims at finding non-dominated (Pareto-optimal) solutions by applying evolutionary operations (selection, mutation and crossover). With the diversity of individuals in the population a high robustness is achieved: locked oscillations and single solutions at local optima are avoided. Moreover, the algorithm promotes elitism by maintaining Pareto-optimal solutions, once found, in the following generations. The algorithm achieved a good performance when compared to similar methods [19].

For each individual solution, a binary bit vector encodes the feature set and expected sub-sequences (clusters) in the chewing sequences. At initialization a uniform distribution of the bits was used to set the vector.

The genetic search was performed with a population size of 100 individuals, a mutation rate of 0.05 (uniform) and a crossover rate of 0.8 (single point). An independent search was performed for each of the three feature spaces. After 250 generations the feature selection was stopped and the Pareto-optimal solutions were evaluated and tested as described in II-D.

2) Induction step: As induction step for the feature selection we used a hierarchical clustering of the chewing observations in each sequence and assessed the partitioning result using validity parameters of a chewing sequence model. The validity parameters were used in the search step (as search goals) and during the result selection (as quality measure).

The expected number of sub-sequences (specified in the search step) was used as clustering target. We analyzed the range of 2 to 5 clusters.

The following chewing sequence model was defined to describe the search problem and to develop the model validity parameters. The model was applied for each food type individually.

A complete sequence of chewing cycles \( S_i \) \((S_i \in S)\) of food type \( T \) consists of \( K \) unique sub-sequences, called phases \( P \). \( S \) is the set of all \( N \) sequences from \( T \). Each phase \( P_{i,j} \) consists of \( M_{i,j} \) chewing observations described by feature vector \( f_{i,j,n} \) from feature space \( F_T \). The relation of the sets is described by Eq. 1.

\[
S = \{S_1 \ldots S_N\} \\
S_i = \{P_{i,1} \ldots P_{i,K}\}, \quad i = 1 \ldots N \\
P_{i,j} = \{f_{i,j,1} \ldots f_{i,j,M_{i,j}}\}, \quad \forall i : j = 1 \ldots K
\] (1)

Phases can neither overlap nor repeat in a single chewing sequence \( S_i \). An observation \( f_{i,j,n} \) belongs to exactly one phase \( P_{i,j} \).

Based on this model formulation, the following model validity parameters were defined to describe a chewing sequence: phase count \( \alpha \), phase size variance \( \sigma^2 \) and phase transitions \( \beta \). The parameters were defined in order to obtain a minimization problem.

1) The parameter phase count \( \alpha \) relates the number of retrieved phases \( \hat{K} \) and the number of expected phases \( K \), normalized over all sequences of \( S \) (Eq. 2).

\[
\alpha = 1 - \frac{1}{N} \sum_{i=1}^{N} \hat{K} \\
\] (2)

The value of \( \alpha \) is minimal (zero) if \( \hat{K} = K \), i.e. if the number of phases found is equal to the number of expected phases in all sequences of \( S \).

2) The parameter phase size variance \( \sigma^2 \) depicts the variation in the number of chewing observations within each phase, normalized over all expected phases \( K \) and
chewing sequences \( N \) (Eq. 3). \( M_1 \) is the mean share of observations in all sequences assigned to phase \( P_j \).

\[
\sigma^2 = \frac{1}{K} \sum_{j=1}^{K} \sum_{i=1}^{N} \frac{(M_{i,j} - M_j)^2}{N-1}
\]

\[M_i = \sum_{j=1}^{K} M_{i,j}; \quad M_j = \frac{1}{N} \sum_{i=1}^{N} M_{i,j}
\]

The parameter \( \sigma^2 \) reflects the stability of the obtained partitioning: if \( \sigma^2 = 0 \), the relative number of chewing observations in each phase is constant for all phases of all chewing sequences.

3) The parameter phase transitions \( \beta \) is defined as ratio of existing phase changes in each sequence and the expected number of phase changes \( (K-1) \), normalized over all sequences in \( S \) (Eq. 5 and 6).

\[
\beta = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\sum_{n=1}^{M_i-1} d_{i,n}}{K-1} - 1 \right|
\]

\[d_{i,n} = \begin{cases} 1: & \text{cluster}(f_{i,n}) \neq \text{cluster}(f_{i,n+1}) \\ 0: & \text{otherwise} \end{cases}
\]

The parameter \( \beta \) measures the consistency of the phases in the sequences: the higher \( \beta \), the less correspondence exist between the obtained grouping and the expected sequential partitioning (the more alternations exist). If \( \beta = 0 \), the number of transitions matches the expectation. If \( \beta > 0 \) the number of transitions does not match, because more or less than the expected transitions were obtained.

D. Result selection and testing

A selection strategy was developed to extract the best result from the solution space. Fig. 2 provides an overview on the applied selection steps.

All results from the independent search runs for each feature space were merged into a single solution space and their Pareto-optimal individuals were selected. Fig. 3 exemplarily visualizes the obtained solution space for the three model Pareto-optimal individuals were selected. Fig. 3 exemplarily shows the obtained solution space for the three model Pareto-optimal individuals were selected. Fig. 3 exemplarily visualizes the obtained solution space for the three model Pareto-optimal individuals were selected. Fig. 3 exemplarily visualizes the obtained solution space for the three model Pareto-optimal individuals were selected.

In the following step all solutions that weakly matched the chewing sequence model were removed. Eq. 7 shows the constraints applied for \( \alpha \) and \( \sigma^2 \). Individual solutions that did not comply with these bounds were removed from the solution space. Parameter \( p_{err} \) limits the share of sequences that do not conform to the chewing sequence model and was set to \( p_{err} = 0.2 \).

\[
\alpha \leq \frac{p_{err}}{K} \quad ; \quad \sigma^2 \leq \frac{p_{err}}{2}
\]

The best candidate was chosen from the remaining solutions in a final selection step. The space was reduced by sequentially selecting the minimal value of each parameter \( \alpha \), \( \sigma^2 \), \( \beta \) and \( |F_T| \). Individuals with a minimal \( \alpha \) were chosen first, since the correct phase count is a prerequisite to achieve the partitioning target.

In order to verify the result, the identified solution was applied in a classification of phases in the testing observation set. Using the selected features for the best candidate, a nearest centroid classifier was trained on the training set using the candidate’s clustering result as class association rule. For evaluating the testing result, the class associations were obtained by assuming the phase distribution of the best candidate. In this way, the solution was tested independently of the search procedure.

The partitioning into phases resulted in class skews (one phase contained more observations than another phase). Training a skewed classifier was avoided by selecting an equal number of training observations from all phases.

To compare classification results with an unequal number of test observations in each class, the normalized accuracy measure as used. For a multi-class classification the normalized accuracy was derived as mean of the class-relative accuracies:

\[
a_{norm} = \frac{1}{K} \sum_{i=1}^{K} \frac{\text{Recognized}_i}{\text{Relevant}_i}
\]

where \( K \) is number of expected phases, \( \text{Recognized}_i \) and \( \text{Relevant}_i \) are the number of correctly identified observations and the total number of observations for each phase category.

III. RESULT AND DISCUSSION

A. Chewing segmentation

In total 11480 chewing cycles were extracted for the analysis from 602 annotated chewing sequences. Tab. I summarizes the number of chewing sequences and cycles for each food product.
B. Food-specific analysis

The partitioning was analyzed for every food type, including the observations from all four study participants. The solution space spanned by the model validity parameters is visualized in Fig. 3 for the food type chocolate.

The solution space diagram shows the distribution of the individuals around the optimal solution of the minimization problem ($\alpha = 0$, $\sigma^2 = 0$ and $\beta = 0$). While the optimal solution was not achieved in the search, good solutions were found, using the result selection procedure.

The result selection from a solution space is considered to be a critical step for multi-objective approaches [20]. The procedure applied in this work aimed at evaluating the search goals individually, instead of combining the goals in a single weighting function. This strategy was reasonable due to the exploratory analysis approach.

In the food-specific evaluation a two-phase structure was obtained for all foods. Fig. 4 shows the average distribution of the phases (occurrence ratios) in the chewing sequences for the individual foods. The occurrence ratios indicate the relative share and position of each phase in the chewing sequences. For all food types a short first phase (30-40% of the sequence length) was found, followed by a second longer phase. For potato chips the longest initial phase was obtained, when compared to the other foods.

This finding confirms the assumption of an initial chewing phase that differs from the remaining sequence made by observing sound amplitude vs. time plots [10]. Tab. II summarizes the phase ratios and quality of the solutions obtained. Both, search and testing performances of the selected

---

**TABLE I**

SUMMARY OF THE SEGMENTATION RESULTS.

<table>
<thead>
<tr>
<th>Food type</th>
<th>Chewing sequences</th>
<th>Chewing cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>102</td>
<td>2147</td>
</tr>
<tr>
<td>Potato chips</td>
<td>227</td>
<td>3015</td>
</tr>
<tr>
<td>Chocolate</td>
<td>90</td>
<td>1913</td>
</tr>
<tr>
<td>Lasagne</td>
<td>183</td>
<td>4105</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>602</strong></td>
<td><strong>11480</strong></td>
</tr>
</tbody>
</table>

---

The result selection from a solution space is considered to be a critical step for multi-objective approaches [20]. The procedure applied in this work aimed at evaluating the search goals individually, instead of combining the goals in a single weighting function. This strategy was reasonable due to the exploratory analysis approach.

In the food-specific evaluation a two-phase structure was obtained for all foods. Fig. 4 shows the average distribution of the phases (occurrence ratios) in the chewing sequences for the individual foods. The occurrence ratios indicate the relative share and position of each phase in the chewing sequences. For all food types a short first phase (30-40% of the sequence length) was found, followed by a second longer phase. For potato chips the longest initial phase was obtained, when compared to the other foods.

This finding confirms the assumption of an initial chewing phase that differs from the remaining sequence made by observing sound amplitude vs. time plots [10]. Tab. II summarizes the phase ratios and quality of the solutions obtained. Both, search and testing performances of the selected
candidates are indicated by the model validity parameters of the chewing sequence model.

A good quality, according to the parameters $\alpha$ and $\sigma^2$ was found for all four food types. However, the high number of phase transitions (indicated by $\beta$) suggest that the phases had several insertions. This effect was very strong for the food type lasagne. The overall best quality for all parameters was achieved for potato chips.

The effect of applying the candidate solutions on testing data was very low on the model parameters: the values for all three model parameters remained in the same range. For all foods 16 to 24 features were selected from feature space two.

Whether the sequence structure of the candidates can be verified, was assessed by the classification performance on test data. Fig. 5 shows the classification result for all four foods, when applying the properties of the selected solution on the testing set. A normalized accuracy of $a_{\text{norm}} = 0.5$ would indicate a random classification. Therefore only the range $a_{\text{norm}} = 0.5 \ldots 1.0$ is shown.

The classification confirms the partitioning for potato chips and chocolate: a normalized accuracy of approx. 80% was achieved, indicating that the two-phase assumption holds, even on the testing data.

For apple and lasagne a low accuracy was obtained, indicating that the foods cannot be classified with the two-phase search solution. Since phase counts larger than two were rejected during the search stage already, we concluded, that the foods do not exhibit a sub-sequence structure at all.

### TABLE II

<table>
<thead>
<tr>
<th>Search parameter</th>
<th>Apple</th>
<th>Potato chips</th>
<th>Chocolate</th>
<th>Lasagne</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected phases ($K$)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Nr of features ($</td>
<td>F_T</td>
<td>$)</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>Feature space</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sequence model parameter</th>
<th>Candidates after search</th>
<th>Testing data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase count ($\alpha$)</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>$P$, size variance ($\sigma^2$)</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>Phase transitions ($\beta$)</td>
<td>3.45</td>
<td>1.35</td>
</tr>
</tbody>
</table>

\[\text{Phase occurrence ratio}\]

Fig. 4. Average distribution of phases in the chewing sequences for all four foods obtained in the food-specific analysis. The plots indicate the location of the phases, but do not show insertions inside individual phases. For food types potato chips and chocolate the partitioning was confirmed by the testing procedure.

Fig. 5. Classification result for all four foods when applying the search solution on the testing set. (A normalized accuracy of $a_{\text{norm}} = 0.5$ would indicate a random classification. Therefore the plot shows the range $a_{\text{norm}} = 0.5 \ldots 1.0$ only.)

### C. Participant-specific analysis

The search and solution selection was performed for each participant individually to analyze the person-related structure of the chewing sequences. Tab. III summarizes the results for all four foods and participants A–D. Except for food type apple from participant A, two-phase solutions were found for all combinations of food and participant using the selection procedure. For apple from participant A none of the solutions matched the required criteria.

The classification accuracy $a_{\text{norm}}$ achieved during testing gives an indication whether the two-phase result can be generalized on the testing data. Except for chocolate, the result of the food-specific analysis were confirmed: For potato chips a two-phased partitioning was obtained with good classification rates ($0.79 \ldots 0.92$) for all participants. For apple and lasagne the rates are generally lower. While the performance for apple was above random ($\sim 0.6$), the two-phase partitioning for lasagne often performed less well.

For chocolate participants A and C achieved a classification performance of 0.81 and 0.75 respectively. However, no phase structure was found for the remaining two participants and chocolate. In order to analyze this effect in more detail, the study should be extended by additional participants.
D. Result discussion

The phase distribution and selected features of the participant-specific analysis showed a higher variability when compared to the food-specific analysis. It was assumed that this is a result of the lower number of test observations and hence less averaging effect in the participant-specific analysis.

In contrast to the food-specific analysis, applying the search solution on the testing data in the participant-specific analysis had a strong effect on the model validity parameters. For apple and lasagne this indicated the absence of sub-sequences, for the other food types this result was not expected. Although an overall large set of observations was available, the splitting into search and test set (test set size was 10% of all observations) may have led to a reduction of the result stability. Even to confirm the results of the food-specific analysis, a test with different observations should be performed. However, these result confirms the benefit of the applied testing procedure.

The modeling of phases in chewing sequences for an exploratory search is a challenging task. While the developed optimization goals (phase count, phase size variance and phase transitions) proved to be valid parameters for a valid partition, some limitations of the automatic phase extraction approach remain to be solved.

Regarding the search procedure, the indirect control by rating the solutions after the clustering step, produced invalid solutions, that could have been avoided. To this end clustering should consider the sequence of the observations. However, to achieve this, a highly domain specific grouping algorithm would be needed.

From the phase transitions result (parameter $\beta$), large values were found for both food- and participant-specific investigations. While the parameter correctly indicates a partitioning that does not correspond to the analyzed number on phases, it is sensitive to insertions. Single assignments of observations to a different phase, which is non-critical for the overall integrity of the partitioning and could be ignored, was not distinguishable from an completely invalid partitioning. This aspect influenced the selection of optimal solutions and could mislead conclusions. Again with the help of our selection and testing procedure this issue was minimized, since $\beta$ was used as the last of all three model parameters and all results were verified by the classification test.

IV. Conclusion

We presented an automatic method to extract partitions from chewing sequences, that follow a sequential order and can be identified using sound features. Our approach relied on a search and selection procedure, followed by a verification on test data. The search was performed using an NSGA-II wrapper for selecting appropriate features and expected sub-sequences in combination with an induction step. The induction was composed of hierarchical clustering of the chewing observations and analyzing the search quality with respect to a chewing sequence model.

Three parameters were derived that describe a chewing sequence model. The parameters were used for the qualification of the search results and the final selection of the valid solutions. In the present work the model parameters phase count, phase size variance and phase transitions were used.

The sequence structure of four food types was analyzed in recordings from four participants, regarding food-specific and participant-specific behavior. A two-phase structure was found from the food- and participant-specific analysis of the food types potato chips and chocolate. The search results were verified in a classification test, by assuming the retrieved features and the partition structure in a food sequence model. A classification accuracy of approx. 80% was achieved for both foods. A person-dependency was found for chocolate, where no valid phasing was obtained for two of the participants, while for the remaining two a good classification was possible. We assumed that this variability was caused by the small and fixed test observation set, since the food-specific analysis of all participants returned a classification performance of 78%.
Overall, the food- and participant-specific evaluations returned at maximum two phases for all foods. A common distribution of the phases was found in the food-specific analysis. For all food types, a short first phase (30-40% of the sequence length) was derived, followed by a second longer phase. For the participant-specific analysis different distributions were obtained depending on both, food and person.

Out of the three model validity parameters described above, the most important goal was phase count, since the number of actually retrieved phases was vital for the application of the sequence model. Solutions that had large values for this goal ($\alpha \geq 0.2$), typically did not perform well. A selection procedure was designed that reflected this observation, by sequentially limiting the share of sequences that did not conform to the chewing sequence model.

The parameter phase transitions was found to be most difficult to minimize, since the phases contained insertions in many sequences of the foods. The insertions were attributed to the natural variability in the data that could not be captured by the clustering algorithm. In the current work, the impact of this issue was minimized by the selection and testing procedure. For further investigations alternate solutions to obtain a requested number of transitions should be evaluated.

The frequent selection of feature space two in the food-specific analysis indicated that the chewing cycles were not stationary and hence supportive information was extracted from the intra-chew signal variation (as captured by the feature space) when compared to the entire chew (feature space one).

For the food types apple and lasagne no stable partitioning was found, indicating that both foods have a non-sequential sound pattern that alternatively could be described by a single phase for each sequence. Following these findings, it can be hypothesized that out of the different foods analyzed, only dry and rigid foods have a clear sequential structure. Consequently, foods that are soft, e.g. lasagne or based on a fibre-structure as apple do not change their sound pattern in an ordered sequence.

We consider the classification rates for potato chips and chocolate as a comparably good result in relation previous investigations of food sound classification. For bite and first chew classifications from five snack foods up to 18% classification error were reported [14]. In our previous work on classifying foods from chewing recordings, rates between 66% and 86% were achieved, depending on the food type [1]. For an application in automatic dietary monitoring the result of the current work will support the development of food-adapted classifiers. For the above food types an independent model of the two phases could be helpful to boost the system performance, while for other (single-phase) foods one model is sufficient.
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