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Abstract—We provide an overview of the modeling techniques that have been combined to solve large-scale antenna problems within the framework of the Square Kilometre Array (SKA) project. These numerically efficient techniques have been integrated into a software tool named CAESAR ¹, which enables us to solve large antenna problems, both at antenna, and at system level. The latter is essential in determining the receiver sensitivity of the entire instrument, which is the main figure of merit. In the present paper we summarize how the conventional method of moments (MoM) has been enhanced using a hybridization of the Characteristic Basis Function Method (CBFM) in conjunction with a number of acceleration techniques so as to greatly reduce the overall execution time without compromising the accuracy. Representative examples are shown of realistically large and complex antenna systems that have been examined only recently.

I. INTRODUCTION

The Square Kilometer Array (SKA) project is a world-wide project to design and construct a revolutionary new radio telescope with a collecting area of order 1 million square meters in the wavelength range from 3 m to 1 cm [1]–[3]. ASTRON² conducts the development of the aperture array concept, both by designing and examining small-scale prototype arrays, thereby demonstrating the feasibility of the instrument and revealing the potentials of various cost-effective array technologies. Concurrently, dedicated simulation software is being developed to facilitate this research phase in an accurate and time-efficient manner [4].

The antenna characterization is carried out with the aid of the method of moments (MoM), which discretizes a continuous integral equation for the unknown surface/volume current density by employing an equally large set of basis and test functions. Typically, a subsectional basis is employed to locally represent/expand the unknown current on the domain that supports this vector basis function, as well as to test it using identical vector functions (Galerkin’s method). The primary advantage of employing subsectional basis functions is that they can be chosen to conform to arbitrarily shaped geometries. The penalty, however, is that the size of the moment matrix becomes excessively large when a fine discretization of the corresponding integral equation for electrically large problems is required to accurately represent this current.

At present, roughly two classes of solution strategies can be identified to solve the resultant large matrix equation, either based on: (i) iterative techniques; or, (ii) iteration-free techniques. Iteration-free approaches become particularly attractive when a (direct) solution is required for a large number of excitations (MRHS). For instance, for antenna type of problems, N linearly independent array excitations need to be solved to determine the full N-port antenna impedance matrix; hence, an iteration-free method would require N matrix-vector products, whereas a standard iterative (Krylov subspace) solver may then require \( \sim N^2 \) matrix-vector products. Furthermore, by using an iteration-free approach, convergence problems are avoided that are typically associated to iterative solvers.

Iteration-free techniques rely on a strong compression of the moment matrix by employing numerically generated large-domain basis functions so that the resultant reduced matrix equation can be solved directly, e.g., by means of a standard LU decomposition technique. In the Characteristic Basis Function Method (CBFM), the corresponding macro-domain basis functions (CBFs) conform to arbitrarily shaped geometries since these CBFs are constructed as fixed combinations (aggregations) of subsectional basis functions [5]. Hence, a large degree of geometrical flexibility is maintained when employing a macro basis which in itself is derived from a subsectional basis. In addition, existing computer codes can be reused/upgraded by only minor modifications. Techniques similar to CBFM are, e.g., the eigencurrent approach [6] and
the synthetic functions approach [7]. Throughout this paper we summarize a number of numerically efficient techniques that have been used to solve a variety of SKA related problems using only moderate computing power.

II. EXAMPLES

All computations have been carried out in double precision arithmetic on a Dell Inspiron 9300 Notebook, equipped with an Intel Pentium-M processor operating at 1.73 GHz, and 2.0 GB of RAM.

A. LOFAR LBA Station Configuration Studies Using CBFM

With the aid of CBFM, the beam pattern of an array of 96 dual-polarized inverted-V dipole antennas (LOFAR station) has been studied for a number of different array configurations, ranging from sparse to dense, and from regular to irregular [8]. For illustration, the calculated array beam pattern ($\theta = 30^\circ$, $\varphi = 0^\circ$ scan) is shown in Fig. 1 for one of the regular array configurations.

![Station configuration study for the LOFAR LBA project.](image)

The antenna impedance matrix for each array configuration was computed by solving the respective reduced matrix equation

$$Z_{\text{red}}^{\text{red}} = V_{\text{red}}^{\text{red}}$$

for the unknown CBF expansion coefficient vectors $I_{\text{red}}^{\text{red}}$ that belong to the equally large, though distinct, reduced excitation vectors $V_{\text{red}}^{\text{red}}$ (both $I_{\text{red}}^{\text{red}}$ and $V_{\text{red}}^{\text{red}}$ are column-augmented matrices).

In (1), a reduced matrix block $Z_{\text{red}}^{\text{red}} m n$ is computed as

$$Z_{mn}^{\text{red}} = J_m^T Z_{mn}^{\text{MoM}} J_n,$$

i.e., the fully populated moment matrix block $Z_{mn}^{\text{MoM}}$, which holds the reactions between the subsectional basis/field functions supported by the $n^{th}$ and $m^{th}$ subdomain, is compressed by left-right multiplication of $Z_{mn}^{\text{MoM}}$ by the corresponding $n^{th}$ and $m^{th}$ set of CBFs $J_m$ and $J_n$, respectively. Each column of $J_m$ holds the expansion coefficients of the subsectional basis representing one CBF supported by the $q^{th}$ subdomain. Superscript $T$ in (2) denotes the transposition operator.

Similarly, the reduced excitation vector $V_{\text{red}}^{\text{red}} m$ for the $m^{th}$ subdomain is computed as

$$V_{mn}^{\text{red}} = J_m^T V_{mn}^{\text{MoM}}.$$  

Next, we compare the size of the full moment matrix (MoM) to the size of the reduced moment matrix (CBFM), as well as the corresponding total execution times. The results are listed in Table I.

**TABLE I**

<table>
<thead>
<tr>
<th>System Matrix Compression and Total Execution Time.</th>
</tr>
</thead>
<tbody>
<tr>
<td>#RWGs</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>MoM</td>
</tr>
<tr>
<td>CBFM</td>
</tr>
</tbody>
</table>

As opposed to MoM, one observes that the execution time has dropped significantly for a CBFM approach. Also, the original moment matrix has been strongly reduced, even though the problem is relatively small, implying that the computational overhead of generating CBFs is relatively large. We remark that CBFM has been used in combination with a number of additional acceleration techniques as detailed hereafter, including the exploitation of the block Toeplitz (translation) symmetry between pairs of groups of CBFs. In this respect, note that not all $96 \times 96$ CBF group interactions have to be computed to construct $Z_{\text{red}}$, but only 179 as a result of the large degree of translation symmetry that a regular spaced array possesses with identical elements supporting equal sets of CBFs.

B. ACA and its Solution Accuracy for the LOFAR HBA Array

In the previous subsection, a significant acceleration has been achieved by approximating (2) as

$$Z_{mn}^{\text{red}} \approx J_m^T \tilde{Z}_{mn}^{\text{MoM}} J_n,$$

where $\tilde{Z}_{mn}^{\text{MoM}}$ is a low-rank approximation of $Z_{mn}^{\text{MoM}}$. Matrix $\tilde{Z}_{mn}^{\text{MoM}}$ can be constructed on-the-fly and numerically efficient using the Adaptive Cross Approximation algorithm (ACA) [9]. This is accomplished without a priori knowledge of the actual full matrix block $Z_{mn}^{\text{MoM}}$. It is well-known that the effective rank becomes smaller of matrix blocks representing reaction terms between electrically distant groups of basis functions. For those groups, the rank-revealing ACA algorithm becomes highly effective, even though it will only reduce the computational complexity by a constant factor (instead of by an order).

The accuracy of the combined CBFM–ACA approach is demonstrated through an example of a $4 \times 4$ dual-polarized array of LOFAR High Band Antennas. For this purpose, the impedance and radiation characteristics, obtained by a direct MoM approach, have been overlayed with the solutions obtained by a combined CBFM–ACA approach (Fig. 2). One can observe an excellent agreement, both for the computed mutual impedances, as well as for the computed embedded
element pattern of a corner-excited HBA antenna. For this particular case, the relative error $\epsilon$ of the antenna impedance matrix $Z^\text{ant}$ is 1.1%, with the error defined as a ratio of 2-norms:

$$\epsilon = \frac{||Z^\text{ant} - \tilde{Z}^\text{ant}||^2}{||Z^\text{ant}||^2},$$

and where $\tilde{Z}^\text{ant}$ is the approximated matrix.

Not surprisingly, the speed advantage of the ACA algorithm has to be traded against the solution accuracy. This trade-off can be controlled by means of the ACA threshold [9], which directly influences the accuracy of $\tilde{Z}^\text{ant}$. In the present example, an ACA threshold level of 250 has been used.

C. Arrays of Interconnected Tapered Slot Antennas

In CBFM we decompose the entire computational domain into smaller subdomains, each of them supporting a set of CBFs. These CBFs are generated numerically, and preferably for relatively small antenna structures that have been extracted from the original antenna array, with the restriction that these small antenna structures should closely resemble their original electromagnetic array environment.

However; the generation of CBFs becomes non-trivial for electrically interconnected (antenna) structure, since the structure is, in essence, electromagnetically inseparable. Furthermore, the CBFs have to be generated such as to synthesize a continuous current flow across the boundaries between adjacent antenna elements. A possible solution to the latter problem is to let CBFs partially overlap, or to use special bridge-functions [7], [10].

In [10] we proposed a trapezoidal post-windowing technique to generate CBFs for electrically interconnected (antenna) structures. The pertaining CBF generation procedure has been graphically visualized in Fig. 3.

With reference to Fig. 3, we first extract representative subarrays from the fully meshed array (Step I). Afterwards, each subarray is excited a number of times so as to generate a set of induced surface currents (Step II). Next, these currents are truncated by a trapezoidal windowing function to eliminate the undesired edge-singular currents, and to retain an overlap with adjacent domains. Finally, the so-generated CBFs (Step III) are mapped onto their corresponding array elements (Step IV). Note that, when CBFs partially overlap, they combine properly because the superposition of all taper functions sum to unity.

The aforementioned CBF windowing method has been applied to compute the impedance matrix of 576 TSA element array. Figure. 4 illustrates the array composed of 9 disjoint antenna tiles. The surface current has been synthesized using 375,000 RWG subsectional basis functions which constitute the 4320 CBFs. By exploiting translation symmetry, only 8394 out of 331776 mutual moment blocks had to be constructed, and in an time-efficient manner using the ACA algorithm. The total execution time amounted to 254 min. 44 sec. per frequency point. The execution time can be further reduced by constructing a reduced matrix for only one of the antenna tiles while accounting for the coupling effect between the neighboring phase-steered array tiles [11].

D. Antenna System Modeling

In interferometric receiver systems for radio astronomy, antenna output signals are correlated to create a (steerable) beam in the sky and to achieve a certain receiver sensitivity in that direction. In practical systems, noise is generated at different stages within the receiver, and generally, microwave components are not power-matched to one another. As a result, the overall sensitivity depends upon the array receiver in its entirety.

For the purpose of analyzing the overall receiver system, a dedicated microwave simulator has been developed
and integrated with the electromagnetic solver [12]. All microwave components, including the antenna, Low Noise Amplifiers (LNAs) and beamforming networks, are characterized in terms of signal-noise wave covariance matrices, together with their scattering matrices. The cascaded compound is computed by applying the connection matrix theory as described in [14], [15].

The use of the hybridized methods enabled us to conduct a number of studies. For instance, it has been demonstrated that one has to noise match the LNAs to the active scan impedance in order to achieve minimum receiver noise in phased array antennas [13]. Another example is a microwave circuit model of a microstrip TSA feed that has been developed and combined with the antenna impedance characteristics obtained by full-wave EM simulations [16]. Figure 5 illustrates that a dielectric-free MoM code can be used to model the antenna structure separately from the feed structure.

Validation of the combined models has been performed through measurements and simulations (HFSS). A very good agreement is obtained showing that realistically complex and electrically large antenna array structures can be modeled accurately and fast.
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