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Abstract—Recently, light emitting diode (LED) based illumination systems have attracted considerable research interest. Such systems normally consist of a large number of LEDs. In order to facilitate the control of such high-complexity systems, novel signal processing applications, e.g., illumination sensing, have been studied. In this paper, the system concept and research challenges of illumination sensing are presented. Thereafter, we investigate a frequency-division multiplexing (FDM) scheme to distinguish the signals from different LEDs such that we are able to estimate the illuminances of all the LEDs simultaneously. Moreover, a filter bank sensor structure is proposed to study the key properties of the FDM scheme. Conditions on the design of the filter response are imposed for the ideal case without the existence of any frequency inaccuracy, as well as for the case with frequency inaccuracies. The maximum number of LEDs that can be supported for each case is also derived. In particular, it is shown that, among all the other considered functions, the use of the triangular function is able to give a better tradeoff between the number of LEDs that can be supported and the allowable clock inaccuracies within a practical range. Moreover, through numerical investigations, we show that many tens of LEDs can be supported for the considered system parameters. Remark on the low-cost implementations of the proposed sensor structure is also provided.

Index Terms—Filter bank, frequency-division multiplexing, illumination sensing, LED illumination, Nyquist-1 functions.

I. INTRODUCTION

Due to the rapid development of solid-state lighting (SSL) technologies, high brightness light emitting diodes (LEDs) will play a major role in future indoor illumination systems. LEDs may largely replace incandescent and fluorescent lamps, mainly because of the advantages of LEDs such as high radiative efficiency, long lifetime, high tolerance to humidity, and limited heat generation [1], [2]. Considerable research interest, therefore, has been devoted to LED based illumination systems.
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LED-based illumination systems normally consist of a large number, e.g., hundreds, of spatially distributed LEDs. This is partly because a single state-of-the-art LED [3] still cannot provide sufficient illumination and also because extremely high brightness LEDs compromise eye safety.

Such spatially distributed LEDs, moreover, may be used to provide localized, dynamic and appealing lighting effects. To this end, the beam width of each LED is set to be narrow and the output illumination level of each LED is flexible. In practice, the illumination level of each LED is configured so that a desired lighting effect can be achieved at the location of interest, called target location.

In order to deliver different illumination levels, the output of each LED typically consists of repeatedly transmitted illumination pulses whose widths are modulated [4], so-called pulsedwidth modulation (PWM), as illustrated in Fig. 1. The amplitude of the pulse train is called the luminous flux (in lumen), denoted by \( \phi \), of the \( i \)th LED, and the duty cycle is denoted by \( p_i \) where \( 0 \leq p_i \leq 1 \). The illumination level of the LED is represented by the product \( \phi p_i \). In practice, the luminous flux of each LED is fixed, i.e., the illumination pulse train is binary, in order to maintain a high efficiency in the driver circuits. In contrast, the duty cycle of the illumination pulse train can be changed easily. Therefore, the level of output illumination is determined by the duty cycle of each LED. The resolution of the duty cycle thus determines the range of illumination levels that can be supported by a single LED. In an advanced illumination system [5], \( p_i \) is set in a logarithmic scale and each \( p_i \) can range from \( 10^{-5} \) to 1. Another key parameter of the PWM modulated pulse train is the frequency of the illumination pulses, also called the fundamental frequency, denoted by \( f_i \) for the \( i \)th LED. In general, \( f_i \) should be high enough, e.g., higher than 200 Hz, so that no flicker can be perceived from an LED.

In the above discussions, we introduced how to make the illumination level of each LED flexible. Due to the large number of LEDs and the broad range of illumination levels that can be supported by each LED, the complexity to calibrate and control such a lighting system is quite high. To facilitate the control of such a high complexity system and be able to achieve engaging lighting effects, it is essential to be able to accurately estimate the illumination contribution of each individual LED at the target location. This process is named illumination sensing and is the focus of this paper. Further, for the purpose of illumination sensing, a sensor is located at the target location.

From the characteristics of the output of each LED, it is clear that the illumination component of each individual LED at the target location also consists of a PWM modulated pulse train,
except that the amplitude of the pulse train is now the illumination (in lumen), denoted by $a_i$, for the $i$th LED, at the target location. The actual illumination contribution of an individual LED can be seen to be the product $a_i p_i$. Given the knowledge of $p_i$ at the central controller, we in fact only need to estimate $a_i$, for all $i$, whose value is determined by the luminous flux of each LED and the free-space optical channel attenuation [6], [7].

Based on the illumination sensing results, various applications scenarios can be implemented in practice via the central controller. For instance, a user can copy the sensed lighting effect at the target location through the knowledge of the individual contribution of each LED and then recreate it somewhere else. This copy and paste application can also be repeated continuously as a user walks around. Many other application scenarios exist, however, it is beyond the scope of this paper to discuss more of these. In principle, there are two major operations of each application. One is the sensing operation, in which operation we estimate $a_i$, for all $i$. The other is the illumination rendering operation, when we set $p_i$ to achieve the desired lighting effects. In order to realize the desired lighting effects in the second operation, it is important to obtain an accurate estimation of the illumination of each LED, e.g., such that the estimation error compared to the actual value is invisible to human eyes, and within a short time, e.g., 0.1 second. Hence, there are two key application requirements to the sensing process, viz. accuracy and speed.

The light outputs from all LEDs simply sum up together at the target location. It is therefore difficult and expensive, if not impossible, to distinguish different LEDs optically. Instead, an electronic solution is desirable. Such a solution involves an optical-electrical converter, e.g., through a photodiode, at the target location to obtain an electrical pulse train. The electrical pulse train is again of similar shape as that illustrated in Fig. 1, except that the amplitude is now the electrical current, denoted by $i$ for the $i$th LED. The ratio $\xi_i = a_i / a_c$ (ampere/lumen), named the responsivity of the optical-electrical conversion, is fixed and known for each LED, depending on the color of the LED. In this paper, we consider the case that all the LEDs are of the same color, i.e., $\xi_i$ is independent of $i$. It is easy to extend the results obtained in this paper to the case when the colors of the LEDs are different. Therefore, we only need to estimate $a_i$ for all $i$ in the illumination sensing process. To this end, one may adapt or shape the illumination waveform of Fig. 1 individually for each LED, in such a manner that the contributions can be disentangled electronically. For instance, the illumination pulses in Fig. 1 can be intermitted with deterministic pulse trains that serve as identifiers for the LEDs. The intermitted ID pulses, however, may cause visible flicker. Whereas an approach was proposed in [6] and [7] without introducing visible flicker, reliable recognition of the distinct identifiers requires complex procedures to maintain synchronism among the LEDs and between the LEDs and the sensor. To avoid these disadvantages while maintaining low cost and low complexity driver circuits, in this paper, we consider a much simpler asynchronous approach that is based on frequency-division multiplexing (FDM). Here, all LEDs are operated at different yet fixed frequency $f_i$, with small yet easily discernible spacing, denoted by $\Delta_f$, between the different frequencies.

The idea of setting the illumination pulse trains of the LEDs at distinct frequencies was proposed in [8]. In that paper, the research challenges, however, are quite different from those in this work. The reason is that [8] focused on a system with a small number of LEDs with an analog sensor structure in which the response time is not critical. In this paper, by contrast, we focus on a large number of LEDs and high-speed illumination sensing. Moreover, the performance limit of the FDM scheme is also studied. There is also an increasing interest in visible light communications using power LEDs, e.g., [2] and [9]. However, the objective of this paper is not to transmit data using visible light. On the contrary, there is actually no real data transmitted in our scheme.

The rest of this paper is organized as follows. A detailed discussion on the key system characteristics and requirements on illumination sensing is presented in Section II. The FDM scheme is introduced in Section III. Section IV characterizes the relation between the received electrical current at the sensor and the drive current of each LED. In Section V, we present a sensing approach while focusing on the fundamental frequency components in the received electrical current. In particular, three filter bank estimators with different design rationales are proposed. We further show that these three estimators can be viewed to be based on equivalent principles. In Section VI, the design of the filter responses for the proposed sensor structure is presented, through the performance investigation on both the ideal case without frequency inaccuracy and the worst case, in terms of $(a_i, p_i)$, with frequency inaccuracies. Finally, Section VIII concludes this paper.

II. SYSTEM CHARACTERISTICS AND REQUIREMENTS

In this section, we discuss the key system characteristics and requirements.

Number of LEDs: A state-of-the-art LED can produce at most 200 lumen [3]. For an indoor environment, an illumination level of about 400–1000 lux (lumen per m$^2$) is normally needed. Therefore, at least three to six LEDs per m$^2$ are necessary for an LED-based illumination system. For instance, for a room with an area of 20 m$^2$, $L = 40$ to 100 LEDs are needed, where $L$ denotes the number of LEDs. In practice, these LEDs are grouped into multiple modules with each module being controlled independently by the central controller. More independent LED modules are desirable since more degrees of freedom are available to give more flexible lighting effects. In this paper, we assume each LED can be controlled independently and investigate the maximum number LEDs that can be accommodated by the proposed illumination sensing scheme. In a practical implementation, each LED module can be viewed as a “hyper” LED and the results in this paper can thus also be applied there.

Accuracy of Illumination Sensing: To gauge accuracy in illumination sensing, we take human perception properties into consideration. The human visual system continuously adapts itself according to the background or environment lighting. Similarly, the visibility of an estimation error depends on the real
illumination level. Hence, in this paper, for a performance measure, we normalize the estimation error with respect to the real illumination. Since the illumination contribution of the $i$th LED is equivalently characterized by $\alpha_i, \bar{p}_i$, we propose to characterize the accuracy of illumination sensing with respect to the $i$th LED by

$$\xi_i \triangleq 10 \log \left( \frac{\left| \bar{a}_{i} - \alpha_i \right| \bar{p}_i}{\sum_{m=1}^{L} a_{i,m} P_m} \right) = 10 \log \left( \frac{\left| \bar{a}_{i} - \alpha_i \right| \bar{p}_i}{\sum_{m=1}^{L} a_{i,m} P_m} \right)$$

where $\bar{a}_i$ and $\alpha_i$ denote the estimated values for $\alpha_i$ and $\alpha_i$, respectively. The numerator $\left| \bar{a}_i - \alpha_i \right| \bar{p}_i$ denotes the estimation error in terms of the illumination contribution of the $i$th LED, while $\sum_{m=1}^{L} a_{i,m} P_m$ corresponds to the total illumination contribution from all the LEDs at the target location. The second equation in (1) follows from $a_i = \sum a_{i,m}$, and $\bar{a}_i = \sum \bar{a}_{i,m}$. Hence, in practice, we only need to evaluate the performance of estimating $\bar{a}_i$ instead of $a_i$.

The exact value for $\xi_{\text{max}}$ that defines the threshold for a visible error is dependent on many factors, e.g., the distance between the target location and the sensor location. In general, from the experimental results in [10], when $\xi_i$ is less than $-20$ dB, the estimation error is no longer visible to human eyes. Therefore, in this paper, we focus on the range of $\xi_i$ that is above $-20$ dB. Note that $-20$ dB is only a lower bound for the $\xi_i$ to be considered, while in certain practical situations, it might occur that an error $\xi_i$ well beyond $-20$ dB may also be invisible.

If there are other light sources, e.g., sunlight or fluorescent lamps, in the environment, we may change the denominator of (1) into $\sum_{m=1}^{L} a_{i,m} + a_{\text{other}}$, where $a_{\text{other}}$ denotes the illumination of these other light sources. The value of $\xi_i$ is thus reduced by $10 \log(1 + a_{\text{other}} / (\sum_{m=1}^{L} a_{i,m}))$. For the considered LED illumination system, there will only be a limited amount of light from other light sources, and hence the difference appears to be small. Moreover, $\xi_i$ becomes smaller in the presence of other light sources, hence (1) can also be used as the worst-case performance measure.

**High Speed Illumination Sensing:** As for sensing speed, we may consider the tolerance time between the moment when a user pushes a button and that when the illumination level of a lamp is changed and enters a stable state. Another example concerns the normal speed of human movement such that a desired lighting effect can follow the user. In these cases, a response time, denoted by $T$, that is significantly below one second, is desired. More specifically, in this paper, we require $T \leq 0.1$ s.

**Flicker Free Operation:** As introduced in Section I, LEDs are switched on and off regularly. Thus, the output light signal from the LEDs consists of a principal component at the fundamental frequency, and the harmonics. The human visual system cannot perceive frequency components higher than 75 Hz in a stable situation. In other situations like rapid eye movement, higher frequency components up to a few hundred Hertz might also become visible. The visible frequency components result in an annoying flickering effect, which should be avoided. To stay well in the flicker free range, we require the fundamental frequency component of the light signals to be at least 200 Hz.

**Low Cost Driver Circuits:** There are also practical constraints on the driver circuits to maintain a low cost system. For instance, binary outputs are used for all LEDs, as illustrated in Fig. 1. Moreover, in an LED driver module, there is normally a crystal oscillator for the control unit to generate a train of square pulses at certain frequency. For a low cost design, the clock inaccuracy is assumed to be 100 parts per million (ppm). Besides the existing hardware, the extra cost at the LED driver circuits for the purpose of illumination sensing should be low to maintain a low complexity and low cost system.

### III. FREQUENCY-DIVISION MULTIPLEXING SCHEME

In order to distinguish and estimate the illumination contribution from each LED, we can potentially choose to watermark the illumination pulse trains of the LEDs differently in terms of amplitude, frequency and/or phase. In view of the system characteristics and requirements introduced in Section II, we consider watermarking the frequency of the driver current in this paper, mainly because of the simplicity of this method. In this FDM scheme, the fundamental frequency $f_i$ is set to be different for different $i$. Thus, the driver current of the $i$th LED can be represented by

$$s_i(t) = \sum_{n=-\infty}^{\infty} a_{i,n} \text{rect}\left( \frac{t}{\frac{1}{f_i}} - t_i - \frac{1}{f_i} \right)$$

where $a_{i,n}$ and $t_i$, where $-(1/2f_i) \leq t_i \leq (1/2f_i)$, denote the amplitude and the initial time shift of the driver current for the $i$th LED, respectively. The rectangular function $\text{rect}(\cdot)$ is defined as $\text{rect}(t) = 1$ if $-1/2 \leq t \leq 1/2$ and $\text{rect}(t) = 0$ elsewhere.
elsewhere. In response to \( s_i(t) \), the illumination pulses at the output of the \( i \)th LED can be represented by

\[
x_i(t) = \sum_{n=-\infty}^{\infty} a_{F_i,i} h_i \left( t - t_i - n \frac{1}{f_i} \right)
\]  

(3)

where the ratio \( a_{F_i,i}/a_{G_i,i} \) is known as the responsivity of the LED. The pulse function \( h_i(t) \) is also approximately a rectangular function, except that there is some transient time, \( \tau_{on,i} \) or \( \tau_{off,i} \), at each on-switch or off-switch operation. A more accurate description of \( h_i(t) \) will be provided later in Section IV-A.

For this FDM scheme, with respect to the requirement on low cost driver circuits, we essentially only apply PWM as already used in conventional LED drivers, therefore there is actually no extra cost, beyond the existing hardware involved in the driver circuits.

The duty cycle \( p_i \) of each pulse train is set on a logarithmic scale [5] and we have \( p_{\min} = 0.001 \leq p_i \leq 1 \). However, the FDM scheme cannot work when \( p_i = 1 \), when the only frequency component is direct current (DC). Therefore, we can set \( p_i \) at maximum take the second largest value for \( p_i \) from [5], i.e., \( p_{\max} = 0.97307 \).

The frequency range of the FDM scheme is determined by the flicker-free requirement and the physical limit of the LEDs. As discussed in Section II, the fundamental frequency has to be larger than 200 Hz for the system to be flicker free. Moreover, in order to maintain \( h_i(t) \) to be approximately rectangular for any \( p_i \), we should also have \( p_{\min}/f_i \geq \tau_{on} + \tau_{off} \). The response time \( \tau_{on,i} + \tau_{off,i} \) is mainly determined by the coating phosphors if applied, and is expected to be less than 250 ns [4]. Hence, we get \( f_{\text{MAX}} = \frac{0.001}{(250 \times 10^{-9})} = 4 \text{ kHz} \). In order to accommodate as many LEDs as possible and make sure that there is no possible overlap between \( f_i \) and the harmonics of any \( f_m \) where \( m \neq i \), we take the frequency range to be 2 to 4 kHz. Hence, the bandwidth is \( W = 2 \text{ kHz} \). Moreover, frequency assignment is undertaken such that there is a uniform spacing \( \Delta f \) between the neighboring frequencies, i.e., \( L = W/\Delta f \). This spacing should be compatible with a low cost crystal oscillator with an accuracy of 100 ppm, for which the maximum frequency offset between an actual frequency and the corresponding ideal frequency is \( 10^{-4}f_i \leq 0.4 \text{ Hz} \). Later in this paper, we will study how many LEDs can be supported in practice by this FDM approach.

From above, using this FDM scheme, two challenges out of the five presented in Section II are already resolved, viz. flicker free operation and low-cost driver modules. In the rest of the paper, we will focus on the other three challenges. Before discussing the performance of sensing processing, we will first characterize the received signal at the sensor in the next section.

IV. CHANNEL MODEL

In this paper, the channel model for the free-space indoor illumination system refers to the relation between the electrical current at the output of the photodiode at the target location, denoted by \( y(t) \), and \( s_i(t) \), i.e., the driver current of each LED. The channel response consists of three main components, i.e., the electrical–optical conversion, the indoor light propagation and the optical–electrical conversion. There are also disturbances in the channel. The schematic of the channel model is depicted in Fig. 2.

A. Electrical-Optical Conversion

The driver current of the \( i \)th LED consists of repeatedly transmitted rectangular pulses, as described in (2). The \( i \)th LED in turn performs the electrical–optical conversion, and generates the illumination pulses as represented in (3). Here, the pulse shape \( h_i(t) \) consists of exponential on-switch and off-switch ramps [11], and can be approximated as

\[
h_i(t) = \begin{cases} 
0, & t \leq -\frac{f_i}{p_i} \\
1 - e^{-\frac{t}{\tau_{on,i}}}, & -\frac{f_i}{p_i} \leq t \leq \frac{f_i}{p_i} \\
c_i e^{-\frac{t}{\tau_{off,i}}}, & t \geq \frac{f_i}{p_i}
\end{cases}
\]

(4)

Further, we have \( c_i = (1 - e^{-p_i}/(f_i \tau_{on,i})) \) such that \( h_i(t) \) a continuous function. When \( \{\tau_{on,i}, \tau_{off,i}\} \ll p_i/f_i \), i.e., the pulselength is much larger than \( \tau_{on,i} \) and \( \tau_{off,i} \), we have \( h_i(t) \approx \text{rect}(tf_i/p_i) \).

B. Indoor Light Propagation

The LED light propagates through the indoor environment and reaches the sensor location possibly via multiple paths, as studied for instance in [12] and [13]. The multi-path effect, however, can be neglected because of the low frequency range, i.e., 2 to 4 kHz, considered in this paper and the large bandwidth, e.g., 10–50 MHz [14], of the free-space light propagation channel. Therefore, the optical signal at the sensor can be written as

\[
x_s(t) = \sum_{i=1}^{L} a_i x_i(t) = \sum_{i=1}^{L} \sum_{n=-\infty}^{\infty} a_{i,n} h_i \left( t - t_i - n \frac{1}{f_i} \right)
\]

(5)

where \( a_{i,n} = \alpha \delta_{F_i,n} \) and \( \alpha \) is the path loss of the free-space optical channel for the \( i \)th LED [6], [7].
C. Optical-Electrical Conversion

The photodiode in the sensor converts the optical signal $\alpha_i x_i(t)$ into an electrical signal $y_i(t)$. The responsivity, $\zeta$, for the $i$th LED is dependent on the color of the LED. The transient time of the photodiode is generally so small that the transient effect of the photodiode can be considered negligible [15], [16]. At the output of the photodiode, in response to each signal $\alpha_i x_i(t)$, we get

$$y_i(t) = \sum_{n=\infty}^{\infty} a_i h_i \left( t - t_i - n \frac{1}{f_i} \right)$$

(6)

where $a_i = \zeta \alpha_i x_i$. The total output of the photodiode in response to all the LEDs can thus be written as $y(t) = \sum_{i=1}^{L} y_i(t)$.

D. Channel Disturbances

There are mainly three types of channel disturbances, viz. disturbances from other light sources, electronics noise and shot noise. There might be other light sources in an indoor environment, such as the sun light and fluorescent lamps, that might result in disturbances denoted by $y_{\text{other}}$. The electronics noise and shot noise can be both approximated as additive white Gaussian noises (AWGN) [6], [7], [14]. Hence, the received electrical signal is given by

$$y(t) = \sum_{i=1}^{L} y_i(t) + y_{\text{other}} + v(t)$$

$$= \sum_{i=1}^{L} \sum_{n=\infty}^{\infty} a_i h_i \left( t - t_i - n \frac{1}{f_i} \right) + y_{\text{other}} + v(t)$$

(7)

where $v(t)$ denotes the noise term. The double-sided power spectrum density of $v(t)$ is denoted by $N_0/2$.

The light from other sources fluctuates at frequencies either much lower or much higher than the frequency range considered in this paper, i.e., 2 to 4 kHz. Therefore, $y_{\text{other}}$ does not behave as a strong interference to the illumination sensing application. Moreover, for a practical indoor environment with an illumination intensity of 1000 lux (lumen/m²) and a photodiode with an area of 10 mm², $N_0$ is typically in the order of $10^{-24}$ ampere²/Hz. The value of $a_i$, e.g., when a sensor lies in the center of a narrow LED beam, is, by contrast, in the order of $10^{-60}$ ampere. Therefore, the noise is almost negligible in practice. Now, the remaining challenge is to estimate $a_i$ for each $i$ from $y(t)$.

V. SENSOR PROCESSING

A. Estimation of $a_i$ Based on the Fundamental Frequency Component

The main challenge for the sensor processing is to estimate $a_i$ for each LED. In the FDM scheme, the illumination pulse trains from different LEDs are configured to have different fundamental frequencies $f_i$. This difference is reflected in the spectrum of $y(f)$, as derived in Appendix I,

$$Y_i(f) = \sum_{m=-\infty}^{\infty} a_i f_i H_i(m f_i) e^{-j2\pi m f_i t_i} \delta(f - m f_i)$$

(8)

where $\delta(\cdot)$ denotes the Kronecker delta function and $H_i(f)$ is the Fourier transform of $h_i(t)$, i.e.,

$$H_i(f) = \int_{-\infty}^{\infty} h_i(t) \exp(-j2\pi ft) dt.$$

From (8), the spectrum of $y(f)$ consists of multiple lines at frequencies $m f_i$ where $m = 0 \pm 1, \pm 2, \ldots$. In this paper, we present an approach that is based on the spectrum of $y(t)$ in the range of the fundamental frequencies between 2 and 4 kHz, i.e., we consider only $m = \pm 1$. In the following, we always implicitly assume a filter is applied such that only the signal band from 2 to 4 kHz remains in $y(t)$. The reasons for taking only this frequency range are fourfold. First, each $f_i$ is distinct while there is potential overlap in the higher harmonics of $f_i$ for different $i$. Second, we are, in principle, already able to estimate each $a_i$ from the fundamental frequency component alone. For instance, from (8), the magnitude of $Y_i(f)$ at $f_i$ is $|Y_i(f_i)| = |a_i f_i H_i(f_i)|$, hence we can take $\hat{a}_i = |Y_i(f_i)|/(f_i H_i(f_i))$. Third, another advantage is that the term $f_i H_i(f_i)$ can be shown as presented in Appendix II to be well approximated by $\sin(\pi f_i)/\pi f_i$, irrespective of the precise ON- and OFF-switch characteristics of the LEDs. The magnitudes of higher frequency components are however in principle more dependent on the transient effects in $h_i(t)$, e.g., on $\tau_{\text{on}}$ and $\tau_{\text{off}}$, which are not easy to be obtained accurately. Finally, there is no strong interference in this frequency range as explained in Section IV-D.

Therefore, in the following sections, we will focus on only the fundamental frequency components. The research challenge then turns out to be similar to that of amplitude estimation of multiple sinusoids. The problem of amplitude estimation, or in general parameter estimation, of multiple sinusoids was studied in literature, e.g., [17], for different applications. In this paper, in contrast, we focus on the application of illumination sensing and study the fundamental tradeoffs among the number of LEDs $L$, the response time $T$ and allowable frequency inaccuracy in each $f_i$. Moreover, we apply a simple and yet efficient filter bank estimator in the sensor processing. The design of the filter response is also addressed to support as many LEDs as possible, and yet achieving an estimation performance that is robust against frequency inaccuracies.

B. Filter Bank Estimators

From (7), we need to estimate each $a_i$ in the presence of the signals from other LEDs. It is known from the FDM scheme that the spectra of the signals from different LEDs are separated by a frequency spacing $\Delta f$, therefore, an intuitive approach is to try to separate the signals in the frequency domain and then perform the estimation.

We therefore consider applying a bank of bandpass filters to $y(t)$, followed by an envelope detector and a scaling operation. The block diagram is illustrated in Fig. 3. Here, for simplicity, we only show the $i$th branch of the filter bank. The impulse response of the $i$th bandpass filter is denoted by $g_i(t)$, corresponding to the $i$th LED. Without loss of generality, we assume $|G_i(f)| = 1$, where $G_i(f)$ is the Fourier transform of $g_i(t)$. Let $T_g$ denote the support of $g_i(t)$, i.e., the time interval when $g_i(t) \neq 0$. In a practical application scenario, when a user gives the order of starting the estimation process, the estimator can give a stable output only after an interval $T_g$. Ideally, the filtered...
signal $y(t) * g_i(t)$ then contains only a single sinusoid, therefore, the envelope detector gives a constant value that is ideally $2 \sin(\pi p_i) \alpha_i / \pi$. We can thus in principle sample the output of the envelope detector at any time $t$ after the $T_y$ interval to obtain an estimate $\hat{a}_i$. Due to the requirement on the response time $T$ (see Section II), we need to have $T_y \leq T$. In the following, we will assume $T = T_y$, i.e., the support of $g_i(t)$ is $0 \leq t \leq T$.

Further, due to the uniform frequency spacing $\Delta f$ between LEDs, it is sufficient to design the filters such that the responses $G_i(f)$ for different $i$ are identical, except that the center frequencies are different. Equivalently, we can write $G_i(f) = G(f - f_i) + G^*(-f - f_i)$ for each $i$, where $G(f)$ is a low-pass filter and $|G(0)| = 1$. It is thus sufficient to design $G(f)$ for such filter bank estimator. Further, we assume $g(t)$, which is the inverse Fourier transform of $G(f)$, is a real-valued function, i.e., $G^*(f) = G(-f)$. Hence, we have $G_i(f) = G(f - f_i) + G(f + f_i)$, or equivalently, $g_i(t) = 2g(t) \cos(2\pi f_i t)$. The support of $g(t)$ is thus also $0 \leq t \leq T$. We obtain that $G(0)$ is also real-valued and thus $G(0) = \pm 1$. Without loss of generality, we will consider only the functions with $G(0) = 1$. The filtered signal is thus

$$y(t) * g_i(t) = \int_{-\infty}^{\infty} 2g(\phi)g(t - \phi) \cos(2\pi f_i t - 2\pi f_i \phi) d\phi$$

$$= \cos(2\pi f_i t) \int_{t-T}^{t} 2g(\phi) \cos(2\pi f_i \phi) g(t - \phi) d\phi$$

$$+ \sin(2\pi f_i t) \int_{t-T}^{t} 2g(\phi) \sin(2\pi f_i \phi) g(t - \phi) d\phi \quad (9)$$

The envelope detector thus gives (10), shown at the bottom of the page. Hence, using (39), which is presented in Appendix II, we obtain an equivalent filter bank estimator

$$\hat{a}_i(t) = \frac{\pi}{\sin(\pi p_i)} \left| \int_{t-T}^{t} y(t - \phi) e^{2\pi f_i \phi} g(t - \phi) d\phi \right| \quad (11)$$

The block diagram of this filter bank estimator is illustrated in Fig. 4.

Finally, from (11), we also have

$$\hat{a}_i(t) = \frac{\pi}{\sin(\pi p_i)} \left| \int_{0}^{T} y(t - \phi) e^{2\pi f_i (t-\phi)} g(\phi) d\phi \right|$$

$$= \frac{\pi}{\sin(\pi p_i)} \left| \int_{0}^{T} y(t - \phi) g(\phi) e^{-2\pi f_i \phi} d\phi \right| \quad (12)$$

This estimator is then equivalent to taking a block of data $y(t)$ from $t - T$ to $t$, applying a windowing function $g(t)$ and then taking the Fourier transform. A more efficient implementation

$$\sqrt{\left( \int_{t-T}^{t} 2y(\phi) \cos(2\pi f_i \phi) g(t - \phi) d\phi \right)^2 + \left( \int_{t-T}^{t} 2y(\phi) \sin(2\pi f_i \phi) g(t - \phi) d\phi \right)^2} = \left| \int_{t-T}^{t} 2y(\phi) e^{2\pi f_i \phi} g(t - \phi) d\phi \right| \quad (10)$$
is thus via the fast Fourier transform (FFT), as we will detail in Section VII.

In the next section, due to the equivalence between (11) and (12), it is sufficient to only investigate the performance of the filter bank estimator described in (11) and shown in Fig. 4. We already see that the performance of the estimator is quite dependent on \( g(t) \), especially on how well \( g(t) \) can separate the signals in different LEDs given a small support \( T \). Therefore, as a key issue, the design of \( g(t) \) will also be discussed.

VI. PERFORMANCE EVALUATION AND DESIGN OF THE FILTER RESPONSE

A. Ideal Case Without Frequency Offsets

In this section, we investigate the case when there are no frequency inaccuracies in any \( f_i \). Then from (8), (11), and (39), which is presented in Appendix II, we get (13) and (14), shown at the bottom of the page, where \( \psi_m = -2\pi f_m t_m \), \( \psi_i = -2\pi f_i t_i \), and \( \nu_i \) is the noise term with variance \((N_0/2)\int_{-\infty}^{\infty} g^2(t) \mathrm{d}t\). Thus, the estimation error

\[
|\hat{a}_i(t) - a_i| \leq a_i|\mathcal{G}(0) - 1| + \sum_{m \neq i} a_m \frac{\sin(\pi p_m)}{\sin(\pi p_i)} \mathcal{G}((m - i)\Delta_f) + |\nu_i|.
\]

Then, we can perfectly separate the signals from different LEDs, and thus the optimum estimation performance can be achieved, if the following conditions on \( \mathcal{G}(f) \) are satisfied.

Condition (a): \( \mathcal{G}(0) = 1 \);
Condition (b): \( \mathcal{G}(n\Delta_f) = 0 \) for \( n \neq 0 \);
Condition (c): \( g(t) \) is a real-valued function with support \( 0 \leq t \leq T \).

If these conditions are satisfied, we get from (1) that

\[
\xi_i = 10 \log \frac{|\nu_i|}{\sum_{m=1}^{L} a_m p_m}.
\]

From the numerical discussion in Section IV-D, we conclude that the estimation error is negligible. Hence, the system requirement on accuracy of illumination sensing is satisfied.

Further, from the first two conditions, we obtain that \( \mathcal{G}(f) \) is actually a Nyquist-1 function of \( f \), satisfying the Nyquist pulse shaping criterion [18]. Therefore, we have

\[
\sum_{n} g(t + n - \frac{1}{\Delta_f}) = \Delta_f.
\]

Thus the minimum support of \( g(t) \) is \( 1/\Delta_f \), which is achieved by and only by setting \( g(t) \) to be a rectangular function \( g(t) = (1/T)\text{rect}(t/T - 1/2) \). Hence, we have \( T \geq 1/\Delta_f \) and \( L = W/\Delta_f \leq WT \). In other words, given the requirement on \( T \), i.e., high speed illumination sensing, the maximum number of LEDs that can be supported is \( L_{\text{max}} = WT \). For instance, for \( W = 2000 \text{ kHz} \) and \( T = 0.1 \text{ s} \), we have \( L_{\text{max}} = 200 \).

B. Worst Cases With Frequency Offsets

As introduced in Section II, in practice, there is always some frequency inaccuracy in \( f_i \). Due to the low cost design, the frequency inaccuracy can be as high as 100 ppm. Let \( f_i \) and \( \tilde{f}_i \) denote the actual and ideal fundamental frequency, respectively. The frequency offset, \( \xi_i \) (in Hertz), is defined as \( \xi_i \triangleq f_i - \tilde{f}_i \). The estimation error can thus be obtained, similarly to (15), as

\[
|\hat{a}_i(t) - a_i| \leq a_i|1 - |G(\xi_i)|| + \sum_{m \neq i} a_m \frac{\sin(\pi p_m)}{\sin(\pi p_i)} G((m - i)\Delta_f + \epsilon_m) + |\nu_i|.
\]

From (1), the cost function can be written as

\[
\xi_i \leq 10 \log \left( \frac{a_i \rho_i}{\sum_{m=1}^{L} \sum_{m \neq i} a_m p_m \frac{\sin(\pi p_m)}{\sin(\pi p_i)} G((m - i)\Delta_f + \epsilon_m)} \right).
\]

where noise is neglected. There are two terms in the \( \log \) function. The first term is due to the frequency offset of the \( i \)-th LED itself, and the second term is the impact of other LEDs on the estimation of \( a_i \). For convenience, we name these two terms bias error and interference, and denote them by \( \xi_i^b \) and \( \xi_i^I \), respectively.

Now, it can be seen that \( \xi_i \) is a function of \( \epsilon_m \), \( \{p_m\} \), \( \{a_m\} \) where \( m = 1, 2, \ldots, L \), \( G(f) \) and \( \Delta_f \). The range of \( \epsilon_m \) is determined by the clock inaccuracies, while the specific values are unknown to the sensor. The parameters \( \{p_m\} \) are determined by the lighting functionalities and each \( p_m \) can be anything between \( p_{\text{min}} = 0.001 \) and \( p_{\text{max}} = 0.97307 \) (see Section III). The range of \( \{a_m\} \) is dependent on the physical channel characteristics (see Section IV), such as the free-space optical path loss. The value of optical path loss can be significantly different for different LEDs [6], [7], especially when considering the case when the sensor lies in the center of an LED beam, yet very far from the light beam of another LED. Hence, in order to design \( G(f) \) and \( \Delta_f \) such that the system requirements can be satisfied in all cases, we consider the worst case conditions for \( \xi_i \) to be maximum. For simplicity, we first consider the case with only two LEDs and later extend to more LEDs.

\[
\hat{a}_i(t) = \left. \frac{\sum_{m=1}^{L} a_m \frac{\sin(\pi p_m)}{\sin(\pi p_i)} e^{-\frac{2\pi f_m t_m}{\epsilon_m} G(f_m - f_i)} + \nu_i}{\frac{1}{\pi} \sin(\pi p_i)} \right|_{\nu_i = 0} \quad (13)
\]

\[
= \left. a_i G(0) + \sum_{m \neq i} a_m \frac{\sin(\pi p_m)}{\sin(\pi p_i)} e^{2\pi (m - i)\Delta_f t + \psi_m - \psi_i} G((m - i)\Delta_f) + |\psi_i|} \right|_{\psi_i = 0} , \quad (14)
\]
1) Worst Case for \( L = 2 \): Assume there are two LEDs, namely \( \text{LED}_1 \) and \( \text{LED}_2 \). Here, we focus on \( \xi_1 \), and the results for \( \xi_2 \) can be obtained similarly. From (19), we get

\[
\xi_1^1 = \frac{1}{1 + \frac{a_1^2 p_1}{a_2^2 p_2}} (1 - |G(e_1)|) \quad (20)
\]

\[
\xi_1^1 = \frac{1}{\frac{a_1^2}{a_2^2} + \frac{p_2}{p_1}} \sin(\pi p_2) G(\Delta_f + e_2). \quad (21)
\]

The worst case condition for the \( \xi_1^1 \) can be seen to be \( a_1 p_1 \gg a_2 p_2 \), i.e., when the illuminance from \( \text{LED}_1 \) is much larger than that from \( \text{LED}_2 \). With respect to the interference \( \xi_1^2 \), we can see that the interference term keeps increasing while \( a_1/a_2 \) decreases, and converges to a certain value when \( a_1/a_2 \ll p_2/p_1 \), or equivalently \( a_1 p_1 \ll a_2 p_2 \). This condition corresponds to the case when the illuminance from \( \text{LED}_1 \) is much smaller than that from \( \text{LED}_2 \). Then the interference is proportional to \( \sin(\pi p_2)/\sin(\pi p_1) \). Hence, the worst case is when \( p_2 \to 0 \) and \( p_1 \to 1 \). From the discussion in Section III, we can take \( p_2 = p_{\text{min}} = 0.001 \) and \( p_1 = p_{\text{max}} = 0.97307 \). From the above investigation on the worst case, we have

\[
\xi_1^1 \leq 1 - |G(e_1)| \quad (22)
\]

\[
\xi_1^1 \leq \frac{\sin(\pi p_{\text{min}})}{\sin(\pi p_{\text{max}})} G(\Delta_f + e_2) = 36.2 G(\Delta_f + e_2). \quad (23)
\]

Note that \( \xi_1^1 \) and \( \xi_1^2 \) do not approach their upper bounds simultaneously. In fact, when \( \xi_1^2 \) approaches its upper bound, i.e., \( a_1 p_1 \ll a_2 p_2 \), \( \xi_1^2 \) approaches zero. We will later evaluate these two terms separately.

2) Worst Case for \( L > 2 \): When there are more than two LEDs, without loss of generality, we still focus on the first LED, then we have

\[
\xi_1^1 = \frac{1}{1 + \sum_{m=2}^{L} a_m p_m/a_1 p_1} (1 - |G(e_1)|) \leq 1 - |G(e_1)| \quad (24)
\]

\[
\xi_1^1 = \frac{1}{\pi \sin(\pi p_{\text{min}})} \times \frac{\sum_{m=2}^{L} a_m \sin(\pi p_m) G((m-1)\Delta_f + e_m)}{\sum_{m=2}^{L} a_m p_m} \quad (25)
\]

where we can approach the upper bound on \( \xi_1^1 \) when \( \sum_{m=2}^{L} a_m p_m \ll a_1 p_1 \), i.e., the total illuminance from all the other LEDs is much smaller than that from \( \text{LED}_1 \). The bound on \( \xi_1^1 \) can be obtained as follows. First, when the frequency spacing between the \( m \)-th LED and the first LED is larger, it is in principle easier to separate the frequency components. Therefore, the interference term is upper bounded by the case when the spacing between any \( f_m \), where \( m \geq 2 \) and \( f_1 \) is \( \Delta_f \), i.e., the spacing between two closest frequencies. Moreover, when \( \sum_{m=2}^{L} a_m p_m \gg a_1 p_1 \), we approach an upper bound on \( \xi_1^1 \)

\[
\xi_1^1 \leq \frac{G(\Delta_f + e_2)}{\sin(\pi p_{\text{min}})} \sum_{m=2}^{L} a_m \sin(\pi p_m) G((m-1)\Delta_f + e_m) \quad (26)
\]

\[
\leq \frac{G(\Delta_f + e_2)}{\sin(\pi p_{\text{max}})} \sum_{m=2}^{L} a_m \sin(\pi p_m) G((m-1)\Delta_f + e_m) \quad (26)
\]

Further, we know that \( \sin(\pi p_m) = \sin(\pi p_{\text{min}})/(\pi p_m) \) is monotonically decreasing with the increase of \( p_m \), when \( 0 \leq p_m \leq 1 \), i.e., \( \sin(\pi p_m)/(\pi p_m) \leq \sin(\pi p_{\text{min}}) \). Hence,

\[
\sum_{m=2}^{L} a_m \sin(\pi p_m) G((m-1)\Delta_f + e_m) \leq \sum_{m=2}^{L} a_m \pi p_m \sin(\pi p_{\text{min}}) G((m-1)\Delta_f + e_m) \quad (27)
\]

where the equality is achieved if \( p_m = p_{\text{min}} \) for every \( 2 \leq m \leq L \). We thus also have

\[
\xi_1^1 \leq \frac{\sin(\pi p_{\text{min}})}{\sin(\pi p_{\text{max}})} G(\Delta_f + e_2). \quad (28)
\]

Then in the worst case for \( L > 2 \), all the LEDs, except the first LED, have the identical frequency and duty cycle, thus this case is equivalent to the case with only two LEDs in the system. The worst case results in (24) and (28) are also identical to those in (22) and (23). It is therefore sufficient to only focus on the worst case for two LEDs when dealing with numerical results in the following sections.

3) Performance of the Rectangular Filter \( g(t) \): Now, we evaluate the impact of the frequency offsets on the estimation performance. We consider the rectangular function introduced in Section VI-A, \( g(t) = (1/T)\text{rect}(t/T - 1/2) \), and thus \( |G(f)| = |\sin(\pi f T)| \). Given 100 ppm clock inaccuracy, we only need to consider \( \{e_1, e_2\} = \pm0.4 \text{ Hz} \) for the worst case scenario. The upper bound on \( \xi_1^1 \) is thus \( 1 - \sin(0.4\pi T) \), which can be evaluated at different \( T \), for which the numerical values are shown in Fig. 5. From Section II, we require \( \xi_1 \leq -20 \text{ dB} \), i.e., \( \xi_1^1 + \xi_1^2 \leq 10^{-2} \). Fig. 5 shows that \( \xi_1^1 \), even in the worst case, is well below \( 10^{-2} \), or \( \log_{10} \xi_1^1 \) is well below \( -20 \text{ dB} \), in the range of \( T \) of interest to us, i.e., \( T \leq 0.1 \text{ second} \). It is therefore more important to consider \( \xi_1^2 \) to be also below \( 10^{-2} \) in the worst case. In the following, we thus assume that \( \xi_1^2 \) is negligible, so that

\[
\xi_1 \approx 10 \log_{10}(\xi_1^1) = 10 \log_{10} \frac{\sin(\pi p_{\text{min}})}{\sin(\pi p_{\text{max}})} G(\Delta_f + e_2) + 10 \log_{10} \max_{e_2} \frac{\sin(\pi T(\Delta_f + e_2))}. \quad (29)
\]
The value of $\xi_1$ at $T = 0.1$ as a function of $\Delta f$ is plotted in Fig. 6. Since $L = W/\Delta f$, it can be observed that the use of a rectangular function $g(t)$ can not even support $\Delta f = 1000$ Hz, and thus only a single LED can be accommodated with $W = 2$ kHz. Considering the fact that at most 200 LEDs can be accommodated in the ideal case without frequency offsets, we can conclude that the frequency inaccuracy plays a quite significant role in the estimation performance in terms of the maximum number of LEDs that can be supported.

Now, we investigate the tradeoff between $L$ and the clock inaccuracies. From (29), while maintaining $T \Delta f = 1$, the value of $\xi_1$ is only a function of $T \cdot \max_{\omega_2} \omega_2$. Based on this observation, we can obtain the tradeoff as follows. A very small clock inaccuracy, we know that $L = W/T$ LEDs can be supported. Then, with a larger clock inaccuracy, i.e., a larger $\epsilon_2$ in (29), the estimation error in terms of $\xi_1$ will also increase. There is a boundary value for the clock inaccuracy when the requirement $\xi_1 \leq -20$ dB will never longer be satisfied. Therefore, if the practical clock inaccuracy is larger than the boundary value, we have to reduce $T$ proportionally such that $T \cdot \max_{\omega_2} \omega_2$ does not increase. Thus, $\Delta f = 1/T$ has to be in turn increased. Equivalently, $L = W/\Delta f = W/T$ is decreased. The boundary value for the clock inaccuracy can be obtained easily through numerical evaluation. For instance, we can find that the boundary value is only 0.8 ppm to satisfy $\xi_1 \leq -20$ dB and $T \leq 0.1$ s. Therefore, we can obtain the tradeoff between the clock inaccuracy and $L$, as shown in Fig. 7. Note that $L$ is upper bounded by $0.1W = 200$ because of $T \leq 0.1$ s. If this constraint on $T$ can be relaxed, we can potentially support a larger $L$, provided that the clock inaccuracy is reduced, as will be discussed later in Section VI-D.

So far, we have investigated the tradeoff between $L$ and the clock inaccuracy under the condition $T \Delta f = 1$. Effectively, we focus on the first zero of the function $G(\Delta f) = \sin(\pi T \Delta f)$. One can of course also investigate this tradeoff under $T \Delta f = n$, where $n \geq 2$, i.e., corresponding to the $n$th zero of $G(\Delta f)$. Through numerical evaluations, although not explicitly shown here, we observe that considering other zeros of $G(\Delta f)$ does not result in a better tradeoff between $L$ and the clock inaccuracy. We will thus only consider $\Delta f = 1/T$ Hz for the rectangular function. Similarly, we will also only focus on the first zero of other considered $G(\Delta f)$ in future sections.

From the tradeoff between $L$ and clock inaccuracy shown in Fig. 7, the illumination sensing performance is quite limited through the use of the rectangular function, in the presence of frequency offsets. Therefore, in the following, we consider design of $g(t)$ such that the estimation performance is more robust against the frequency offsets.

C. Design of $g(t)$ in the Presence of Frequency Offsets

1) Triangular Function: In order to design $g(t)$ such that the estimation performance is robust against frequency offsets, we need to minimize $\|G(\epsilon_1)\|$ and $\|G((m-1)\Delta f + \epsilon_m)\|$. (see (19)). Through the first-order Taylor expansion, we get

$$G(\epsilon_1) = 1 + G'(0)\epsilon_1 + O(\epsilon_1^2)$$

$$G((m-1)\Delta f + \epsilon_m) = G'((m-1)\Delta f)\epsilon_m + O(\epsilon_m^2)$$

where $G'(f)$ denotes the derivative of $G(f)$. Therefore, in order to obtain a lower $\max_{\epsilon_1} \|G(\epsilon_1)\| - 1$ and $\max_{\epsilon_m} \|G((m-1)\Delta f + \epsilon_m)\|$, we can impose an additional constraint on the design of $g(t)$, i.e.,

**Condition (d):** $\|G'(n\Delta f)\| = 0$, for any integer $n$.

Effectively, $G(f)$ is now a Nyquist-1 function with the additional **Condition (d)**. We can thus consider the family of Nyquist-1 functions that can be written as $G(f) = G_1(f)G_2(f)$, where $G_1(f)$ is a Nyquist-1 function, which in general does not satisfy **Condition (d)**, and $G_2(f)$ is an arbitrary function that is differentiable at $n\Delta f$ and $G_2(0) = G(0)/G_2(0) = 1$. We then have

$$G'(n\Delta f) = G_1'(n\Delta f)G_2(n\Delta f) + G_1(n\Delta f)G_2'(n\Delta f) = G_1'(n\Delta f)G_2(n\Delta f) G_2'(n\Delta f)$$

(32)

For $n \neq 0$, we can get that **Condition (d)** is satisfied if and only if $G_2(n\Delta f) = 0$. Thus, $G_2(f)$ is also a Nyquist-1 function.

![Fig. 6. Worst case $\xi_1$ with respect to the frequency spacing, at $T = 0.1$ s and 100 ppm clock inaccuracy.](image)

![Fig. 7. Tradeoff between $L$ and clock inaccuracy with $T \leq 0.1$.](image)
Hence, we get \( g(t) = g_1(t) \ast g_2(t) \), where \( \ast \) denotes the convolution operation. The support of \( g(t) \) is therefore the sum of that of \( g_1(t) \) and \( g_2(t) \). The minimal support of \( g(t) \) is thus \( 2/\Delta_f \), which is achieved when both \( g_1(t) \) and \( g_2(t) \) are rectangular functions, i.e., \( g(t) \) is a triangular function. More specifically, \( g(t) = (2/T) \text{rect}(2t/T - 1/2) \ast (2/T) \text{rect}(2t/T - 1/2) \) and can be written explicitly as

\[
g(t) = \begin{cases} \frac{1}{2} t, & 0 \leq t \leq \frac{T}{2} \\ -\frac{1}{2} t + \frac{T}{2}, & \frac{T}{2} \leq t \leq T \\ 0, & \text{elsewhere.} \end{cases}
\]  

(33)

We can also obtain that

\[
|G(f)| = \sin^2 \left( \frac{1}{2} T \pi f \right).
\]  

(34)

It can be confirmed that this \( g(t) \) also satisfies \( G^2(0) = 0 \). Hence, Condition (d) is satisfied at any \( n \). Note that the design of Nyquist-1 functions with a similar requirement was also investigated in other application contexts and under different optimization criteria [19]–[21]. To the best of our knowledge, we are the first to give the constraint condition in the form of Condition (d) and show that the triangular function has the minimum support, which is a desirable property for the illumination sensing application considered in this paper.

Moreover, since the filter bank estimator in (11) and that in (12) are equivalent, one might also consider some other functions from the widely used windowing functions, e.g., the Hann windowing function. These windowing functions are normally optimized to have low side lobes in \( G(f) \). In our application, however, with the knowledge of ideal \( \Delta_f \) and due to the fact that \( (e_1/\Delta_f) \) is quite small, we only need to focus on the zeros of the \( G(\Delta_f) \) such that the performance is more robust against frequency offsets. Therefore, in this context, the triangular windowing function achieves better performance than all the windowing functions that are known to us. There are also a class of windowing functions called “flat-top” functions, where the mainlobe is flattened around the zero frequency. This “flat-top” property is desirable for the reduction of \( \xi_1 \), as defined in (20).

To this end, we take this property into consideration in the Condition (d), which is presented earlier in this section, in particular for the case \( n = 0 \). Further, from the numerical results for the rectangular and triangular functions presented in Fig. 5, the bias error can be neglected. In fact, also from Fig. 5, the use of the triangular function further reduces \( \xi_1 \) than that for the rectangular function. In view of above discussion, we thus do not consider the further optimization of the mainlobe behavior in this paper.

For the triangular function, the cost function \( \xi_1 \) in the worst case can thus be written as

\[
\xi_1 \approx 10 \log_{10} (\xi_1) = 10 \log_{10} \frac{\sin(\pi \eta_{\text{min}})}{\sin(\pi \eta_{\text{max}})} + 10 \log_{10} \max_{e_2 = \pm 0.1} \left| \sin^2 \left( \frac{1}{2} T \pi (\Delta_f + e_2) \right) \right|
\]  

(35)

the numerical values of which are also plotted in Fig. 6. It can then be seen that there is significant improvement of the estimation performance, compared to the use of the rectangular function at \( \Delta_f = 20 \) Hz.

From above discussion on the minimum support, we have \( 2/\Delta_f \leq T \). We thus also have \( L = W/\Delta_f \leq 1/2WT \), i.e., \( L \leq 100 \) for \( T = 0.1 \) s and \( W = 2 \) kHz. Compared to the rectangular function, the use of the triangular function increases the robustness of the estimation performance against frequency offsets, while reducing the maximum number of LEDs that can be supported in the ideal case, i.e., the case without frequency offsets.

Furthermore, similarly to the rectangular function, we may also investigate the tradeoff between \( L \) and a higher clock inaccuracy under the condition \( \xi_1 \leq -20 \) dB and \( T\Delta_f/2 = 1 \), and the result is shown in Fig. 7. Note that \( L \) is always less than 100 for the triangular function because of the constraint \( T \leq 0.1 \) s. It can be seen that the use of the triangular function can support significantly more LEDs than that of the rectangular function at a realistic clock inaccuracy, e.g., larger than 2 ppm. In particular, at 100 ppm clock inaccuracy, 85 LEDs can be accommodated by the use of the triangular function.

2) Higher Order Convolution of Rectangular Functions:

We can further extend the triangular function by taking \( g(t) \) to be even higher order convolution of rectangular functions. For instance, a third-order convolution results into

\[
g(t) = (3/3T) \text{rect}(3t/T - 1/2) \ast (3/3T) \text{rect}(3t/T - 1/2) \ast (3/3T) \text{rect}(3t/T - 1/2) \text{rect}(t/T - 1/2) \text{rect}(t/T - 1/2) \text{rect}(t/T - 1/2)
\]

and thus \( |G(f)| = \sin^3(1/3T \pi f) \). For convenience, we name this \( g(t) \) piecewise quadratic function, or even simply quadratic function. For this \( g(t) \), we have \( L \leq WT/3 \), and thus \( L \leq 66 \) for \( T \leq 0.1 \) s and \( W = 2 \) kHz. From Fig. 5, the bias error is also negligible. Further, through numerical investigation, we see that we can support 66 LEDs even at 500 ppm clock inaccuracy. Similarly to the rectangular and triangular function, we can also investigate the tradeoff between the clock inaccuracy and \( L \) for the piecewise quadratic function, and the numerical results are also shown in Fig. 7. From the results, it can be seen that the piecewise quadratic function outperforms the triangular function only when the clock inaccuracy is larger than 130 ppm. From above, it is also straightforward to further extend the results into fourth or even higher order of convolution of rectangular functions. However, since we focus on a realistic range of clock inaccuracy, e.g., at 100 ppm, the discussion on those functions is beyond the scope of this paper.

D. Tradeoff Between \( T \) and \( L \)

In the above, we discussed the design of \( g(t) \) in order to maintain robustness against frequency offsets. In particular, we investigated the tradeoff between \( L \) and the clock inaccuracies under the constraint \( T \leq 0.1 \) s. In this section, we study the illumination sensing performance with respect to the estimation time \( T \). We believe that this study is of high practical value because a user is in principle able to have an accurate control of the estimation time \( T \) and that the requirement on \( T \) might be relaxed in certain application scenarios. In particular, we focus on the tradeoff between \( L \) and \( T \) in this section, provided that the condition on \( \xi_1 \leq -20 \) dB is always satisfied.

We focus on the performance for the triangular function. The tradeoff between \( L \) and \( T \) in this case can be obtained in two
steps. First, when $T$ increases from zero, $L$ is linearly proportional to $T$ by $L = WT/2$. Second, the increase of $T$ will result in a higher $\xi_1$ at given clock inaccuracy from (35). When $T$ is increased above a certain value, the requirement on accurate illumination sensing will no longer be satisfied. Therefore, further increasing $T$ beyond this value cannot result in a larger $L$. This boundary value for $T$ can be obtained for the case of 100 ppm as follows. From Section VI-C-1) and as shown in Fig. 7, at most 85 LEDs can be supported at 100 ppm, which corresponds to $T = 85/(W/2) = 0.085$ s. Thus, in practice, we would maintain $T = 0.085$ s even if we are allowed to have a larger $T$. The tradeoff between $T$ and $L$ for the triangular function at 100 ppm can thus be obtained as depicted in Fig. 8.

For a different clock inaccuracy, we can similarly obtain the tradeoff between $L$ and $T$. The difference is that the range of $T$ when we can have $L = WT/2$ is inversely-proportional to the clock inaccuracy, as indicated by (35). For instance, for 10 ppm clock inaccuracy, we can have $L = WT/2$ up to $T = (100/10) \times 0.085 = 0.85$ s. The tradeoff between $T$ and $L$ for different clock inaccuracies can thus be obtained as shown in Fig. 8. We can see that in order to accommodate more LEDs, we need to increase $T$ and reduce the clock inaccuracy as well. For instance, if 1000 LEDs need to be accommodated, we should have a response time $T > 1$ s and a clock inaccuracy less than 10 ppm.

We can, of course, also obtain the tradeoffs for other possible functions $g(t)$ in the presence of different clock inaccuracies. The results for different $g(t)$ at 100 ppm are shown in Fig. 9. It can also be concluded from this figure that the use of the triangular function can accommodate more LEDs than other functions in the range $T \leq 0.1$ s. If the requirement on $T$ is relaxed, however, e.g., when $T$ can be larger than 0.1 s, the piecewise quadratic function can outperform the triangular function.

VII. LOW-COST IMPLEMENTATIONS

Here, we briefly remark on the implementation of the illumination sensing scheme shown in Fig. 4. In practice, such filter bank structure can be implemented in a high efficiency [22]. Moreover, since the triangular function is the convolution of two rectangular functions, the filter with the triangular impulse response can be simply implemented by a concatenation of two sliding-window integrators, with the integration time of each integrator to be $T/2$. For a low-cost implementation of such sliding-window integrators, we can use digital circuits instead of analog ones. This implementation can be extended to piecewise quadratic functions by simply adding one more sliding-window integrator. Further, we can shift the sampler in Fig. 4 forward such that the sampler is located immediately after the $G(f)$ block. Thus, we only need to perform the operations following the $G(f)$ block, such as the squaring block, once per sample.

Another different implementation is through the use of (12). We can first sample $y(t)$, and in turn apply the windowing function $g(t)$ in the discrete-time domain. Finally, we perform fast Fourier transform (FFT), which can be implemented at a high efficiency, to obtain the spectra at desired frequencies simultaneously. Subsequently, we can normalize the magnitude of the spectrum at each frequency $f_i$ to obtain $\hat{a}_i$, i.e., $\hat{a}_i = (\pi/\sin(\pi f_i))|Y(f_i)|$. Fig. 10 illustrates this low complexity implementation of the block diagram in Fig. 4. In Fig. 10, $y[n]$ denotes the discrete-time samples of $y(t)$, $\hat{y}$ denotes a vector of samples $\hat{y}[n]$, $Y$ denotes the windowed version of $\hat{y}$. Due to the Nyquist sampling theorem, the sampling frequency for $y(t)$ is at least $2W$. The support of $g(t)$ is $2/\Delta f = 2/(W/L) = 2L/W$. Hence, a window of $2W \times (2L/W) = 4L$ samples is needed, and an FFT operation with the size $4L$ is thus sufficient. More detailed discussion on other practical implementation issues, such as the suppression of out-of-the-band noise, and quantization resolution of the analog-to-digital conversion, is beyond the scope of this paper.

VIII. CONCLUSION

In this paper, the key challenges of illumination sensing in LED lighting systems are described and investigated. A simple FDM scheme is investigated to facilitate simultaneous estimation of the illuminance of a large number of LEDs. We present three filter bank sensor structures that are based on equivalent
principles, although with different implementations. The design of filter responses, in the context of supporting maximum number of LEDs while satisfying other estimation requirements such as high speed and accurate illumination sensing, is also discussed. It is shown that the rectangular function can support the maximum number of LEDs for the ideal case without frequency inaccuracies. When considering frequency inaccuracies in a practical range, the optimum filter response involves multiple convolutions of rectangular functions. In particular, the triangular function, which is the convolution of two rectangular functions, gives a better tradeoff, than all the other considered functions, between the number of LEDs that can be supported and the clock inaccuracies within a practical range of interest. More specifically, 85 LEDs can be supported for a response time of 0.1 s and 100 ppm clock inaccuracy. We also show that the use of a piecewise quadratic function can give better performance than the triangular function when the clock inaccuracy is more than 130 ppm. Finally, the sensor structure proposed in this paper can be implemented at a very low cost. Hence, we conclude that a large number of LEDs can be accommodated with a simple FDM scheme and a low-cost filter-bank based sensor structure for the purpose of illumination sensing.

APPENDIX I
DERIVATION OF (8)

Let \( \mathcal{F}[\cdot] \) denote the operation of Fourier transform, we have

\[
\mathcal{F}[h_i(t)] \triangleq H_i(f) = \int_{-\infty}^{\infty} h_i(t)e^{-j2\pi ft}dt,
\]

and thus

\[
\mathcal{F}[h_i(t-t_0)] = \int_{-\infty}^{\infty} h_i(t-t_0)e^{-j2\pi ft}dt = H_i(f)e^{-j2\pi ft_0}.
\]

Moreover, from [23], for any function \( z(t) \) whose Fourier transform exists and is denoted by \( Z(f) \), we have

\[
\mathcal{F} \left[ \sum_{m=-\infty}^{\infty} z(t-n/f_i) \right] = \sum_{m=-\infty}^{\infty} Z(z(m/f_i))\delta(f-m/f_i).
\]

(37)

Now, letting \( z(t) = h_i(t-t_0) \), we can substitute \( Z(f) = H_i(f)e^{-j2\pi ft_0} \) into (37) and obtain

\[
\mathcal{F} \left[ \sum_{f_i=1}^{\infty} h_i(t-t_0-n/f_i) \right] = \sum_{m=-\infty}^{\infty} f_iH_i(m/f_i)e^{-j2\pi mf_it_0}\delta(f-m/f_i),
\]

(38)

Finally, from (6) and (38), we can obtain (8).

APPENDIX II
EVALUATION OF \( f_iH_i(f) \)

Here, we assume \( 1/f_i \gg \tau_{\text{on}} \) and \( 1/f_i \gg \tau_{\text{off}} \). When \( p_k \) is large, we have \( p_k/f_i \gg \tau_{\text{on}} \) and \( p_k/f_i \gg \tau_{\text{off}} \), \( h_i(t) \) in (4) is approximately rectangular, i.e., \( h_i(t) \approx \text{rect}(t/f_i/p_k) \). Thus, we have

\[
f_iH_i(f_i) \approx \frac{\sin(\pi p_k)}{\pi} - e^{j2\pi p_k} \left( \frac{1}{f_i\tau_{\text{on}}} + j2\pi \right)
\]

\[+ e^{-j2\pi p_k} \left( 1 - e^{-\frac{p_k}{f_i\tau_{\text{off}}}} \right) \left( \frac{1}{f_i\tau_{\text{off}}} + j2\pi \right)
\]

\[\approx \frac{1}{\pi} \sin(\pi p_k) - \left( 1 - e^{-\frac{p_k}{f_i\tau_{\text{on}}}} \right) \left( \frac{1}{f_i\tau_{\text{on}}} + j2\pi \right)
\]

\[\times \left( \frac{1}{f_i\tau_{\text{off}}} + j2\pi \right)
\]

\[\approx \frac{1}{\pi} \sin(\pi p_k) - \left( 1 - e^{-\frac{p_k}{f_i\tau_{\text{on}}}} \right) f_i(\tau_{\text{on}} - \tau_{\text{off}})
\]

(39)

where the first approximation follows from \( e^{j2\pi p_k} \approx 1 \) and \( e^{-2\pi p_k} \approx 1 \) because of \( p_k \approx 0 \), and the second approximation follows from \( 1/f_i \gg \tau_{\text{on}} \) and \( 1/f_i \gg \tau_{\text{off}} \). Finally the last approximation is because of \( 1/f_i \gg \tau_{\text{on}} - \tau_{\text{off}} \).
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