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Iterative Probabilistic Performance Prediction for Multi-Application Multiprocessor Systems
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Abstract—Modern embedded devices are increasingly becoming multiprocessor with the need to support a large number of applications to satisfy the demands of users. Due to a huge number of possible combinations of these multiple applications, it becomes a challenge to predict their performance. This becomes even more important when applications may be dynamically started and stopped in the system. Since modern embedded systems allow users to download and add applications at run-time, a complete design-time analysis is not always possible. This paper presents a new technique to accurately predict the performance of multiple applications mapped on a multiprocessor platform. Iterative probabilistic analysis is used to estimate the time spent by tasks during their contention phase, and thereby predicting the performance of applications. The approach is scalable with the number of applications and processors in the system. As compared to earlier techniques, this approach is much faster and scalable, while still improving the accuracy. The analysis takes 300 µs on a 500 MHz processor for ten applications. Since multimedia applications are increasingly becoming more dynamic, results of a case-study with applications with varying execution times are also presented. In addition, results of a case-study with real applications executing on a field-programmable gate array multiprocessor platform are shown.

Index Terms—Heterogeneous multiprocessor, multiple applications, non-preemption, performance prediction, synchronous data flow graphs.

I. INTRODUCTION

C

URRENT DEVELOPMENTS in modern embedded devices like a set-top box and a mobile phone integrate a number of applications or functions in a single device, some of which are not known even at design time. Therefore, an increasing number of processors are being integrated into a single chip to build multiprocessor systems-on-chip. To achieve high performance in such systems, the limited computational resources must be shared causing contention. Modeling and analyzing this interference is essential to building cost-effective systems which can deliver the desired performance of the applications.

However, with an increasing number of applications running in parallel leading to a large number of possible use-cases, their performance analysis becomes a challenging task. (A use-case is defined as a possible set of concurrently running applications.) Future multimedia platforms may easily run 20 applications in parallel, resulting in up to 210 potential use-cases. It is clearly impossible to verify the correct operation of all these situations through testing and simulation. This has motivated researchers to emphasize the ability to analyze and predict the behavior of applications and platforms without extensive simulations of every use-case.

Fig. 1 puts different approaches for performance evaluation in perspective. The way to obtain the most realistic performance estimates is measuring it on the real system. However, this is often not available until late in the design process. An alternative is simulating the (partitioned) application code on a multiprocessor simulation platform that models all the details, like a multi-processor ARM simulator. However, this is rather slow. System hardware prototypes on a field-programmable gate array (FPGA) are also a viable alternative that is faster once the platform is available. However, this often implies a high synthesis time making the approach infeasible for design space exploration (DSE). In order to reduce this time, application models may be derived that simulate the behavior of applications on a high level. These models may then be simulated using a transaction level simulator that also takes the architecture and mapping into account. Besides software, some hardware platforms are also available for this simulation [1]. The benefit of using such a simulator is that it is much faster than a cycle-accurate simulator or synthesizing a prototype for FPGA. However, when dealing with a large number of use-cases, this approach may still not be feasible for DSE, and certainly not for run-time implementation. To further speed performance estimation, analyzing models mathematically is the best.

The focus of this paper is on analyzing performance when multiple applications share a multiprocessor platform for a given mapping. While this analysis is well understood (and relatively easier) for preemptive systems [2]–[4], non-preemptive scheduling has received considerably less attention. However, for high-performance embedded systems (like cell-processing engine and graphics processor), non-preemptive systems are preferred over preemptive systems for a number of reasons [5]. Further, even in multiprocessor systems with preemptive processors, some processors (or coprocessors/accelerators) are...
time estimates, together with the original execution times, are computed. These waiting times for resources are blocking tasks, and how long they take during each phase for a resource. This technique computes the probability that tasks (or actors) have to spend during the contention for resources. Determining the time the individual tasks (or actors) have to wait for resources to become available is important in order to accurately estimate the overall application performance. In this paper, we present a technique to predict the performance of multiple applications. Section IV checks the validity of the model assumptions by doing experiments and measuring the probability distribution. Section V presents and compares the results obtained with other state-of-the-art techniques. Section VI discusses related work about how performance analysis is traditionally done—for single and multiple applications, and finally, Section VII presents the major conclusions and gives directions for future work.

II. SYNCHRONOUS DATA FLOW GRAPHS (SDFGS)

SDFGs (see [8]) are often used for modeling modern digital signal processing (DSP) applications [9] and for designing concurrent multimedia applications implemented on a multiprocessor system-on-chip. Both pipelined streaming and cyclic dependences between tasks can be easily modeled in SDFGs. Tasks are modeled by the vertices of an SDFG, which are called actors. SDFGs allow one to analyze a system in terms of throughput and other performance properties, e.g., latency, buffer requirements [10].

Fig. 2 shows an example of an SDF graph. There are three actors (also known as tasks) in this graph. As in a typical data flow graph, a directed edge represents the dependence between actors. Actors also need some input data (or control information) before they can start and they usually also produce some output data; such information is referred to as tokens. The number of tokens produced or consumed in one execution of a task is called rate. In the example, an actor has an input rate of 1 and an output rate of 2. Actor execution is also

A. Our Contribution

In this paper, we propose a new technique to accurately predict performance of multiple applications executing on a non-preemptive multiprocessor platform. In our analysis, we use the synchronous data flow (SDF) model since this is the most compact model that still allows analysis of properties easily and public tools are available for analyzing application performance in isolation [6]. Since the application is modeled as an SDF graph, the communication and memory access can also be modeled as an actor (or multiple actors, depending on the type of communication fabric) in the graph using techniques presented in [7]. The execution time of such actors corresponds to the delay during data communication or memory access.

While in this paper we have applied this approach to SDF graphs, it can be applied on any model of computation which allows analysis of performance parameters like throughput and buffer-requirement of independent applications. Some examples are cyclo-static data flow and homogenous synchronous data flow. Recently, an extension to SDF has been proposed, known as a scenario aware data flow (SADF) graph, that allows modeling of dynamism in an SDF graph. Models like Kahn process networks cannot be used since the execution time is not known a priori.

When applications are modeled as SDF graphs, their performance on a multiprocessor system can be easily computed when they are executing in isolation. However, when they execute concurrently with other applications, there is contention for resources. Determining the time the individual tasks (or actors) have to wait for resources to become available is important in order to accurately estimate the overall application performance. In this paper, we present a technique to predict the time that tasks (or actors) have to spend during the contention phase for a resource. This technique evaluates the probability of a task blocking a resource by considering how often the task requests the resource, and how long it takes during each execution. Using this information, the expected waiting time for all tasks sharing a resource is computed. These waiting time estimates, together with the original execution times, are used to predict the performance of applications. This, in turn, affects the probability of blocking the resource, and the entire analysis is repeated until it converges. Therefore, we call this iterative probabilistic performance prediction (IP3) technique.

The approach is very fast and can be used at both design-time and run-time owing to its low implementation complexity, in contrast with simulating or executing the application on an FPGA or the models using a simulator. Following are the key features of the IP3 analysis presented.

1) Accurate: The observed accuracy in the experiments is between 2 and 15% on average.
2) Fast: The algorithm has the complexity of \( O(n) \), where \( n \) is the number of actors on each processor.
3) Scalable: The algorithm is scalable in the number of actors per application, the number of processing nodes, and the number of applications in the system.
4) Suitable for embedded systems: The algorithm has been tested on an embedded processor on FPGA, and requires very few cycles to estimate the application period.

We also see the effectiveness of this approach when applied to dynamic execution times in the experiments section. Results of a case-study done with typical real-life applications in a mobile phone are also presented. Further, we compare the results of the analysis with an actual multiprocessor implementation. However, it should be added that this approach does not provide any timing guarantees. Further, contention caused by shared bus and input/output (I/O) devices is not considered enough.

The remainder of this paper is organized as follows. Section II gives an introduction to SDF graphs. Section III explains the iterative probability technique that is used to predict performance of multiple applications. Section IV checks the validity of the model assumptions by doing experiments and measuring the probability distribution. Section V presents and compares the results obtained with other state-of-the-art techniques. Section VI discusses related work about how performance analysis is traditionally done—for single and multiple applications, and finally, Section VII presents the major conclusions and gives directions for future work.
called firing. An actor is called ready when it has sufficient input tokens on all its input edges and sufficient buffer space on all its output channels; an actor can only fire when it is ready. When the actor gets ready to execute on a processor, it is also said to arrive on that processor. The edges may also contain initial tokens, indicated by bullets on the edges, as seen on the edge from actor $a_2$ to $a_0$ in Fig. 2.

One of the most interesting properties of SDFGs relevant to this paper is throughput. Throughput is defined as the inverse of the long term period, i.e., the average time needed for one iteration of the application. (An iteration is defined as the minimum non-zero execution such that the original state of the graph is obtained.) This is the performance parameter that we use in this paper. We now define the following properties of an SDF graph.

**Definition 1 (Actor Execution Time):** Actor execution time, $\tau(a)$ is defined as the execution time needed to complete execution of actor $a$ on a specified node. $\tau(a)$ is also represented as $t_a$ interchangeably.

$\tau(a_0) = 100$, for example, in Fig. 2. When the actor represents a communication or a memory node, the execution time determines the time for data transfer or memory access, respectively.

**Definition 2 (Repetition Vector):** Repetition vector $q$ of an SDFG $A$ is defined as the vector specifying the number of times actors in $A$ are executed for one iteration of SDFG $A$. For example, in Fig. 2, $q[a_0 a_1 a_2] = [1 \ 2 \ 1]$.

**Definition 3 (Application Period):** Application period $Per(A)$ is defined as the time SDFG $A$ takes to complete one iteration on average.

$Per(A) = 300$ in Fig. 2. (Note that actor $a_1$ has to execute twice.) This is also equivalent to the inverse of throughput. An application with a throughput of 50 Hz takes 20 ms to complete one iteration. When network and memory access is also modeled in the graph, then the throughput of the graph will also take such delay into account.

Determining the worst-case-execution time of an actor is one of the hardest things. A number of tools are available to do the same for the designer [11]. A number of techniques are present in the literature to do the partitioning of program code into tasks. Compaan is one such example that converts sequential description of an application into concurrent tasks by doing static code analysis and transformation [12]. Sprint also allows code partitioning by allowing the users to tag the functions that need to be split across different actors [13]. Yet another technique has been presented that is based on an execution profile [14]. For this paper, we shall assume that the analysis has already been done and the application is already modeled as an SDF graph.

**III. PROBABILISTIC ANALYSIS**

When multiple applications execute in parallel, they often cause contention for shared resources. A probabilistic model can be used to predict this contention. The time spent by an actor in contention is added to its execution time, and the total gives its response time

$$t_{resp} = t_{exec} + t_{wait}.$$ (1)

The $t_{wait}$ is the time that is spent in contention when waiting for a processor resource to become free. (This time may be different for different arrivals of a repetitive task.) The response time, $t_{resp}$, indicates how long it takes to process an actor after it arrives at a node. When there is no contention, the response time is simply equal to the execution time. Using only the execution time gives the maximum throughput that can be achieved with the given mapping. At design-time, since the run-time application-mix is not always known, it is not possible to exactly predict the waiting-time, and hence the performance. In this section, we explain how an estimate is obtained using a probabilistic approach.

We now refer to SDFGs $A$ and $B$ in Fig. 3. Say $a_0$ and $b_0$ are mapped on a processor $Proc_0$. $a_0$ is active for time $t(a_0)$ every $Per(A)$ time units (since its repetition entry is 1). $t(a_0) = 100$ time units and $Per(A) = 300$ time units on average. Assuming the process of executing tasks is stationary and ergodic, the probability of finding $Proc_0$ in use by $a_0$ at a random moment in time equals $\frac{t_{a_0}}{Per(A)}$. We now assume that the arrivals of $a_0$ and $b_0$ are stationary and independent; thus, the probability of $Proc_0$
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Fig. 4. Different states an actor cycles through.

being occupied when \( b_0 \) arrives is also \( S_3 \). Further, since \( b_0 \) can arrive at any arbitrary point during execution of \( a_0 \), the time \( a_0 \) takes to finish after \( b_0 \) arrives on the node, given the fact that \( a_0 \) is executing, is uniformly distributed from \([0, 100]\). Therefore, the expected waiting time is 50 time units and \( b_0 \) has to wait for 50 time units on average on a long-run execution whenever it finds Proc blocked due to \( a_0 \). Since the probability that the resource is occupied is \( \frac{a}{4} \), the average time actor \( b_0 \) has to wait is given by \( \frac{a}{4} \approx 16.7 \) time units. The average response time of \( b_0 \) will therefore be 66.7 time units.

A Formal Analysis

Fig. 4 shows that any actor of an SDF graph has to go through three different states. When the actor does not have enough input data or output space, i.e., sufficient tokens on all of its incoming edges and available buffer capacity on all of its output edges, it is not ready. This state is denoted by \( S_N \). When the data is available, the actor becomes ready. However, if the required resource is busy then the actor may still have to wait. We denote this state of ready but waiting for the resource to become available as \( S_r \). When the processor or another resource becomes available, the actor starts executing and this state is denoted as \( S_e \). For an actor whose execution time is constant, the time spent in the executing state \( S_e \) does not change, and is simply equal to its execution time \( r(a) \). The time spent during waiting state \( S_w \) depends on the available resources. If there is no other actor mapped on a particular resource, then this time is simply zero. The time spent during not-ready state \( S_N \) depends on the graph structure and the period of the graph.

We can define the state of the task (Fig. 4) as a stochastic process \( S(t) \). We assume that this process is ergodic and stationary. The total probabilities of finding an actor in any of these states are clearly 1. Thus, we obtain

\[
P(S(t) = S_N) + P(S(t) = S_r) + P(S(t) = S_e) = 1
\]

where \( S(t) \) denotes the state at time \( t \). We will see that the steady-state probabilities of an actor being in the states described above can be computed by considering the graph structure, the actor execution time, and some properties of other actors mapped on the sharing resource. The probability of finding an actor \( a \) in executing state \( S_e \) can be computed by considering how often it executes, i.e., its repetition vector entry \( q(a) \), and its execution time \( r(a) \). To put it precisely, the actor \( a \) executes \( q(a) \) times every period \( \text{Per}(A) \) of the application \( A \) to which \( a \) belongs, and each time it spends \( r(a) \) cycles in the state \( S_e \). Thus, the total time spent is \( q(a) \cdot r(a) \) every \( \text{Per}(A) \). Thus, because of the stationarity of the process,

\[
P(S(t) = S_e) = \frac{q(a) \cdot r(a)}{\text{Per}(A)}
\]

When the actor is sharing resources with other actors it may also have to wait for the resource to become available. If the average waiting time is denoted by \( t_w(a) \), then the total time spent in the waiting state, on average, is given by \( q(a) \cdot t_w(a) \) every \( \text{Per}(A) \). Thus, the steady-state probability of finding actor \( a \) in the waiting state is given by the following equation:

\[
P(S(t) = S_w) = \frac{q(a) \cdot t_w(a)}{\text{Per}(A)}
\]

Since the total probability for all the states should be 1, the probability of actor \( a \) being in the non-ready state can be computed as follows:

\[
P(S(t) = S_N) = 1 - \frac{q(a) \cdot r(a)}{\text{Per}(A)} - \frac{q(a) \cdot t_w(a)}{\text{Per}(A)}
\]

The actor \( a \) only blocks the resource when it is either waiting or executing at the resource. (Blocking is defined as occupying a resource when another actor requests it.) Thus, we define two types of blocking probabilities.

Definition 4 (Execution Blocking Probability): Execution Blocking Probability, \( P_e(a) \), is defined as the probability that actor \( a \) of application \( A \) blocks the resource it is mapped on, and is being executed. \( P_e(a) = P(S(t) = S_e) \).

Definition 5 (Waiting Blocking Probability): Waiting Blocking Probability, \( P_w(a) \), is defined as the probability that actor \( a \) of application \( A \) blocks the resource it is mapped on while waiting for it to become available. \( P_w(a) = P(S(t) = S_w) \).

When other actors, say \( b \) and \( c \) are sharing resources with \( a \), it is important to know how long they may need to wait due to contention with \( a \). This clearly depends on which of the three states \( a \) is in when these actors are queued, and the arbiter used. For our analysis, we shall assume a first-come-first-serve (FCFS) arbiter unless otherwise stated, since it is one of the most commonly used dynamic arbiter. With FCFS if \( b \) arrives when \( a \) is in the non-ready state \( S_N \), then \( a \) does not contribute to the waiting time of \( b \) for that particular time. If \( b \) arrives when \( a \) is also waiting in the queue, i.e., state \( S_w \), then \( b \) goes behind \( a \) in the queue (since we have FCFS), and it has to wait for the whole execution of \( a \) to finish before \( b \) can get its turn. When \( a \) is executing, the waiting time for \( b \) depends on where \( a \) is in its execution. If \( b \) is about to finish then \( b \) has to wait for a short while, but if \( a \) has just started, then \( b \) has to wait for almost the entire execution time of \( a \).

Assuming that the arrival time of \( b \) is completely independent of the different states of \( a \), the probability of \( b \) finding \( a \) in a particular state is simply the stationary probability of \( a \) being in that state. (See Footnote 1.) Further, our assumption also implies that when \( b \) arrives and finds \( a \) in a particular state, \( b \) may be anywhere, with uniform distribution, in that state. Thus, if \( b \) finds \( a \) in the \( S_e \) state, then the remaining execution time is uniformly distributed. Since the probability of finding \( a \) in a particular state is directly related to the waiting time of \( b \), we obtain the probability distribution for waiting time of \( b \) as shown in Fig. 5.
As shown in Fig. 5, the time actor $b$ has to wait depends on the state of actor $a$ when $b$ arrives. When $b$ arrives in the $S_a$ state of $a$, it has to always wait for $\tau(a)$. This gives the $b-$function of $P_a(a)$ at $\tau(a)$. On the other extreme we have the $b-$function at origin due to $b$ arriving in the $S_a$ state of $a$. The probability of this is simply equal to the probability of $a$ being in this state, as mentioned earlier. In the middle we have a uniform distribution with the total probability of $P_a(a)$, i.e., $a$ being in $S_a$.

If $Y$ denotes how long actor $b$ has to wait for the resource it shares with actor $a$, the probability density function, $P(y)$ of $Y$ can be defined as follows:

$$
P(y) = \begin{cases} 
0 & y < 0 \\
\frac{\delta(y)(1 - P_a(a) - P_b(a))}{\tau(a)} & y = 0 \\
\frac{\delta(y - \tau(a))P_b(a)}{\tau(a)} & 0 < y < \tau(a) \\
\frac{\delta(y - \tau(a))P_c(a)}{\tau(a)} & y = \tau(a) \\
0 & y > \tau(a).
\end{cases}$$  \hspace{1cm} (6)

The average waiting time due to actor $a$ for $b$, $E(Y)$ can now be computed as follows:

$$
E(Y) = \int_{-\infty}^{\infty} y P(y)dy 
= \int_{0}^{\tau(a)} y \frac{\delta(y)(1 - P_a(a) - P_b(a))}{\tau(a)} dy + \tau(a).P_b(a) 
= \frac{\tau(a)}{2} + \tau(a).P_b(a) \hspace{1cm} (7)
$$

If $\tau(a)$ is not constant but varying, $E(Y)$ also varies with $\tau(a)$. In such cases, $E(Y)$ can be computed as follows:

$$
E(Y) = E(\tau(a)) \left( \frac{\tau(a)}{2} + P_b(a) \right) \hspace{1cm} (8)
$$

Thus, an actor with variable execution time within a uniform distribution is equivalent to an actor with a constant execution time, equal to the mean execution time. If $\tau(a)$ is uniformly distributed between $\tau_{min}(a)$ and $\tau_{max}(a)$, the overall average waiting time is given below

$$
E(Y) = \left( \frac{\tau_{min}(a) + \tau_{max}(a)}{2} \right) \left( \frac{P_b(a)}{2} + P_c(a) \right). \hspace{1cm} (9)
$$

Since (7) represents the waiting time of one actor due to another actor, when there are more actors mapped on a resource each of the mapped actors causes a given actor to wait. For the total waiting time due to $n$ actors, we get the following equation:

$$
t_{wait} = \sum_{i=1}^{n} \left( \frac{\tau_i P_a(a)}{2} + \tau_i P_c(a) \right). \hspace{1cm} (10)
$$

### B. Iterating the Analysis

A key observation from the analysis provided above is that the periods of the applications change from the initial estimate of executing in isolation. For example, the period of application $A$ in isolation was 300 time units, but is now estimated to be 358 time units. This in turn modifies the execution and waiting probabilities of all the actors. Thus, the waiting times of actors have to be recomputed, which in turn may change the period. Thus, the entire analysis needs to be repeated to update the period of the applications. Fig. 6 shows the flow for the iterative probability approach. The inputs to this flow is the application structure for each application, and the execution time and mapping of each actor in all the applications. These are first used to compute the base period (i.e., the minimum period without any contention) and the execution blocking probability of the actor. Using the mapping information, a list of actors is compiled from all the applications and grouped according to their resource mapping. For each processor, the probability analysis is done according to (10). The waiting times thus computed are used again to compute the throughput of the application and the blocking probabilities. Applying this analysis for the example in Fig. 3 updates the period of both applications to 362.7, 364.1, 364.2 and 364.2 time units, thereby converging at 364.2. Fig. 7 shows the updated application graphs after the iterative technique is applied.

The main reason why the analysis technique is fast is that it ignores the resource dependences that are created when actors from different applications share a resource. This very property can also become its weakness and result in arbitrarily bad estimation when cases are carefully constructed such that the resulting order on a processor does not suffer from any contention, or always suffers from the worst-case contention. In such cases, the average waiting time is no longer...
applicable and may lead to erroneous estimates. In order to take such cases into account, one has no choice but to resort to considering all the data and resource dependences in one big SDF graph, and consider all possible executions of all the graphs involved, avoiding which was the very motivation behind this article. However, such cases are mostly artificial and unrealistic. In the large number of experiments, we never came across any example with this behavior. Further, when the execution times of actors are dynamic, it is even more unlikely for these cases to occur.

C. Terminating Condition

While the analysis can be repeated for a fixed number of iterations, it can also be based on the convergence of some parameters. Some candidates for testing convergence are provided below.

1) Application period: When the application period for all the applications does not change more than a pre-defined percentage, the analysis can be said to have been converged. In our experiments, we observed that just after six iterations all applications had a change of less than 1%.

2) Processor utilization: The analysis termination can also be based on the change in processor utilization. The utilization of processors varies with the load predicted by the algorithm. The load on a processor is defined as the sum of the probabilities of execution, \( P_e(a_i) \), of all actors mapped on it. When the algorithm has converged, the load on the processor does not change.

We have reason to believe that the algorithm converges, since in all the experiments we conducted so far (over a thousand use-cases), it always converged. Further, a particular use-case always gave the same answer, irrespective of how far off the starting estimate was. In order to formally prove it, fixed-point arithmetic theory could be applicable [16]. However, we did not yet succeed in proving convergence.

D. Conservative Iterative Analysis

For some applications, the user might be interested in having a more conservative bound on the period, i.e., it is better to have a less accurate pessimistic estimate than an accurate optimistic estimate; a much better quality than predicted is more acceptable as compared to even a little worse quality than predicted. In such cases, we provide here a conservative analysis using our iterative technique.

In earlier analysis, when an actor \( b \) arrives at a particular resource and finds it occupied by say actor \( a \), we assume that \( a \) can be anywhere in the middle of its execution, and therefore, \( b \) has to wait on average half of execution time of \( a \). In the conservative approach, we assume that \( b \) has to always wait for full execution of \( a \). In the probability distribution as presented in Fig. 5, the rectangular uniform distribution of \( P_e(a_i) \) is replaced by another delta function at \( t(a) \) of value \( P_e(a_i) \). This is shown in Fig. 8. The waiting time equation is therefore updated to the following:

\[
\tau_{\text{real}} = \sum_{i=1}^{n} \tau_i \left( P_e(a_i) + P_w(a_i) \right).
\]

Applying this analysis to the example in Fig. 3, we obtain the period as 416.7, 408, 410.3, 409.7, and 409.8. Note that in our example, the actual period will be 300 in the best case and 400 in the worst case. The conservative iterative analysis correctly finds the bound of about 410, which is only 2.5% more than the actual worst case. If we apply real worst-case analysis in this approach [using (14)], then we get a period of 600 time units, which is 50% over-estimated.

This analysis can be either applied from the original period directly, or only after the basic iterative analysis is already converged and terminated. The latter has the benefit of using a realistic period, instead of a conservative period. Since a realistic period is generally higher than the corresponding pessimistic period, the execution and waiting probability is correspondingly lower when using the conservative period. Thus, using a realistic period with a conservative analysis for the last iteration gives the most conservative results. In the experiments section, we present results of both approaches.

E. Parametric Throughput Analysis

Throughput computation of an SDF graph is generally very time consuming. Lately, techniques have been presented in [17] that can compute throughput of many multimedia applications within milliseconds. However, those results have been taken on a high-end computer while assuming fixed actor execution times. Therefore, throughput computation of an SDF graph is generally done off-line or at design-time for a particular graph. However, if the execution time of an actor changes, the entire analysis has to be repeated. Recently, a technique has been proposed to derive throughput equations for a range of execution times (defined as parameters) at design-time, while these equations can be easily evaluated at run-time to compute the critical cycle, and hence the period [18]. This technique greatly enhances the usability of the iterative analysis. With this the iterative analysis can be applied at both design-time and run-time.
For example, for application $A$ shown in Fig. 3, there is only one critical cycle. If the execution times of all actors of $A$ are variable, the following parametric equation is obtained (assuming auto-concurrency of 1):

$$\text{Per}(A) = \tau(a_0) + 2 \times \tau(a_2) + \tau(a_3).$$

(12)

Thus, whenever the period of application $A$ is needed, the above equation can be computed with the updated response times of actors $a_0$, $a_1$, and $a_2$. This technique makes the iterative analysis suitable for run-time implementation.

F. Intra-Task Dependencies

There are two ways of handling the situation when more than one actor of the same application are mapped on the same resource, depending on how it is handled in the real system. One way is to serialize (or order) executions of all actors of a given application. This implies computing a static-order for actors of a given application such that maximum throughput is guaranteed. This can be done using SDF3 tool [6]. Once the static-order is computed, the partial order of actors mapped on the same resource can be extracted. The arbiter has to ensure that at any one point in time the actors of an application are executed in this pre-computed order. This ensures that actors of the same application are not queued at the same time. Thus, there is no waiting time added from these actors. For example, in Fig. 3 if actors $a_0$ and $a_2$ are mapped on the same processor, the static schedule for that processor will be $(a_0, a_2)$. A static order adds an extra dependency on actors $a_0$ and $a_2$, ensuring that they cannot be ready at the same time, and hence cannot cause contention for the scheduled actor mapped on the same processor. Equation (10) for an actor of application $A$ can then be updated for this case as follows:

$$t_{\text{wait}, A} = \sum_{i=1}^{n} \left( \frac{\tau}{2} P_i(a_i) + \tau_{a_i} P_i(a_i) \right).$$

(13)

The above approach however, requires extra support from the arbiter. The easiest approach from the arbiter perspective is to treat all the actors mapped on the resource identically and let the actors of the same application also compete with each other for resources. The latter is evaluated in the experiments section.

G. Handling Other Arbiters

The above analysis has been presented for FCFS arbitration. For static-order schedulers like round-robin or another arbitrary order derived from SDF3 [6], the schedule can be directly modeled in the graph itself. Other dynamic-order schedulers, like priority-based, can be easily modeled in the probability approach. One key difference between a priority-based scheduler as compared to FCFS is that in FCFS, once the actor arrives, it always has to wait for actors ahead of it in the queue. In a priority-based system, if it is preemptive, a higher priority actor can immediately preempt a lower priority actor, and if it is non-preemptive, it has to only wait for lower priority actors if they are executing. Let us define the priority of an actor $a$ by $Pr(a)$, such that a higher value of $Pr(a)$ implies a higher priority. Equation (10), that is presented for FCFS, can be rewritten as:

$$t_{\text{wait}, A} = \sum_{i=1}^{n} \left( \frac{\tau_{a_i}}{2} P_i(a_i) + \tau_{a_i} P_i(a_i) \right).$$

(14)

It shows the waiting time for an actor $a$ when sharing a resource with actors $a_1$ to $a_n$. Note that the waiting time contributed by the arrival of actor $a$ during the queuing phase of an actor with a priority lower than that of $a$, is not added in the equation. Similarly, the conservative waiting time for priority-based schedulers is given by:

$$t_{\text{wait}, A} = \sum_{i=1}^{n} \left( \tau_{a_i} P_i(a_i) \right) + \sum_{i=1}^{n} \left( \tau_{a_i} P_i(a_i) \right).$$

(15)

It can be seen that the above equations are a generalized form of earlier (10) and (11), respectively, since in FCFS the priorities of all actors are equal, i.e., $Pr(i) = Pr(a_i) \forall i = 1, 2, \ldots n$. It should be further noted, that since the priorities are only considered for local analysis on a specific processor (or any resource), different processors (or resources) can have different arbiters.

IV. MODEL VALIDATION

In this section, we describe our experimental setup and study the impact of assumptions used in the probabilistic model. We start with experiments to show the impact of our assumptions on the predictions of our probabilistic model for arrival of actors on a resource. This is followed by comparing the predicted waiting time with measured waiting time on two processors—one fully utilized, and one less utilized.

A. Setup

Ten random SDFGs named $A–J$ are generated with eight to ten actors each using the SDF3 tool [6], mimicking DSP and multimedia applications. These are referred to as applications $A–J$. The execution time and the rates of actors are set randomly. The edges of these graphs were randomly generated, resulting often in very complex graph topologies. Some sample graphs used in this paper are available online [19]. A ten-processor heterogeneous system is used for simulation and analysis. The SDF3 tool is used to analytically compute the periods of the graphs. Simulations are performed using parallel object oriented specification language (POOSL) [20] to measure the actual performance of the SDF models with a given mapping.

POOSL allows the designer to model both the application and the architecture up to an arbitrary level of detail. In our set up, we model each processor with a first-come-first-serve arbiter. Applications are modeled as SDF graphs with a number of actors having data dependences with other actors. When all the input data for an actor is available, the actor is queued at the mapped processor arbiter. When it gets access to the resource, it produces the output data after a given amount of delay, as specified in the model. The model is very useful for performance prediction when multiple applications share multiprocessor systems.

Besides our iterative technique, two other analysis techniques are used—the worst-case waiting-time approach [21]...
Equation (15) is constructed by adding the contribution of actors, there are 1023 combinations with ten other actors. That the approach in [22] looks at all possible combinations of the mentioned in [21] is computed by using the following formula:

\[ t_{\text{wait}} = \sum_{i=1}^{n} t_{\text{wait}}(a_i) \]  

where actors \( a_i \) for \( i = 1, 2, \ldots, n \) are mapped on the same resource. The waiting time according to the exponential probability analysis presented in [22] is computed using the following formula \( (P(a) \) is represented as \( P_a \) for brevity):

\[ t_{\text{wait}} = \sum_{i=1}^{n} P_a \left( 1 + \sum_{j=1}^{n-1} \frac{1}{j!} \right) \prod_{j} \left( P_{a_1} \ldots P_{a_j} \ldots P_{a_n} \right) \]  

where

\[ \prod_{j} \left( x_1, \ldots, x_n \right) = \sum_{1 \leq k_1 < k_2 < \ldots < k_n \leq x} \left( x_{k_1}, x_{k_2}, \ldots, x_{k_n} \right). \]

\[ \prod_{j} \left( x_1, \ldots, x_n \right) \] is an elementary symmetric polynomial defined in [23]. In simple terms, it is the summation of all products of \( j \) unique terms in the set \( (x_1, \ldots, x_n) \). The number of terms clearly increases exponentially with increasing \( n \). The total number of terms in the symmetric polynomial in (15) is given by \( \binom{n}{j} \), i.e., \( \frac{n!}{j!(n-j)!} \). As the number of actors mapped on a node increases, the complexity of the analysis also becomes high. To be exact, the complexity of the above formula is \( O(n^{m+1}) \), where \( n \) is the number of actors mapped on a node. Since this is done for each actor, the overall complexity becomes \( O(n^{m+2}) \). This high complexity arises from the fact that the approach in [22] looks at all possible combinations of other actors blocking a particular actor. Thus, while there are only three potential combinations when there are two other actors, there are 1023 combinations with ten other actors.

Equation (15) is constructed by adding the contribution of individual actors (note the \( a_i \) before the first bracket). The terms inside the outer bracket are the probabilities of an actor being ahead in the queue, being there with at least one other actor, being there with at least two other actors, and so on and so forth. Since the case of being with at least two other actors is included in the case of at least one other actor, we get \( (-1)^{m+1} \) to take care of the extra probabilities that are added and subtracted alternately. In our experiments a fourth-order approximation of 15 is used as a good compromise between complexity and accuracy, as proposed by the authors in [22].

The fourth-order approximation implies that all probabilities of a particular actor being in the queue with up to at least three other actors are considered.

**B. Arrivals During Actor Execution**

In order to check the accuracy of the probabilistic distribution of waiting times presented in Fig. 5, we let all the applications execute concurrently, and measured exactly when actors arrive when sharing a processor (or another resource) with another actor. For every execution of an actor \( a \), three events are recorded in the processor log file—queuing time \( (t_q) \), execution start-time \( (t_s) \), and execution end-time \( (t_e) \). When other actors arrive between \( t_s \) and \( t_e \), they have to wait for the entire execution of \( a \). When they arrive between \( t_e \) and \( t_a \), the waiting time depends on where \( a \) is in its execution. When the actors arrive between \( t_s \) and the next \( t_e \), \( a \) does not have any effect on their waiting time. This was measured and summarized for the entire simulation for all the actors. Here we present results of two actors—one randomly chosen from a processor with high utilization and another with low utilization. This is done in order to check if the model still holds as the utilization of the processor approaches 1.

Fig. 9 shows the distribution of this waiting time for actor \( a_2 \) of application F mapped on Processor 2. Processor 2 has a high utilization of almost 1. The distribution is obtained from about three thousand arrivals. This actor takes 35 cycles to execute. The distribution of actor arrival times assumed in the model is also shown in the same figure for comparison. A couple of observations can be made from this figure. The distribution between 0 and 35 is more or less uniform, though the probability in this uniform distribution is a little lower. The number of arrivals of other actors when \( a_2 \) is not in the queue is somewhat higher than that assumed in the model, and the arrivals in the queuing time of \( a_2 \) are rather accurate.

If we look at the total waiting time contributed by \( a_2 \), the prediction using the assumed arrival model is 13.92, whereas the measured mean delay contributed by \( a_2 \) is 12.13—about 15% lower. The conservative analysis predicts the waiting time to be 17.94 due to \( a_2 \). Fig. 10 shows a similar distribution for actor \( a_5 \) of application G mapped on Processor 5. This processor has comparatively low utilization of 0.672.

Thus, we see that our assumption of the probability distribution in Fig. 5 consisting of two delta functions and a uniform distribution in the middle holds rather well and gives a good estimate of the waiting time.
V. PERFORMANCE EVALUATION

In this section, we present some results obtained for the iterative analysis as compared to simulation, and other analysis techniques. The overall application throughput is compared with the measured throughput. Comparison with other analysis techniques (including our previous work) is also presented. Case-studies with dynamic execution times and mapping multiple actors of the same application on a node are presented. We also present case-studies with applications in a mobile phone, and comparison with Sobel and JPEG encoders executing on an FPGA multiprocessor platform. The section concludes with implementation of our technique on an embedded processor—Microblaze, and comparison of its complexity with existing techniques.

A. Application Throughput

We consider the same set of ten applications that is used in the earlier section for model validation. All ten applications are executed together on a ten-processor platform to measure the performance of these applications when executing concurrently. The iterative analysis is also used to compute the performance of all the applications. The results of other techniques, namely the worst-case and exponential technique to fourth order, are also computed, as per (14) and (15), respectively. An iterative technique is also applied to the results of worst-case and exponential approach, to study the effectiveness of the iterative approach. The effectiveness of the conservative iterative technique is also studied.

Fig. 11 shows the results of iterative analysis with an increasing number of iterations for application $H$. For this particular application, the original period (i.e., when running in isolation) is 1456. When running concurrently in this use-case, the period is 1130 time units. The fourth-order approximation estimates the performance as 1456, while the worst-case estimate is 4800. The iterative approach when applied from the original period after five iterations predicts a period of 1200, and after ten iterations 1184 time units. After ten iterations there is no change in the estimate of applications.

The figure shows some very interesting results. First, we can see that the iterative approach is converging. Regardless of how far and at which side the initial estimate of the application behavior is, it converges within a few iterations close to the actual value. Second, the final value estimate is independent of the starting estimate. The graph shows that the iterative technique can be applied from any initial estimate and still achieve accurate results. We note that ten iterations are more than sufficient to achieve a good and stable estimate. Further, we see that the conservative analysis converges on a value slightly higher than the simulation value, as expected.

Fig. 12 shows the estimates and measured periods of all ten applications used in this case-study for different techniques. The estimates are normalized to the results achieved in the simulation. The results of the worst-case waiting-time (14) are not shown on this graph, since they are more than two or three times the simulation results and putting them on the same scale makes the other results unreadable.

The figure shows that the iterative analysis is accurate for all the applications in this use-case. After ten iterations, the maximum error that can be seen is about 3% (in Application $H$), and the average error is less than 2%. On the other hand, in the exponential approach prediction, the average error is 10%, and the maximum error is 29% in the same application. Another observation we can make is that the estimate provided by the conservative iterative technique is always higher than the simulation result. On average, the conservative approach overestimates the period by about 8%—a small price to pay when compared to the worst-case bound that is 162% over-estimated.

The error in the iterative analysis (defined as mean absolute difference) is presented in Table I. Both the average and the maximum error are shown. Different starting points for the iterative analysis are taken. A couple of observations can be made from the table. Regardless of the starting estimate, the iterative analysis always converges. If we define 2% error margin as acceptable, we find that the fourth-order estimate requires only four iterations to converge while others require six iterations. However, obtaining the estimate of the fourth-order analysis is computationally intensive. Using the worst-case or the original period itself as the starting point for the iterative analysis saves the initial computation time, but takes a little longer to converge. Another observation we can make is...
performance. The average error (mean absolute deviation) in the comparison of the predicted results with the measured results for this experiment, we used four processors. Fig. 14 shows potentially more actors on any processor causing contention. The analysis remains the same, except that there are works in that case. Since we do not consider intra-task dependence, the analysis still gives results that are more than the period of applications when execution time is allowed to vary more pessimistically. To evaluate the performance of our technique, we re-ran the simulation by using dynamic execution time of the application tasks. Two sets of experiments were done—one with a uniform variation of up to 40% from the mean execution time and another with up to 80% deviation. Fig. 13 shows the results of experiments with dynamic execution times. We observe that the period of applications when execution time is allowed to vary does not change too much. In our experiments it varies by at most 2%. Clearly, it may be possible to construct examples in which it does vary significantly, but this behavior was not observed in our applications. Further, the conservative analysis still gives results that are more than the period of applications with variable execution times. In this figure, we also see the difference between applying conservative analysis throughout the ten iterations, and applying this analysis for only the last iteration. While in the former case, the prediction is sometimes very close to the measured results (Application C) and sometimes very far (Application H), in the latter the results make a nice envelope that is on average 10% more than the measured results.

### C. Mapping Multiple Actors

So far we only considered cases when one actor per application is mapped on one processor. Since each application in the experiment contained up to ten actors, we needed ten processors. Clearly, this is not always efficient. Therefore, we mapped all actors of an application randomly on a 4-processor system and checked if the iterative approach still works in that case. Since we do not consider intra-task dependency, the analysis remains the same, except that there are potentially more actors on any processor causing contention. For this experiment, we used four processors. Fig. 14 shows the comparison of the predicted results with the measured performance. The average error (mean absolute deviation) in the maximum error is shown in brackets.

### B. Dynamic Execution Times

Many applications are dynamic in nature. When there is a variation in the execution time of the application tasks, the SDF graph is not able to capture their exact behavior. The techniques that are conventionally used to analyze the application behavior give an even more pessimistic bound. To evaluate the performance of our technique, we re-ran the simulation by using dynamic execution time of the application tasks. Two sets of experiments were done—one with a uniform variation of up to 40% from the mean execution time and another with up to 80% deviation. Fig. 13 shows the results of experiments with dynamic execution times. We observe that the period of applications when execution time is allowed to vary does not change too much. In our experiments it varies by at most 2%. Clearly, it may be possible to construct examples in which it does vary significantly, but this behavior was not observed in our applications. Further, the conservative analysis still gives results that are more than the period of applications with variable execution times. In this figure, we also see the difference between applying conservative analysis throughout the ten iterations, and applying this analysis for only the last iteration. While in the former case, the prediction is sometimes very close to the measured results (Application C) and sometimes very far (Application H), in the latter the results make a nice envelope that is on average 10% more than the measured results.

### C. Mapping Multiple Actors

So far we only considered cases when one actor per application is mapped on one processor. Since each application in the experiment contained up to ten actors, we needed ten processors. Clearly, this is not always efficient. Therefore, we mapped all actors of an application randomly on a 4-processor system and checked if the iterative approach still works in that case. Since we do not consider intra-task dependency, the analysis remains the same, except that there are potentially more actors on any processor causing contention. For this experiment, we used four processors. Fig. 14 shows the comparison of the predicted results with the measured performance. The average error (mean absolute deviation) in

#### Table I

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Fourth Order</th>
<th>Worst Case</th>
<th>Original</th>
<th>Conservative</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9.9 (28.9)</td>
<td>72.8 (83.1)</td>
<td>163 (325)</td>
<td>72.8 (83.1)</td>
</tr>
<tr>
<td>1</td>
<td>6.7 (17.6)</td>
<td>88.4 (144)</td>
<td>128 (36)</td>
<td>252 (352)</td>
</tr>
<tr>
<td>2</td>
<td>3.5 (11.9)</td>
<td>6.5 (17.6)</td>
<td>6.7 (23.2)</td>
<td>7.9 (23.2)</td>
</tr>
<tr>
<td>3</td>
<td>2.9 (6.2)</td>
<td>4.5 (11.9)</td>
<td>4.3 (13.3)</td>
<td>8.8 (24.7)</td>
</tr>
<tr>
<td>4</td>
<td>2.4 (4.8)</td>
<td>2.5 (7.7)</td>
<td>3.1 (9.1)</td>
<td>8.4 (23.2)</td>
</tr>
<tr>
<td>5</td>
<td>1.9 (3.9)</td>
<td>2.2 (4.8)</td>
<td>2.5 (6.2)</td>
<td>8.3 (23.2)</td>
</tr>
<tr>
<td>6</td>
<td>1.6 (3.6)</td>
<td>1.5 (3.4)</td>
<td>2.4 (6.6)</td>
<td>8.1 (21.8)</td>
</tr>
<tr>
<td>7</td>
<td>1.9 (4.1)</td>
<td>1.8 (3.8)</td>
<td>1.7 (5.9)</td>
<td>8.2 (21.8)</td>
</tr>
<tr>
<td>8</td>
<td>1.7 (3.6)</td>
<td>1.7 (3.8)</td>
<td>1.7 (5.8)</td>
<td>8.1 (21.8)</td>
</tr>
<tr>
<td>9</td>
<td>1.9 (3.4)</td>
<td>1.7 (3.6)</td>
<td>1.7 (5.4)</td>
<td>8.1 (21.8)</td>
</tr>
<tr>
<td>10</td>
<td>1.7 (3.4)</td>
<td>1.3 (3.2)</td>
<td>1.9 (3.4)</td>
<td>8.1 (21.8)</td>
</tr>
</tbody>
</table>

The maximum error is shown in brackets.

#### Fig. 13

Comparison of periods with variable execution time for all applications. A new conservative technique is applied; the conservative mechanism is used only for the last iteration after applying the base iterative analysis for ten iterations.

This experiment is just 1%, while the maximum deviation is 3%. This shows that the approach is effective even when multiple actors of the same application are mapped on a resource. Further, in this experiment some processors had up to 30 actors mapped. This shows that the approach scales well with the number of actors mapped on a processor.

#### D. Mobile Phone Case-Study

In this section, we present results of a case-study with real-life applications. We did not do any optimization to the application specifications and granularity obtained from the literature to avoid favoring our approach. We consider five applications—video encoding (H263) [21], video decoding [7], JPEG decoding [24], modem [25], and a voice call scenario. These applications represent a set of typical applications—often executing concurrently—on a modern mobile phone. Sufficient buffer-space is assumed to be present among all channels in the applications, such that applications do not deadlock due to lack of buffer-space. This buffer-space on each channel (just enough to avoid deadlock) and auto-concurrency of one was modeled in the application graphs to compute the initial throughput using the SDP1 tool.

This set of applications poses a major challenge for performance prediction since they consist of tasks with varying granularity of execution times, e.g., the anti-aliasing actor of MP3 decoder takes 40 time-units while its sub-inversion actor requires 186,500 time units. Further, the repetition vectors of these applications vary significantly. While the sum of repetition vector entries of JPEG is 26, i.e., actors of JPEG have to compete for processor resources to become available 26 times for one iteration, the sum of repetition vector entries of H263 decoder is 1190. Further, the number of tasks in each application varies significantly. While H263 decoder has only four tasks, the modem application has a total of 14 tasks. For this case-study, one task was mapped to one processor for each application, since multiple actor mapping options would have resulted in a huge number of potential mappings. This implied that while some processors had up to five actors, some
processors had only one actor. Thus, this case-study presents a big challenge for any performance prediction mechanism, and our iterative probabilistic technique was used to predict performance of these applications executing concurrently.

Fig. 15 shows the comparison between the prediction of the iterative analysis and the simulation result. The results of the bound provided by the worst-case estimate are also shown for comparison. A couple of observations can be made from the graph. First of all, the period of applications increases in different proportions when executing concurrently with other applications. While the period of modem application increases by only 1.1 times, the period of H263 decoder increases by about 12 times, and that of a voice call by about 18 times. This depends on the granularity of tasks, the number of tasks a particular application is divided into, and the mapping of tasks on the multiprocessor platform. The modem application consists of about 14 tasks, but only six of them experience contention. The remaining eight tasks have a dedicated processor, and therefore have no waiting time. Further, the six tasks that do share a processor are only executed once per application iteration. In contrast, the inverse-quantization actor of the H263 decoder executes 594 times per iteration of the decoder, and has to wait for the processor to become available each time. This causes significant degradation in its performance. The second observation we can make is that the iterative analysis is still very accurate. The average deviation in throughput estimate is about 15%, and the maximum deviation is in the voice call application of 29%. The worst-case estimate in contrast is up to 18 times overly pessimistic. It should be mentioned that in this experiment FCFS arbitration was used. A different arbitration mechanism and a better mapping can distribute the resources more evenly.

E. Comparison With an FPGA Multiprocessor Implementation

In addition to POOSL and the analysis approaches, we also used a prototyping approach (as presented in Fig. 1) to test performance of multiple applications on a real hardware multiprocessor platform. A Microblaze-based multiprocessor platform was built using the MAMPS tool [19], [26]. This tool generates desired architecture for Xilinx-based FPGAs using their soft-processor (Microblaze) and point-to-point connections for data transfers using fast simplex links—FIFOs. Application C-code for the corresponding processors is then used and performance is measured for multiple applications. Here, we present results for Sobel (edge-detection algorithm) and JPEG encoding applications.

Fig. 16 shows the SDF model for Sobel and JPEG encoders. The Sobel model is based on pixel-level granularity while the JPEG model is based on macro-block granularity. The execution times shown in this figure are obtained by profiling the C-code of the corresponding applications on Microblaze processors, and include the communication delay for sending and receiving the data as well. As can be seen, the two applications have very different granularity of actors and poses a challenge for any analysis algorithm. Fig. 17 shows the generated hardware platform to support these two applications. The dedicated point-to-point links generated are shown by

---

For these results, a bar chart is used instead of lines to make the graph more readable. Using a line would squeeze all the points of the modem, for example, to a single point. Further, it is difficult to make the gap in y-axis (needed for voice call) meaningful using lines.

The applications presented earlier are too big to be accommodated in our FPGA multiprocessor platform.
ITERATIVE PROBABILISTIC PERFORMANCE PREDICTION FOR MULTI-APPLICATION MULTIPROCESSOR SYSTEMS

TABLE II

<table>
<thead>
<tr>
<th>Application</th>
<th>FPGA</th>
<th>POOSL</th>
<th>Iterative P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Period</td>
<td>Error</td>
<td>Period</td>
</tr>
<tr>
<td>Sobel, JPEG Encoding</td>
<td>17/2</td>
<td>10/672</td>
<td>451/2</td>
</tr>
<tr>
<td></td>
<td>17/2</td>
<td>10/672</td>
<td>134/2</td>
</tr>
<tr>
<td></td>
<td>103/686</td>
<td>0.01%</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Application</th>
<th>Clock Cycles Consumed on a Microblaze Processor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg (Max)</td>
</tr>
<tr>
<td>Load from CF card</td>
<td>1903/500</td>
</tr>
<tr>
<td>Throughput computation</td>
<td>12/688</td>
</tr>
<tr>
<td>Worst case</td>
<td>20/90</td>
</tr>
<tr>
<td>Exponential—fourth order</td>
<td>1740/232</td>
</tr>
<tr>
<td>Iterative—one iteration</td>
<td>15/258</td>
</tr>
<tr>
<td>Iterative—one iteration*</td>
<td>27/846</td>
</tr>
<tr>
<td>Iterative—five iterations</td>
<td>139/730</td>
</tr>
<tr>
<td>Iterative—ten iterations*</td>
<td>279/460</td>
</tr>
</tbody>
</table>

* Including throughput computation time.
N: number of applications; n: number of actors in an application; k: number of throughput equations for an application; m: number of actors mapped on a processor; M: number of processors.

The error in various techniques as compared to the performance of a single application modeled as an SDF graph by decomposing it into a homogeneous SDF graph (HSDFG) [9]. The throughput is calculated based on analysis of each cycle in the resulting HSDFG [28]. However, this can result in an exponential number of vertices [29]. Thus, algorithms that have a polynomial complexity for HSDFGs have an exponential complexity for SDFGs. Algorithms have been proposed to reduce average case execution time [17], but it still takes O(e^2) in practice where e is the number of vertices in the graph. When mapping needs to be considered, extra edges can be added to model resource dependences such that a complete analysis taking resource dependences into account is possible. However, the number of ways this can be done even for a single application is exponential in the number of vertices [30]; for multiple applications the number of possibilities is infinite. Further, only static order arbitration can be modeled using this technique.

For multiple applications, an approach that models resource contention by computing worst-case response-time (WCRT) for time division multiple access scheduling (requires pre-emption) has been analyzed in [31]. This analysis gives a very conservative bound. Further, this approach requires pre-emption for analysis. A similar worst-case analysis approach for round-robin is presented in [21], which also considers non-preemptive systems, but suffers from the same problem of lack of scalability. WCRT is computed by adding the execution times of all the actors mapped on a resource.

As the number of applications increases, the bound increases much more than the average case performance, as also shown in Section V. Real-time calculus has also been used to provide worst-case bounds for multiple applications [32–34]. Besides providing a very pessimistic bound owing to cyclic dependences in an SDF graph, the analysis is very intensive and requires a very large design-time effort. On the other hand, our approach is very simple. However, we should note that the above approaches give a worst-case bound that is targeted at hard-real-time (RT) systems.

A common way to use probabilities for modeling dynamism in application is to use stochastic task execution times [35–37]. In our case, however, we use probabilities to model the resource contention and provide estimates for the throughput of applications. This approach is orthogonal to the approach this is only done once at the start of the system, and hence does not cause any bottleneck. On a system operating at 500 MHz, it takes about 4 ms to load the applications specification. Parametric throughput computation is quite fast, and takes about 12 K cycles for all ten applications. For the iterative analysis, each iteration takes only 15 K cycles. If five iterations are carried out, it takes a total of 140 K cycles for all ten applications, including the time spent in computing throughput. This translates to about 300 μs on a 500 MHz processor when the performance of all ten applications is computed. Since starting a new application is likely to be done only once in every few minutes, this is a small overhead. In comparison, the exponential approach takes about 3.5 ms, i.e., about 12 times more time.
of using stochastic task execution times. In our approach we assume fixed execution time and provide equivalent model for dynamic task execution times with uniform distribution. To the best of our knowledge, there is no efficient approach of analyzing multiple applications on a non-preemptive heterogeneous multiprocessor platform. A technique has been presented in [22] to also model and analyze contention, but the approach in this paper is much better. The technique in [22] looks at all possible combinations of actors blocking another actor. Since the number of combinations is exponential in the number of actors mapped on a resource, the analysis has an exponential complexity. The IP^3 approach, on the other hand, computes how much a particular actor contributes to the waiting time of the other actors. This has linear complexity in the number of actors.

Queueing theory also allows computing the waiting times when several processes are being served by a resource [38]; it has been applied for networks [39] and processor-sharing [40]. However, this is not applicable in our scenario for a number of reasons. First, since we have circular dependences in the SDF graphs, feedback loops are created that cannot be handled by the queueing theory. Second, the execution time of tasks on a processor does not follow a common distribution. Each task may have an independent execution time distribution. Therefore, a general expression for the service time for tasks mapped on a processor cannot be determined. The same reason makes it hard to apply queueing theory when applications are modeled as petri-nets.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented a new probabilistic technique to estimate the performance of applications when sharing resources. An iterative analysis is presented that can predict the performance of applications very accurately. Besides, a conservative flavor of the iterative analysis is presented that can also provide conservative predictions for applications for which the mis-prediction penalty may be high.

An experiment with ten random applications concurrently executing shows the average error in prediction using iterative probability to be less than 2% and the maximum error as 3%. Further, it takes about four to six iterations for the prediction to converge. The execution-time complexity of the algorithm is low—it takes only 300 s with ten applications on a 500 MHz processor. The implementation results on an embedded processor show that the iterative technique outperforms the earlier exponential technique in [22]—it requires 12 times less compute time, and shows better accuracy. The accuracy of the approach is validated with Sobel and JPEG encoder applications executing concurrently on an FPGA multiprocessor system. However, it should be mentioned that this system only supports point-to-point connections; therefore, the network contention is limited. Further, we presented results of a case-study of applications commonly used in a mobile phone. The models of these applications vary in the number of tasks, granularity of tasks, and also their repetition vectors differ largely. Even in this particular use-case, the prediction by iterative analysis is close to the simulation result. This shows the robustness of the technique. We also see that applications with coarser task granularity perform better in the first-come-first-serve arbitration as compared to applications that have a finer granularity. This occurs since the tasks with finer granularity have to compete for resources more often. Different arbitration mechanisms can potentially alleviate this problem, and more research should be done into that. One of the limitations of this approach is that it does not provide any guarantees. In future, we intend to extend our technique to provide probabilistic guarantees for soft real time tasks. Yet another limitation is that we only consider contention for processor(s) shared by multiple tasks. Contention caused by shared bus and I/O devices is not considered enough. Such contention is left as future work.
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