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A B S T R A C T

We present a method for the design of a single freeform reflector that converts the light distribution of a point source to a desired light distribution in the far field. Using the geometrical-optics law of reflection and requiring energy conservation, this optical design problem can be represented by a generalized Monge–Ampère equation for the shape of the reflector with transport boundary condition. We use a generalized least-squares algorithm that can handle a logarithmic cost function in the corresponding optimal transport problem. The algorithm first computes the optical map and subsequently constructs the optical surface. We demonstrate that the algorithm can generate reflector surfaces for a number of complicated target distributions.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

A central problem in illumination optics is to determine an optical system that transforms a given light distribution on a source domain into a required distribution on a target domain. As an example of an application, an LED lamp contains one or multiple reflectors, lenses, diffusers and/or absorbers. These surfaces need to be designed in such a way that they redistribute the light from the LED into the required light output pattern of the lamp. Broadly, the methods for optical system design can be categorized as either forward or inverse methods.

Forward methods compute the target distribution from a known source distribution and optical system, most commonly using Monte-Carlo ray tracing techniques. The design of the optical system can be improved by making modifications to the optical elements and subsequently evaluating the output target distribution via ray tracing. Drawbacks of forward methods are that ray tracing can be slow if high precision is required and that the approach to create an improved design is often based on trial and error [1]. Filosa et al. [2,3] recently developed a new ray tracing method based on the phase space representation of the source and target domains, which improves the accuracy and reduces computation time of the classical approach.

Inverse methods directly compute the optical system converting the light from the source into the specified output. One approach for the inverse design of freeform (i.e., without any symmetries) optical surfaces uses the principles of geometrical optics and conservation of energy to derive a partial differential equation for the location of the optical surface. With the laws of reflection and/or refraction of geometrical optics it is possible to construct an optical mapping that connects
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coordinates on the source and target domains. Substituting the mapping into the relation for energy conservation leads to a fully nonlinear second order elliptic partial differential equation, which is a generalized Monge–Ampère equation [4, p. 282].

Generalized Monge–Ampère equations frequently arise in the field of optimal transport [5, 4, 6]. The optimal transport problem is concerned with finding a transport plan that minimizes a transport cost functional – i.e., an integral of a cost function weighted with the source distribution – under the constraint of energy conservation. More specifically, in optical design problems we seek an optimal transport plan or a mapping, such that all the light from the source is transmitted to the target and traverses the least optical path length. Each optical system corresponds to a different Monge–Ampère equation and associated cost function. For optical systems with quadratic cost functions, the optical surface can be described by the standard Monge–Ampère equation: a fully nonlinear second order partial differential equation that is linear in the determinants of the Hessian matrix [7, 8]. Currently, nearly all existing algorithms only work for quadratic cost functions, for which existence and uniqueness of the solution can also be proven [9, 6, 10, 8]. A typical example of an optical system that does not fit in this framework is a reflector that transforms the energy distribution of a point source into a required far-field intensity. This system has a logarithmic cost function in the optimal transport problem and the corresponding partial differential equation is nonlinear in the Hessian. Generalized Monge–Ampère equations with conditions for existence, uniqueness and smoothness of a solution to reflector-type problems with a point source were derived in [11–14].

Currently, there exist only a few numerical algorithms for generalized Monge–Ampère equations. Here we mention some numerical algorithms for the point source specifically, which do not assume any symmetry of the optical surface. Oliker [15] solves the problem using the method of supporting ellipsoids for a discrete target distribution and introduces an iterative optimization algorithm in [16]. Ries et al. [17] derive a set of partial differential equations for a point source using curvatures of wave fronts but do not present details of a numerical solution. Glimm and Oliker [18] develop a heuristic constructive algorithm for the dual Monge–Kantorovich problem using a linear programming approach. Fournier et al. [19] extend Oliker’s method of supporting ellipsoids [16] and construct 3D reflectors that produce continuous illuminance distributions using Monte-Carlo ray tracing. Canavesi et al. [20] replace Monte-Carlo ray tracing in this algorithm by a flux estimation method which calculates the intersection points between triplets of ellipsoids. Wu et al. [21] derive the Monge–Ampère equation for a lens surface and solve the equations using standard finite differences and Newton iteration. Brix et al. [22, 23] derive the Monge–Ampère equation for a point source with a near-field target and use a collocation method with a tensor-product B-spline basis to calculate reflectors and lenses capable of producing a detailed image on a near-field projection screen. Finally, we note that it is possible to use Sinkhorn’s algorithm by using the logarithmic cost function in an entropic regularization framework, as illustrated in [24].

In this paper, we present a numerical algorithm for a point source with corresponding logarithmic cost function in the optimal transport problem. We show that an optical mapping can be derived both via the law of reflection and via the cost function, using a novel formulation in stereographic coordinates to represent the source and target domains. This formulation allows for a compact description of the optical mapping. The corresponding generalized Monge–Ampère equation in stereographic coordinates can be written in terms of the cost function and solved numerically using a generalization of the least-squares approach inspired by the methods presented in [7, 10, 25]. The method works by first computing the optical map in an iterative procedure which minimizes the defect in the energy balance. It also imposes a transport boundary condition by minimizing the deviation of the boundary of the optical map to the boundary of the target. We introduce a new method to impose the boundary condition using skew projections on line segments. Upon convergence of the iterative procedure, the location of the optical surface is calculated from the mapping also in a least-squares sense.

This paper is structured as follows. In Section 2 we present the new derivation of the Monge–Ampère equation for the freeform reflector with corresponding logarithmic cost function in stereographic coordinates. In Section 3 the generalized least-squares method is described. In Section 3.1 we introduce a variation to the method described in [7, 10] to impose the transport boundary condition. In Section 4 we apply the algorithm to a few test cases. We show that our new boundary method leads to improved convergence at corners of the target domain. Notably, we challenge the algorithm to compute the reflector surface which transforms light of a point source into a complicated image on a screen in the far field and verify the result by a ray tracing method. To the best of our knowledge, such detailed reflector surfaces have not been computed for the point source before. Finally, we make some concluding remarks in Section 5.

2. Mathematical formulation

In this section we derive the partial differential equation which describes the shape of the reflector that transforms a beam of light originating from a point source into a specified output intensity distribution in the far field.

2.1. Geometrical formulation of the optical map

The geometry of the optical system transforming light from a point source into a far-field intensity is shown schematically in Fig. 1a. We assume that the light source is a point located at the origin $O$ of the Cartesian coordinate system with $(x, y, z) \in \mathbb{R}^3$. In spherical coordinates the source emits light radially outward in the direction $\hat{s} = \hat{e}_r$. We use hats to denote unit vectors. The reflector surface is described by the parametrization $\mathbf{r}(\phi, \theta) = u(\phi, \theta) \hat{e}_r$, where $u(\phi, \theta) > 0$ is the radial parameter that describes the location of the reflector surface, $0 \leq \phi \leq \pi$ is the zenith and $0 \leq \theta < 2\pi$ is the azimuth in the spherical coordinate system. The source has a given emittance $f(\phi, \theta)$ [lm/sr]. The target in the far field has
a specified output distribution \( g(\psi, \chi) \) [lm/sr], with respect to a different set of spherical coordinates \((\psi, \chi)\), with zenith \(0 \leq \psi \leq \pi\) and azimuth \(0 \leq \chi < 2\pi\), taking the origin to be the reflector surface approximated as a point in space (far-field approximation). We take \( f: S^2 \rightarrow [0, \infty) \) and \( g: S^2 \rightarrow [0, \infty) \) to be continuous intensity functions.

2.1.1. The geometrical-optics approach

The mapping \( \mathbf{m} \) can be determined by tracing a typical ray through the optical system. We consider an incident ray propagating in the direction \( \hat{s} = \hat{e}_r \), which intercepts the reflector \( \mathcal{R} \) and reflects off in direction \( \hat{t} \). The unit surface normal of the parametrized reflector surface \( r(\phi, \theta) = u(\phi, \theta) \hat{e}_r \), directed towards the point source, is given by

\[
\hat{n} = \frac{\partial r}{\partial \theta} \times \frac{\partial r}{\partial \phi} = -\hat{e}_r + \nabla_r u \sqrt{1 + |\nabla_r u|^2},
\]

with

\[
\nabla_r u = \frac{1}{u} \frac{\partial u}{\partial \phi} \hat{e}_\phi + \frac{1}{u \sin(\phi)} \frac{\partial u}{\partial \theta} \hat{e}_\theta,
\]

which is the gradient of \( u \) restricted to the surface \( r = \text{constant} \). Using the vectorial law of reflection \( \hat{t} = \hat{s} - 2(\hat{s} \cdot \hat{n}) \hat{n} \), we obtain the direction \( \hat{t} \) of the reflected ray

\[
\hat{t} = \hat{e}_r + \frac{2}{1 + |\nabla_r u|^2} (-\hat{e}_r + \nabla_r u).
\]

Since the vectors \( \hat{s} = (s_1, s_2, s_3)^T \) and \( \hat{t} = (t_1, t_2, t_3)^T \), using a 3-tuple representation for Cartesian vectors, are both defined on the unit sphere \( S^2 \), we can express the first two components in terms of the third component. For this reason it is convenient to perform coordinate transformations from spherical to stereographic. We use a 2-tuple representation for stereographic coordinate vectors and define

\[
x(\hat{s}) = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \frac{1}{1 + s_3} \begin{pmatrix} s_1 \\ s_2 \end{pmatrix} = \frac{1}{1 + \cos(\phi)} \begin{pmatrix} \sin(\phi) \cos(\theta) \\ \sin(\phi) \sin(\theta) \end{pmatrix},
\]

\[
y(\hat{t}) = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = \frac{1}{1 - t_3} \begin{pmatrix} t_1 \\ t_2 \end{pmatrix} = \frac{1}{1 - \cos(\psi)} \begin{pmatrix} \sin(\psi) \cos(\chi) \\ \sin(\psi) \sin(\chi) \end{pmatrix},
\]

as parametrizations of the unit sphere \( S^2 \), with corresponding inverse projections

\[
\hat{s}(x) = \hat{e}_r = \frac{1}{1 + |x|^2} \begin{pmatrix} 2x_1 \\ 2x_2 \\ 1 - |x|^2 \end{pmatrix}, \quad \hat{t}(y) = \frac{1}{1 + |y|^2} \begin{pmatrix} 2y_1 \\ 2y_2 \\ -1 + |y|^2 \end{pmatrix}.
\]

Fig. 1b schematically illustrates possible coordinate transformations for the source and target domains.

We represent the incoming rays \( \hat{s} \) by using a stereographic projection from the south pole \((0, 0, -1)\) onto the plane \(z = 0\), as drawn schematically in Fig. 2a. The stereographic projection in (3) is undefined at the south pole, and we consider \( s_2 \neq -1 \) and \( 0 \leq \phi < \pi \). On the other hand, for the outgoing rays we use a stereographic projection from the north pole.
(0, 0, 1) with the reflector surface as origin in the far-field approximation, as shown in Fig. 2b. The stereographic projection in (4) is undefined at the north pole, and we consider $t_3 \neq 1$ and $0 < \psi \leq \pi$. The reason for using the south pole for the incoming rays is that if we consider the point source to emit a conical beam of rays in the upward direction, as in Fig. 1, we obtain a bounded source domain in stereographic coordinates which we can easily discretize. Likewise, we choose the north pole for the outgoing rays to ensure that the stereographic projection is always defined, assuming the reflector surface does not reflect rays upwards parallel to the z-axis.

We derive the mapping $y = m(x)$ from equation (2) and describe the steps in Appendix A. The resulting mapping $y = m(x)$ is given by

$$y = m(x) = \frac{2 \nabla u_1 + x |\nabla u_1|^2}{4 + 4x \cdot \nabla u_1 + (|x| |\nabla u_1|)^2},$$

where $\nabla u_1$ is the gradient of $u_1(x) = \log(u(x)/(1 + |x|^2))$ with respect to $x$. We define our source domain $\mathcal{X}$ as the supporting domain of $f(x) = f(\phi(x), \theta(x))$, and our target domain $\mathcal{Y}$ as the image under the mapping $m$, i.e., $\mathcal{Y} = m(\mathcal{X})$. We refer to $m: \mathcal{X} \to \mathcal{Y}$ as the optical map $y = m(x)$ from the source set of stereographic coordinates $\mathcal{X}$ to the target set of stereographic coordinates $\mathcal{Y}$.

2.1.2. The cost function approach

The cost function of the optical system can be derived using Fermat’s principle, which states that a ray connecting the source $\mathcal{O}$ with a point on the reflected ray has stationary optical path length $L(\hat{s}, \hat{t})$. Let us consider an incident ray propagating from the source $\mathcal{O}$ in the direction $\hat{s}$, which intercepts the reflector $\mathcal{R}$ and reflects off in the direction $\hat{t}$, as shown in Fig. 3. Let $P$ be the intersection point between the incident ray and the reflector and $Q$ the intersection point between the reflected ray and the wave front perpendicular to it and going through $\mathcal{O}$. Then $L(\hat{s}, \hat{t}) = u(\hat{s}) + d(P, Q)$, where we introduce $u(\hat{s})$ to denote $u(\phi, \theta)$ and $d(P, Q)$ is the distance between $P$ and $Q$. We see that $d(P, Q)$ is the projection of $u(\hat{s})$ on $\hat{t}$ and $d(P, Q) = -\langle \hat{s}, \hat{t} \rangle u(\hat{s}) = \langle \hat{s} - \hat{t}, \hat{t} \rangle < 0$, and consequently $L(\hat{s}, \hat{t}) = u(\hat{s}) (1 - \hat{s} \cdot \hat{t})$.

Next, we consider the tangent parabola of the reflector at $P$ for the reflected direction $\hat{t}$ as the locus of points in the plane of incidence spanned by $\hat{s}$ and $\hat{t}$ that are equidistant from the focal point $\mathcal{O}$, which is the point source, and directrix with focal parameter $\rho(\hat{t})$. By construction, the optical path length $L(\hat{s}, \hat{t})$ is equal to the focal parameter $\rho(\hat{t})$ of the parabolic reflector and $\rho(\hat{t}) = u(\hat{s}) (1 - \hat{s} \cdot \hat{t})$. Taking the logarithm and defining the new functions $\tilde{u}_1(\hat{s}) = \log u(\hat{s})$ and $\tilde{u}_2(\hat{t}) = \log(1/\rho(\hat{t}))$ results in the relation

$$\tilde{u}_1(\hat{s}) + \tilde{u}_2(\hat{t}) = -\log(1 - \hat{s} \cdot \hat{t}) = \tilde{c}(\hat{s}, \hat{t}).$$

The function $\tilde{c}(\hat{s}, \hat{t})$ is known as the cost function in optimal transport. The derivation described above closely resembles the method used by Oliker [26], who constructs the reflector surface as an envelope of paraboloids. An alternative method to
derive the cost function is based on Hamilton's characteristic functions, measuring the optical path length between specified source and target planes [27].

Transforming the cost function in (7) to the stereographic coordinates in equation (3) and (4), defining

$$ u_1(x) = \tilde{u}_1(\tilde{s}) - \log(1 + |x|^2), \quad u_2(y) = \tilde{u}_2(\tilde{t}) + \log \left( \frac{2}{1 + |y|^2} \right), $$

we arrive at the relation

$$ u_1(x) + u_2(y) = -\log(N(x, y)) = c(x, y), $$

where

$$ N(x, y) = 1 - 2 x \cdot y + |x|^2 |y|^2. $$

In summary, we have derived a relation of the form $u_1(x) + u_2(y) = c(x, y)$ for the location of the optical surface $u$ relative to a point source, where $u_1(x) = \log(u(x)/(1 + |x|^2))$ and $c(x, y)$ is a logarithmic cost function in optimal transport theory.

Equation (9a) has many solutions for $u_1(x), u_2(y)$, and consequently for $u(x)$. We can find a solution by assuming that $u_1$ and $u_2$ are either c-convex or c-concave functions [28, p. 58]. The surfaces $u_1$ and $u_2$ are c-convex if

$$ u_1(x) = \max_{y \in \mathcal{Y}} (c(x, y) - u_2(y)), \quad \forall x \in \mathcal{X}, $$

$$ u_2(y) = \max_{x \in \mathcal{X}} (c(x, y) - u_1(x)), \quad \forall y \in \mathcal{Y}, $$

which we call the maximum solution, or c-concave if

$$ u_1(x) = \min_{y \in \mathcal{Y}} (c(x, y) - u_2(y)), \quad \forall x \in \mathcal{X}, $$

$$ u_2(y) = \min_{x \in \mathcal{X}} (c(x, y) - u_1(x)), \quad \forall y \in \mathcal{Y}, $$

which we call the minimum solution. For a continuously differentiable function $c \in C^1(\mathcal{X} \times \mathcal{Y})$, the c-convex/concave functions $u_1, u_2$ are Lipschitz continuous [28, p. 60], and the mapping $y = m(x)$ is implicitly given by the critical point of equation (10b) or (11b), i.e.,

$$ \nabla u_1(x) = \nabla_c c(x, m(x)), $$

where $\nabla_c c$ is the gradient of $c$ with respect to $x$, under the condition that the Jacobi matrix $C$, defined by

$$ C = C(x, m(x)) = D_{xy} c = \begin{pmatrix} \frac{\partial^2 c}{\partial x_1 \partial y_1} & \frac{\partial^2 c}{\partial x_1 \partial y_2} \\ \frac{\partial^2 c}{\partial x_2 \partial y_1} & \frac{\partial^2 c}{\partial x_2 \partial y_2} \end{pmatrix}, $$

$$ = \frac{4}{N(x, y)^2} \left( -x + |x|^2 y \right) \left( -y + |y|^2 x \right)^\top + \frac{2}{N(x, y)} (I - 2x y^\top) $$

is invertible.

In fact, we can verify by substituting the expression for $c$ given in (9) into (12) and solving for $y = m(x)$, that this implicit mapping is identical to the mapping derived in equation (A.6) via the law of reflection.

By evaluation we note that the matrix $C$ can be written as $C = \beta I + B$, with $\beta$ a constant and $B$ is a skew-symmetric matrix, $\det(C) > 0$ (which holds if $\tilde{s} \cdot \tilde{i} \neq 1$ and the reflector changes the direction of the light rays, as we have assumed above), and

$$ \text{tr}(C) = \frac{4 \left( -1 + (m(x) + J m(x)) \cdot x \right) \left( -1 + (m(x) - J m(x)) \cdot x \right)}{N(x, m(x))^2} $$

where we introduced the symplectic matrix

$$ J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, $$

which acts upon a vector by rotating it over $\pi/2$ in the counterclockwise direction.

A sufficient condition for a maximum/minimum solution requires

$$ D^2 u_1(x) = D_{xx} c(x, m(x)) = P $$

(16)

to be symmetric positive/negative semi-definite (SPD/SND), respectively. Hence, for a c-convex pair we require $\text{tr}(P) \geq 0$ and $\det(P) \geq 0$. On the other hand, for a c-concave pair we need $\text{tr}(P) \leq 0$ and $\det(P) \leq 0$. Note that $P$ is a symmetric matrix.
Differentiating equation (12) again with respect to \( x \) gives

\[
D_{x}c(x, m(x)) + C \frac{Dm}{\partial x} = \frac{D^{2}u_{1}}{\partial x},
\]  

(17)

where \( \frac{Dm}{\partial x} \) is the 2 \( \times \) 2 Jacobi matrix of \( m \) with respect to \( x \), with \( C \) defined in (13). Combining equation (16) and (17) gives

\[
C(x, m(x)) \frac{Dm}{\partial x} = P(x),
\]  

(18)

We will elaborate further on the conditions for \( P(x) \) in Section 3.

2.2. Energy conservation

By transferring the light from source to target we require that all light from the source ends up at the target and energy is conserved, i.e.,

\[
\int_{A} f(\phi, \theta) dS(\phi, \theta) = \int_{\tilde{t}(A)} g(\psi, \chi) dS(\psi, \chi),
\]  

(19)

for an arbitrary set \( A \subset S^{2} \) and image set \( \tilde{t}(A) \subset S^{2} \). If we substitute \( \tilde{s} = \tilde{s}(x) \) and \( \tilde{t} = \tilde{t}(y) \) from equation (5) we can write equation (19) as

\[
\int_{x(\tilde{A})} \tilde{f}(x) \left| \frac{\partial \tilde{s}}{\partial x_{1}} \times \frac{\partial \tilde{s}}{\partial x_{2}} \right| dx = \int_{y(\tilde{t}(\tilde{A}))} \tilde{g}(y) \left| \frac{\partial \tilde{t}}{\partial y_{1}} \times \frac{\partial \tilde{t}}{\partial y_{2}} \right| dy.
\]  

(20)

We can derive that

\[
\left| \frac{\partial \tilde{s}}{\partial x_{1}} \times \frac{\partial \tilde{s}}{\partial x_{2}} \right| = \frac{4}{(1 + |x|^{2})^{2}}, \quad \left| \frac{\partial \tilde{t}}{\partial y_{1}} \times \frac{\partial \tilde{t}}{\partial y_{2}} \right| = \frac{4}{(1 + |y|^{2})^{2}}.
\]  

(21)

Substituting (21) and the mapping \( y = m(x) \) into the energy conservation relation (20) gives

\[
\int_{x(\tilde{A})} \tilde{f}(x) \left| \frac{\partial \tilde{s}}{\partial x_{1}} \times \frac{\partial \tilde{s}}{\partial x_{2}} \right| dx = \int_{x(\tilde{A})} \tilde{g}(m(x)) \left| \frac{\partial \tilde{t}}{\partial y_{1}} \times \frac{\partial \tilde{t}}{\partial y_{2}} \right| (|\det(Dm(x))|) dx.
\]  

(22)

Using (18) we can rewrite equation (22) to the generalized Monge–Ampère equation

\[
\det(Dm(x)) = \frac{\tilde{f}(x) (1 + |m(x)|^{2})^{2}}{\tilde{g}(m(x)) (1 + |x|^{2})^{2}} = \frac{\det(P(x))}{\det(C(x, m(x)))},
\]  

(23)

where we omit the absolute value sign of the determinant and restrict ourselves to a positive Jacobian of the mapping.

Our goal is to find a mapping \( y = m(x) : \mathcal{X} \rightarrow \mathcal{Y} \) for a particular source domain \( \mathcal{X} \) and target domain \( \mathcal{Y} \). We require global energy conservation; i.e., equation (20) should hold with \( x(\tilde{A}) = \mathcal{X} \) and \( y(\tilde{t}(\tilde{A})) = \mathcal{Y} \) under any mapping \( y = m(x) : \mathcal{X} \rightarrow \mathcal{Y} \). Thus, the light from the entire source is mapped to the target and the reflector functions as a perfect mirror. For this reason, we can not choose any combination of \( \mathcal{X}, \mathcal{Y}, \tilde{f}(x) \) and \( \tilde{g}(y) \). We eliminate this dependency by normalizing the source intensity \( \tilde{f}(x) \) by the total intensity over \( \mathcal{X} \)

\[
I(\mathcal{X}) = \int_{\mathcal{X}} \tilde{f}(x) \left( 1 + |x|^{2} \right)^{2} dx.
\]  

(24a)

and normalizing the target intensity \( \tilde{g}(y) \) by the total intensity over \( \mathcal{Y} \)

\[
I(\mathcal{Y}) = \int_{\mathcal{Y}} \tilde{g}(y) \left( 1 + |y|^{2} \right)^{2} dy.
\]  

(24b)

Note that we do not need to perform this normalization step if we have chosen \( \tilde{f}(x) \) and \( \tilde{g}(y) \) such that \( I(\mathcal{X}) = I(\mathcal{Y}) \). Using (24) we rewrite the generalized Monge–Ampère equation in (23) to

\[
\det(Dm(x)) = \frac{\tilde{f}(x)/I(\mathcal{X})}{\tilde{g}(m(x))/I(\mathcal{Y})} \left( 1 + |m(x)|^{2} \right)^{2} = F(x, m(x)),
\]  

(25a)
where we introduce $F(\mathbf{x}, m(\mathbf{x}))$ to equal the total right hand side. We define the corresponding transport boundary condition to (25a) as

$$m(\partial \mathcal{X}) = \partial \mathcal{Y},$$

(25b)

stating that all light from the boundary of the source $\mathcal{X}$ is mapped to the boundary of the target $\mathcal{Y}$ [7,10], which is a consequence of the edge-ray principle [29] and explained in detail in Appendix B.

Summarizing, we aim to compute $m$ from (25) and subsequently $u_1$ from (12). In Villani [4, p. 282], the Monge–Ampère equation (25a) and equation (12) are together referred to as the basic PDE of optimal transport. For results on the existence, regularity and uniqueness of solutions, see [4].

3. Numerical method

We first compute the mapping $m$ from (25) by using a generalized least-squares method [7,10,25]. The mapping $m$ can be calculated efficiently by an iterative procedure that involves finding the numerical solution of a constrained minimization problem, imposing the transport boundary condition using skew projections on line segments, and computing the numerical solution of a linear elliptic boundary value problem. Upon convergence the location of the optical surface $u$ is calculated from the mapping using equation (12) also in a least-squares sense.

To compute a c-convex solution, we can write the Monge–Ampère equation (25a) as the matrix equation (18), with $P(\mathbf{x})$ a SPD matrix satisfying $\det(P(\mathbf{x})) = F(\mathbf{x}, m(\mathbf{x})) \det(C(\mathbf{x}, m(\mathbf{x})))$. We write $m = m(\mathbf{x})$ and enforce the matrix equation (18) by minimizing the functional

$$J_1[m, P] = \frac{1}{2} \int_{\mathcal{X}} \| C \nabla m - P \|^2 \, d\mathbf{x},$$

(26)

under the constraint $\det(P) = F \det(C)$. The norm used is the Frobenius norm. To impose the transport boundary condition (25b) we minimize the functional

$$J_B[m, \mathbf{b}] = \frac{1}{2} \int_{\partial \mathcal{X}} |m - \mathbf{b}|^2 \, d\mathbf{s}$$

(27)

over $\mathbf{b}$, where $| \cdot |$ denotes the $L_2$-norm and $\mathbf{b}$ is a function from the source boundary to the target boundary, i.e., $\mathbf{b} : \partial \mathcal{X} \rightarrow \partial \mathcal{Y}$. By minimizing this functional we aim to impose $m(\partial \mathcal{X}) = \partial \mathcal{Y}$, which holds if $J_B[m, \mathbf{b}] = 0$. This is equivalent, under some restrictions, to $m(\mathcal{X}) = \mathcal{Y}$, stating that all the light from the source arrives at the target; see Appendix B. We combine the functionals $J_1$ and $J_B$ by a weighted average as

$$J[m, P, \mathbf{b}] = \alpha J_1[m, P] + (1 - \alpha) J_B[m, \mathbf{b}],$$

(28)

with $0 < \alpha < 1$.

Starting from an initial guess $m^0$ and cost function matrix $C(\cdot, m^0)$ we perform the iteration:

$$B^{n+1} = \arg\min_{\mathbf{b} \in B} J_B[m^n, \mathbf{b}],$$

(29a)

$$P^{n+1} = \arg\min_{P \in \mathcal{P}(m^n)} J_1[m^n, P],$$

(29b)

$$m^{n+1} = \arg\min_{m \in \mathcal{M}} J[m, P^{n+1}, B^{n+1}],$$

(29c)

where the minimization steps are performed over the spaces

$$\mathcal{B} = \{ \mathbf{b} \in C^1(\partial \mathcal{X})^2 | \mathbf{b}(\mathbf{x}) \in \partial \mathcal{Y} \},$$

(30a)

$$\mathcal{P}(m) = \{ P \in C^1(\mathcal{X})^{2 \times 2} | P \text{ SPD}, \det(P) = F(\cdot, m) \det(C(\cdot, m)) \},$$

(30b)

$$\mathcal{M} = C^2(\mathcal{X})^2,$$

(30c)

where the smoothness of the spaces is the required smoothness for our numerical algorithm; see Section 3.3. After each iteration we update the matrix $C(\cdot, m^n)$. As initial guess $m^0$ we map the smallest bounding box enclosing $\mathcal{X}$ to the smallest bounding box enclosing $\mathcal{Y}$. Without loss of generality we assume the bounding box of the source $\mathcal{X}$ has rectangular shape $[a_{\min}, a_{\max}] \times [b_{\min}, b_{\max}]$ and the bounding box of the target $\mathcal{Y}$ has rectangular shape $[c_{\min}, c_{\max}] \times [d_{\min}, d_{\max}]$. In order to find a c-convex $u_1$, we specify the initial guess $m^0 = (m^0_1, m^0_2)^T$ as

$$m^0_1 = \frac{x_1 - a_{\min}}{a_{\max} - a_{\min}} c_{\max} + \frac{a_{\max} - x_1}{a_{\max} - a_{\min}} c_{\min},$$

(31a)

$$m^0_2 = \frac{x_2 - b_{\min}}{b_{\max} - b_{\min}} d_{\max} + \frac{b_{\max} - x_2}{b_{\max} - b_{\min}} d_{\min}.$$  

(31b)
The corresponding Jacobian matrix $Dm^0$ is symmetric positive definite.

If we would like to find a c-concave $u_1$ instead, we perform the minimization over SND matrices $P$ and choose a slightly different initial guess $m^0 = (m_1^0, m_2^0)^T$ given by

$$m_1^0 = \frac{x_1 - a_{\min}}{a_{\max} - a_{\min}} c_{\min} + \frac{a_{\max} - x_1}{a_{\max} - a_{\min}} c_{\max},$$

$$m_2^0 = \frac{x_2 - b_{\min}}{b_{\max} - b_{\min}} d_{\min} + \frac{b_{\max} - x_2}{b_{\max} - b_{\min}} d_{\max}.$$  \hspace{1cm} (32a)

$$m_2^0 = \frac{x_2 - b_{\min}}{b_{\max} - b_{\min}} d_{\min} + \frac{b_{\max} - x_2}{b_{\max} - b_{\min}} d_{\max}. \hspace{1cm} (32b)$$

The corresponding Jacobian matrix $Dm^0$ is symmetric negative definite.

Using the initial mapping in (31) or (32), we can show that $\det(Dm^0) > 0$, and that $\text{tr}(P^0) = \text{tr}(C(\cdot, m^0)) \text{tr}(Dm^0)$, since the diagonal elements of $C$ are equal and $Dm^0$ is a diagonal matrix. Substituting $m^0$ into (14) we find that $\text{tr}(C(\cdot, m^0)) \geq 0$. Hence, using the initial mapping in (31) or (32), $P^0 = C(\cdot, m^0) Dm^0$ is positive or negative semi-definite, respectively.

We remark that we need to choose a source domain and target domain such that $N(\cdot, m^0) > 0$ in (9b) and $C(\cdot, m^0)$ is invertible.

We discretize the source domain $\mathcal{X}$ using a standard rectangular $N_1 \times N_2$ grid for some $N_1, N_2 \in \mathbb{N}$ and introduce $x_{ij} = (x_{1,1}, x_{2,2})$ with

$$x_{1,i} = a_{\min} + (i - 1) h_1, \quad x_{2,j} = b_{\min} + (j - 1) h_2, \quad i = 1, \ldots, N_1,$$

$$x_{2,j} = b_{\min} + (j - 1) h_2, \quad j = 1, \ldots, N_2. \hspace{1cm} (33a)$$

$$x_{2,j} = b_{\min} + (j - 1) h_2, \quad j = 1, \ldots, N_2. \hspace{1cm} (33b)$$

After setting the initial guess $m^0$ we perform the minimization steps in (29) and subsequently update $C$ in every iteration. The minimization steps (29a), (29b), and (29c) are explained in detail in Section 3.1, 3.2, 3.3, respectively. Finally, we compute the location of the reflector surface $u$ as described in Section 3.4.

3.1. Minimization procedure for $b$

In this section, we introduce a novel method to impose the transport boundary equation. It is a modification to the method described in [7,10].

We assume $m = m^0$ is given and we need to minimize $J_f[m, b]$ over $b \in B$. The minimization can be performed pointwise because the integrand does not depend on derivatives of $b$. We drop the indices $n$ and $n + 1$ for ease of notation. We denote $m_{ij} = m(x_{ij})$, $b_{ij} = b(x_{ij})$ and perform the minimization

$$\min_{b_{ij} \in B} \frac{1}{2} \|m_{ij} - b_{ij}\|_2^2. \hspace{1cm} (34)$$

We discretize the boundary of $\mathcal{Y}$ using points $z_k \in \partial \mathcal{Y}$, ($k = 1, 2, \ldots, N_b$) with increasing index clockwise along the boundary, and we define $z_{Nb+1} = z_1$. We connect adjacent points by line segments $(z_k, z_{k+1})$ and determine the "closest" line segment to each $m_{ij}$.

First, we define the outward normals $n_k$ associated with each boundary point $z_k$ as

$$n_k = \frac{1}{2} \left( \frac{1}{|z_{k+1} - z_k|} J (z_{k+1} - z_k) + \frac{1}{|z_k - z_{k-1}|} J (z_k - z_{k-1}) \right), \hspace{1cm} (35)$$

where $J$ is defined as in (15), thus $n_k$ is the vector pointing in the average direction of the normals to the two adjacent line segments $z_{k+1} - z_k$ and $z_k - z_{k-1}$. It bisects the angle between the adjacent segments.

We define $l_k : y = z_k + \lambda n_k$, ($k = 1, 2, \ldots, N_b$), as the points $y \in \mathbb{R}^2$ which are on the bisector through $z_k$, and let $\ell$ be the line through $m_{ij}$, parallel to the segment $(z_k, z_{k+1})$. We let $p_k$ and $p_{k+1}$ be the intersection points of $\ell$ with $l_k$ and $l_{k+1}$, respectively, as shown in Fig. 4.

The intersection points $p_k$ and $p_{k+1}$ of $\ell$ with $l_k$ and $l_{k+1}$, respectively, can be written as

$$p_k = z_k + k_1 n_k, \hspace{1cm} (36a)$$

$$p_{k+1} = z_{k+1} + k_2 n_{k+1}. \hspace{1cm} (36b)$$

with $k_1$ and $k_2$ constants. We can solve for $k_1$ and $k_2$ by setting $m_{ij} - p_k//z_{k+1} - z_k$ and $m_{ij} - p_{k+1}//z_{k+1} - z_k$, giving

$$k_1 = \frac{\det(m_{ij} - z_k, z_{k+1} - z_k)}{\det(n_k, z_{k+1} - z_k)}, \hspace{1cm} (36c)$$

$$k_2 = \frac{\det(m_{ij} - z_{k+1}, z_{k+1} - z_k)}{\det(n_{k+1}, z_{k+1} - z_k)}. \hspace{1cm} (36d)$$
The bisector lines $l_k$ and $l_{k+1}$ may cross as illustrated in Fig. 4b. We determine whether this occurs by evaluating if both of the following two conditions hold for each line segment

$$d_k(p_{k+1})d_k(z_{k+1}) < 0,$$

$$d_{k+1}(p_k)d_{k+1}(z_k) < 0,$$

(37a) and (37b)

where

$$d_k(y) = \det(p_k - z_k, y - z_k),$$

$$d_{k+1}(y) = \det(p_{k+1} - z_{k+1}, y - z_{k+1}).$$

(37c) and (37d)

Note that the line $l_k$ through $z_k$ and $p_k$ are the points $y$ for which $d_k(y) = 0$. Likewise, the line $l_{k+1}$ through $z_{k+1}$ and $p_{k+1}$ are the points $y$ for which $d_{k+1}(y) = 0$. The first condition (37a) checks whether $p_{k+1}$ and $z_{k+1}$ are located on opposite sides of the line segment $p_k - z_k$. Likewise, the second condition (37b) checks whether $p_k$ and $z_k$ are located on opposite sides of $p_{k+1} - z_{k+1}$. Together they determine whether $p_k - z_k$ crosses $p_{k+1} - z_{k+1}$.

The projection $m^i_{k,j}$ of $m_{ij}$ on the line segment $(z_k, z_{k+1})$ is given by

$$m^i_{k,j} = z_k + t_k (z_{k+1} - z_k),$$

$$t_k = \frac{|m_{ij} - p^*|}{|p_{k+1} - p_k|},$$

(38a) and (38b)

where, if at least one of the inequalities (37a) and (37b) does not hold, i.e., the bisector lines do not cross as in Fig. 4a, we define $p^* = p_k$, and if (37a) and (37b) are both true, i.e., the bisector lines do cross as in Fig. 4b, we use $p^* = p_{k+1}$.

For a given line segment $(z_k, z_{k+1})$, we check if $m_{ij}$ is located in between $p_k$ and $p_{k+1}$ by evaluating

$$0 \leq (m_{ij} - p_k) \cdot (p_{k+1} - p_k) \leq |p_{k+1} - p_k|^2.$$ 

(39)

If this does not hold, we set the parameter $t_k$ in (38b) to an arbitrarily large number to exclude $m_{ij}$ in the minimization procedure below.

The skew projection (38) ensures that the ratio between the distances $|m_{ij} - p^*|$ and $|p_{k+1} - p_k|$ is the same as the ratio between the distances $|m^i_{k,j} - z_k|$ and $|z_{k+1} - z_k|$.

Finally, we calculate the points $b_{ij}$ as

$$b_{ij} = \arg\min_{m^i_{k,j}} \frac{1}{2} |m_{ij} - m^i_{k,j}|^2.$$ 

(40)

This procedure is repeated for all $x_{ij} \in \partial \mathcal{X}$.

3.2. Minimization procedure for $p$

We assume $m = m^0$ is fixed. The minimization of $J_1[m, P]$ can be performed point-wise because the integrand does not depend on derivatives of $P$. We minimize $\| Q - P \|$ for each grid point $x_{ij} \in \mathcal{X}$, where $Q = CD = (q_{ij})$, and $D = (d_{ij})$ is the central difference approximation of $\delta m$. This gives rise to the minimization problem

minimize $H_5(p_{11}, p_{22}, p_{12}) = \frac{1}{2} \| Q_e - P_e \|^2.$

(41a)

subject to $\det(P) = p_{11} p_{22} - p_{12}^2 = F(., m) \det(C(., m)).$ 

(41b)
where $Q_S = \frac{1}{2} (Q + Q^T)$. We have replaced $Q$ by its symmetric part $Q_S$, since this gives the same minimizer ($p_{11}, p_{22}, p_{12}$). For a $c$-convex solution we impose the additional constraint
\[ \text{tr}(P) = p_{11} + p_{22} \geq 0, \] (41c)
while for a $c$-concave solution we require
\[ \text{tr}(P) = p_{11} + p_{22} \leq 0. \] (41d)

Possible solutions are stationary points of the Lagrangian $\Lambda$ defined as
\[ \Lambda(p_{11}, p_{22}, p_{12}; \mu) = \frac{1}{2} \| Q_S - P \|_2^2 + \mu (\det(P) - F(\cdot, m) \det(C(\cdot, m))). \] (42)

Setting all partial derivatives of $\Lambda$ to 0 results in the algebraic system
\[
\begin{align*}
p_{11} + \lambda p_{22} &= q_{11}, \\
\lambda p_{11} + p_{22} &= q_{22}, \\
(1 - \lambda) p_{12} &= \frac{1}{2} (q_{12} + q_{21}), \\
p_{11} p_{22} - p_{12}^2 &= F(\cdot, m) \det(C(\cdot, m)),
\end{align*}
\]
where $\lambda = \mu/\det(C(\cdot, m))$. We can always select the possible minimizers that satisfy the nonlinear constraints (41b), and the inequality constraint (41c) or (41d) [25]. Details of the remaining analytical procedure to select the minimizers are presented in [7,10,25].

3.3. Minimization procedure for $m$

We minimize the combined functional $J[m, P, b]$ over all $m \in M$. This step cannot be performed point-wise and we compute the first variation $\delta J[m, P, b](\eta)$ with respect to $m$ for $\eta \in M$, i.e.,
\[
\begin{align*}
\delta J[m, P, b](\eta) &= \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( J[m + \epsilon \eta, P, b] - J[m, P, b] \right) \\
&= \lim_{\epsilon \to 0} \left[ \frac{\alpha}{2} \int_{\mathcal{X}} (C^T d m - P) : C d \eta + \| C d \eta \|_2^2 \, dx \\
&\quad + \frac{1 - \alpha}{2} \int_{\partial \mathcal{X}} (m - b) \cdot \eta + \| \eta \|_2^2 \, ds \right] \\
&= \alpha \int_{\mathcal{X}} (C^T d m - P) : C d \eta \, dx + (1 - \alpha) \int_{\partial \mathcal{X}} (m - b) \cdot \eta \, ds.
\end{align*}
\] (44)

The minimizer is given by $\delta J[m, P, b](\eta) = 0$ for all $\eta \in M$. Using Gauss’ theorem and the fundamental lemma of calculus of variations [30], we obtain the coupled elliptic boundary value problem
\[
\begin{align*}
\nabla \cdot (C^T C d m) &= \nabla \cdot (C^T P), & \mathbf{x} \in \mathcal{X}, \\
(1 - \alpha) m + \alpha (C^T C \nabla m) \cdot \mathbf{n} &= (1 - \alpha) b + \alpha C \cdot P \mathbf{n}, & \mathbf{x} \in \partial \mathcal{X}.
\end{align*}
\] (45a)

We solve this system for $m$ using the finite volume method [25].

The required smoothness for the minimization spaces in (29) can be derived from (45). In equation (45a), we need $m$ to be at least twice differentiable and $P$ to be at least once differentiable. From equation (45b), we require $b$ to be at least once differentiable since first order partial derivatives of $m$ appear in the Robin boundary condition and $m$ is at least twice differentiable. Rigorous regularity results of solutions to the basic PDE of optimal transport in (12) and (25) are beyond the scope of this paper and we refer to [4, Ch. 12] for a detailed overview.

3.4. Computation of $u$

Upon convergence of the iterative procedure for the mapping $m$, we calculate the location of the optical surface from equation (12). We compute the generalized least-squares solution by minimizing the functional
\[
\begin{align*}
\min_{m} & \quad \frac{1}{2} \| \nabla \cdot (C^T C d m) - \nabla \cdot (C^T P) \|_2^2 \\
\text{subject to} & \quad (1 - \alpha) m + \alpha (C^T C \nabla m) \cdot \mathbf{n} = (1 - \alpha) b + \alpha C \cdot P \mathbf{n}, & \mathbf{x} \in \partial \mathcal{X}.
\end{align*}
\]
\[ I[u_1] = \frac{1}{2} \int_{\mathcal{X}} |\nabla u_1 - \nabla_x c(\cdot, m)|^2 \, dx. \]  

(46)

We cannot perform this step point-wise and analogous to the minimization procedure for \( m \), we compute the first variation of \( \delta I[u_1](v) \) for \( v \in C^2(\mathcal{X}) \) as

\[
\delta I[u_1](v) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( I[u_1 + \epsilon v] - I[u_1] \right) \\
= \lim_{\epsilon \to 0} \frac{1}{2} \int_{\mathcal{X}} 2 (\nabla u_1 - \nabla_x c(\cdot, m)) \cdot \nabla v + \epsilon |v|^2 \, dx \\
= \int_{\mathcal{X}} (\nabla u_1 - \nabla_x c(\cdot, m)) \cdot \nabla v \, dx. 
\]

(47)

The minimizer is given by \( \delta I[u_1](v) = 0 \) for all \( v \in C^2(\mathcal{X}) \). Once more, using Gauss’ theorem and the fundamental lemma of calculus of variations \([30]\), we obtain the boundary value problem

\[
\Delta u_1 = \nabla \cdot \nabla_x c(\cdot, m), \quad x \in \mathcal{X}, \\
\nabla u_1 \cdot \hat{n} = \nabla_x c(\cdot, m) \cdot \hat{n}, \quad x \in \partial \mathcal{X}.
\]

(48a), (48b)

This is a Neumann problem which has a unique solution up to an additive constant, and consequently a corresponding finite difference matrix with incomplete rank. We calculate a unique least-squares solution by using the QR-decomposition of the finite difference matrix. The compatibility condition is satisfied for this Neumann problem up to discretization errors. An alternative method to compute a unique solution is to fix the value of \( u_1 \) at one point. However, we find that this concentrates the residual in the compatibility condition at one point, instead of smoothing it out over the whole domain.

Finally, we compute the location of the optical surface \( u \) as a function of \( x_{ij} \) using \( u(x) = e^{u_1(x)}(1 + |x|^2) \), since \( u_1 = \log(u/(1 + |x|^2)) \). We transform our stereographic source coordinates defined in (3) to Cartesian coordinates denoting \((x, y, z)^T = u(\hat{s}) \hat{s}\) and plot the reflector surface using

\[
x = \frac{2 u(x) x_1}{1 + x_1^2 + x_2^2}, \quad y = \frac{2 u(x) x_2}{1 + x_1^2 + x_2^2}, \quad z = \frac{u(x) (1 - x_1^2 - x_2^2)}{1 + x_1^2 + x_2^2},
\]

(49)

cf. (5), for all \( x_{ij} = (x_{1,i}, x_{2,j}) \in \mathcal{X} \).

4. Numerical results

We test our generalized least-squares method on a number of example problems. We compute the correct surface for a number of mappings corresponding to flat or spherical reflector surfaces. We also compute the freeform surface that transforms light into an image on a screen in the far field.

4.1. Comparison of boundary methods

The idea of the skew projection arose through preliminary experiments. With sharp-cornered target domains, we noticed that orthogonal projections do not uniformly distribute the points \( b \) along the boundary. Through orthogonal projections the points \( b \) are essentially ‘not allowed to turn a sharp corner’ but accumulate at the end of a segment. With skew projections this effect is mitigated resulting in a better and faster convergence in the corner points of the target domain.

We compare the minimization procedure for \( b \) described in Section 3.1 to the perpendicular projection previously presented in \([10]\). In our test problem, the source domain is given by the square \( \mathcal{X} = [-0.5, 0.5]^2 \) and the target domain by the parallelogram centred in the origin spanned by a vector \( w \) of length 1 parallel to the \( y_1 \)-axis and a vector \( u \) of length 1 which forms an angle of \( \pi/6 \) with \( w \), i.e., \( \mathcal{Y} = \{y \in \mathbb{R}^2 \mid -1/2 \leq y_2 \leq 1/2 \} \). We have taken a uniform source distribution \( f(x) = 1 \) and uniform target distribution \( g(y) = 1 \), and in order to satisfy global energy conservation we calculate \( I(\mathcal{X}) = 16/\sqrt{3} \cot^{-1}(\sqrt{3}) \) and \( I(\mathcal{Y}) \approx 1.5533 \) using (24). \( I(\mathcal{Y}) \) is evaluated by using MATLAB’s built-in double numerical integration method. We solve the boundary value problem \((25)\) for a \( 100 \times 100 \) grid and 4 corner boundary points. With 4 boundary points each side of the parallelogram is one segment \((z_k, z_{k+1})\). We use the initial guess \( m_0 \) given in (32) for a c-concave \( u_1 \), in order to ensure \( C(\cdot, m^0) \) is invertible. The convergence of \( J_I \) and \( J_B \) is shown in Fig. 5c and the final mappings are shown in Fig. 5a and Fig. 5b. Using a skew projection results in a better and faster convergence in the corner points of the target domain. Fig. 5d shows the influence of varying \( N_B \) on the final values of \( J_I \) and \( J_B \), after 2000 iterations. The orthogonal and skew projections become equivalent when the number of boundary points reaches approximately 200, due to the fact that the skew projection becomes more and more orthogonal as the lengths of the line segments decrease.
4.2. Exact solution: tilted flat surface

One way to test our algorithm is by pre-computing the target domains corresponding to a surface of which we can derive the correct mapping. For example, we consider a tilted flat reflector surface \( a x + b y + c z = d \), with given constants \( a, b, c, d, \) and \( c \neq 0, c d > 0 \). By substituting \( x = u s_1, y = u s_2, z = u s_3 \) and \( u = e^{u_1} (1 + |x|^2) \), and changing to stereographic coordinates using (5), we can derive an expression for the c-convex/c-concave solution \( u_1(x) \)

\[
u_1(x) = \log(d) - \log\left(2 a \cdot x + c (1 - |x|^2)\right), \quad a = \left(\begin{array}{c}a \\ b\end{array}\right).
\] (50)

Note that we require our source domain \( \mathcal{X} \) to lie within the interior of the ellipse \( c^2 |x - \frac{a}{b} y|^2 = |a|^2 + c^2 \), since we require that \( 2 a \cdot x + c (1 - |x|^2) > 0 \). Subsequently calculating \( \frac{\partial u_1}{\partial x_1} \) and \( \frac{\partial u_1}{\partial x_2} \), and substituting into equation (A.6) we obtain the mapping as

\[
y = m(x) = \frac{B(x) \cdot x + a c (-1 + |x|^2)}{c^2 + 2 \cdot a \cdot x + |a|^2 |x|^2},
\] (51a)

where

\[
B(x) = \begin{pmatrix}-a^2 + b^2 + c^2 \\ -2ab \\ 2ab \\ a^2 - b^2 + c^2\end{pmatrix}.
\] (51b)
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We consider a square source domain $\mathcal{X} = [-0.2, 0.2]^2$ and a 100 × 100 grid with $N_b = 1000$. We choose $a = 2$, $b = 1$, $c = 3$, and $d = 1$. Using equation (51) we can compute the target domain $\mathcal{Y}$, the corresponding target boundary, and the correct mapping. Next, we solve the boundary value problem (25) for a uniform source and target distribution, i.e., $\tilde{f}(x) = 1$ on $\mathcal{X}$ and $\tilde{g}(y) = 1$ on $\mathcal{Y}$. In order to satisfy global energy conservation we calculate $I(\mathcal{X})$ and $I(\mathcal{Y})$. In fact, we know that $I(\mathcal{X}) = I(\mathcal{Y})$ is satisfied already by our choice of target domain $\mathcal{Y}$ corresponding to the mapping of a flat surface and choice of equal uniform intensities. We use the initial guess $m_0$ given in (31) for a c-convex $u_1$. Fig. 6 shows the results after 1000 iterations. The converged mapping is displayed in Fig. 6a and the reflector surface upon convergence in Fig. 6b. The error convergence is given in Fig. 6c. The maximum absolute difference between the reflector surface and the exact solution restricted to the grid after 1000 iterations is shown in Fig. 6d as a function of grid size $N = N_1 = N_2$. The slope of a logarithmic least-squares fit indicates second-order convergence to the exact surface.

4.3. Square-to-circle problem

We consider a square source domain $\mathcal{X} = [-0.5, 0.5]^2$ and circular target domain $\mathcal{Y} = \{(y_1, y_2) \in \mathbb{R}^2 | |y|^2 \leq 0.5\}$. We solve the boundary value problem (25) for a uniform source and target distribution, i.e., $\tilde{f}(x) = 1$ on $\mathcal{X}$ and $\tilde{g}(y) = 1$ on $\mathcal{Y}$. In order to satisfy global energy conservation we calculate $I(\mathcal{X}) = 16/\sqrt{5} \cot^{-1}(\sqrt{5})$ and $I(\mathcal{Y}) = \frac{4}{5} \pi$ using equation (24). We use the initial guess $m_0$ given in (32) for a c-concave $u_1$. Fig. 7a shows the converged mapping on a 50 × 50 grid.
Fig. 7. "Square-to-circle" problem: convergence history for several grid sizes. We calculate a c-concave solution $u_1$ and parameter values are $\alpha = 0.2$, $N_b = 1000$.

To investigate convergence of the numerical algorithm, we introduce the norms

$$
\| A \|_{2 \times 2} = \left( \int_{\mathcal{X}} \| A \|^2 \, dx \right)^{1/2}, \quad \| a \|_2 = \left( \int_{\partial \mathcal{X}} |a|^2 \, ds \right)^{1/2},
$$

for $A \in [C^1(\mathcal{X})]^{2 \times 2}$ and $a \in [C^1(\partial \mathcal{X})]$, as described in [10]. Let $J_I^n = J_I[m^n, P^n]$ and $J_B^n = J_B[m^n, b^n]$. We can derive that

$$
\begin{align*}
\sqrt{J_I^{n+1}} - \sqrt{J_I^n} &\leq \frac{1}{\sqrt{2}} \left( \| C^{n+1} Dm^{n+1} - C^n Dm^n \|_{2 \times 2} \\
&\quad + \| P^{n+1} - P^n \|_{2 \times 2} \right) := c^n_I, \quad (53a) \\
\sqrt{J_B^{n+1}} - \sqrt{J_B^n} &\leq \frac{1}{\sqrt{2}} \left( \| m^{n+1} - m^n \|_2 + \| b^{n+1} - b^n \|_2 \right) := c^n_B. \quad (53b)
\end{align*}
$$

Fig. 7 shows $J_I$, $J_B$ for several $N \times N$ grids. It also shows the changes in $C Dm, m|_{\partial \mathcal{X}}$ ($m$ on the boundary), $P$ and $b$, with the updates in $P$ and $b$ plotted from the second iteration onwards (since they have no initial values). We used $N_b = 1000$ and $\alpha = 0.2$. The functionals $J_I$ and $J_B$ reach a plateau at a certain iteration number while the individual error terms continue to decrease up to machine precision. For the numerical simulations in the current section we introduce the stopping criterion

$$
c^n_I \leq 0.1 \sqrt{J^n_I}, \quad \text{and} \quad c^n_B \leq 0.1 \sqrt{J^n_B}. \quad (54)
$$
Fig. 7 and Table 1 show the results using this stopping criterion, along with performed logarithmic least-squares fits. The number of iterations required increases sublinearly with N. We see that \( J_1 \) has approximately third-order convergence and \( J_B \) second-order convergence, when using the stopping criterion. In general, we will not use this stopping criterion in the remainder of this paper, only when indicated.

Fig. 8 shows the influence of \( N_b \) for a \( 200 \times 200 \) grid. Choosing a larger \( N_b \) decreases \( J_1 \) and \( J_B \), but this effect becomes smaller for large enough \( N_b \).

Fig. 9a shows the calculation times of the minimization procedures for \( P, b, m \), and the computation of \( u_1 \) as a function of \( N = N_1 = N_2 \). As expected, we conclude that the calculation time for the minimization procedure for \( P \) is quadratic in \( N \), and thus linear in the number of grid points. The minimization procedure for \( b \) is linear in \( N \). The calculation of \( m \) and \( u_1 \) should be at least linear in the number of grid points and thus quadratic in \( N \). As shown in Fig. 9b, the minimization procedure for \( b \) increases approximately linearly with increasing \( N_b \). The slopes of performed logarithmic least-squares fits are also displayed. The total calculation time for one iteration is approximately proportional to \( N^2 \), and with the number of iterations growing sublinearly in \( N \), see Table 1, the total calculation time scales roughly with \( N^3 \).

The choice of the value of \( \alpha \) is examined in Fig. 10. We plot the functional \( J = (1 - \alpha) J_1 + \alpha J_B \), introduced in (28). We use the stopping criterion in (54) and see that the criterion and a lower value of \( J \) is reached sooner for small but not too small values of \( \alpha \), i.e., \( \alpha = 0.1 \) and \( \alpha = 0.2 \). This result is independent of grid size. For large values of \( \alpha \), i.e., \( \alpha = 0.8 \), and small grid size \( 50 \times 50 \) we see that the value of \( J \) increases before reaching the stopping criterion, which happens during the minimization procedure for \( P \). When the mapping \( m \) has changed, the set \( \mathcal{P}(m) \) has changed over which we minimize in (29b).

### 4.4. Picture on a projection screen in the far field

As a final example we challenge our algorithm to compute a freeform reflector surface that converts the light from a point source into a far-field target intensity distribution corresponding to a picture.

For an incoming cone-shaped beam the source domain \( \mathcal{X} \) is circular. We perform a change of coordinates for the stereographic variables \( x \in \mathcal{X} \) on the source domain to polar stereographic coordinates \( \omega = (\rho, \zeta) \) with the transformation where \( \rho \geq 0 \) is the radial coordinate and \( 0 \leq \zeta < 2\pi \) the azimuth (angle with respect to positive \( x_1 \)-axis). We maintain Cartesian stereographic coordinates for the target domain. The derivation of the corresponding generalized Monge–Ampère equation in polar stereographic coordinates and modifications to the least-squares algorithm are presented in [31].

We consider the source domain \( \mathcal{X} = \{(\rho, \zeta) \in \mathbb{R}^2 | 0 \leq \rho \leq 0.2, 0 \leq \zeta < 2\pi \} \) using polar stereographic coordinates \( (\rho, \zeta) \) for the source domain and a uniform light distribution \( f(\rho, \zeta) = 1 \) and consequently \( I(\mathcal{X}) = \frac{1}{\pi} \). The opening angle of the narrow cone-shaped bundle is approximately \( 1.1 \text{ rad} = 63^\circ \). The reflected rays are projected on a screen \( \mathcal{P} \) in the far field, parallel to the \( xz \)-plane. The required illumination \( I(\xi, \eta) \text{ [lm/m}^2\text{]} \), with \( (\xi, \eta) \) the Cartesian coordinates on the projection
screen, is derived from the grey scale values of a picture of a koala, see Fig. 11. The target distribution \( \bar{g}(y) \) is a deformation of the illuminance \( L(\xi, \eta) \); the conversion from \( L(\xi, \eta) \) to \( \bar{g}(y) \) is explained in detail in [7,32].

The grey scale values of the picture prescribe the illuminance. However, the conversion from the coloured image to grey scale values creates black regions in the target distribution for which \( \bar{g}(y) = 0 \). To avoid division by 0 in the right hand side of equation (25a), we increase values of \( \bar{g}(y) \) which are below a threshold of 5% of its maximum value to this threshold. We determine \( l(y^1) \) by dividing the region on the projection screen into quadrants with the pixels of the picture as corners and approximating the integral of \( L(\xi, \eta) \) using the 2D composite trapezoidal rule.

We use the least-squares algorithm to compute the optical map \( m \) and the reflector surface. We discretize the source domain using a 1000 \( \times \) 1000 grid and use \( \alpha = 0.5 \) to give the domain and boundary equal weights in the minimization procedure. We use the initial guess \( m^0 \) given in equation (43) in [31] to compute a c-convex \( u_1 \). The optical map, plotted using a coarsened version of the source grid, the reflector surface, and convergence results are shown in Fig. 12. The error \( h \) in the interior converges to a larger value than the error \( h \) in the boundary, as the finite grid is unable to capture the finest details of the koala.

Subsequently, we validated the resulting reflector image using ray tracing. We traced approximately 3000 \( \times \) 3000 uniformly distributed rays from source to far field. The resulting target illuminance \( L(\xi, \eta) \) is plotted in Fig. 12. The ray trace image closely resembles the original picture, showing details such as the hairs on the koala’s coat.

5. Concluding remarks

In this paper, we presented a method to compute the shape of a single freeform reflector which transforms the light distribution of a point source to a desired far-field distribution. First, we showed that the optical mapping can be derived using either the geometrical-optics law of reflection or the logarithmic cost function in the corresponding optimal transport problem. We subsequently combined the optical mapping with energy conservation to derive the generalized Monge–Ampère equation. We developed a generalized least-squares method for the numerical solution of this nonlinear second order elliptic partial differential equation. The method first computes the optical map in an iterative procedure, and proceeds to calculate the location of the optical surface from the converged mapping. We tested our algorithm for a couple of examples. For an exact solution, such as a flat reflector surface, we checked the accuracy of the algorithm. We also constructed a reflector converting the light of a point source into a picture on a screen in the far field. To the best of our knowledge, there are no known algorithms for the point source which are capable of calculating reflector surfaces that produce this level of detail in the far field.

A natural extension is to apply this algorithm to the generalized Monge–Ampère equation corresponding to a lens surface. In fact, the formulation of the Monge–Ampère equation using the cost function and corresponding solution method using c-convexity theory allows for an extension of the method to any optical system with a continuously differentiable cost function and a relation of the form \( u_1(x) + u_2(y) = c(x, y) \), where \( u_1 \) and \( u_2 \) are some geometrical parameters describing the optical element(s). We aim to apply the method to real optical design problems, using a different variety of source and target distributions, e.g., target intensity profiles for street lighting purposes.
Fig. 10. “Square-to-circle” problem: values of \( J = (1 - \alpha) J_I + \alpha J_B \) as function of the iteration number for several grid sizes and different values of \( \alpha \) with \( N_0 = 1000 \). We use the stopping criterion in (54).

Fig. 11. “Square-to-koala” problem: the original image (left) and target distribution \( \tilde{g}(y) \) and target boundary (right).
Fig. 12. “Square-to-koala” problem: the optical mapping (upper left), reflector surface (upper right), $J_1$ and $J_B$ (lower left), and ray traced image (lower right).
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Appendix A. The geometrical-optics derivation of the optimal map

We derive the mapping $y = m(x)$ in stereographic coordinates using the expression for the reflected ray $\hat{r}$ in (2).

First, let $u_1(x) = \log(u(x)/(1 + |x|^2))$. The division within the logarithm is motivated in Section 2.1.2; by defining (8) we arrive at a relation of the form $u_1(x) + u_2(y) = c(x, y)$ with $c(x, y)$ as compactly formulated as possible. We rewrite the gradient of $u$ restricted to the surface $r = \text{constant}$ in (1b) to

$$
\nabla_r u = \nabla [e^{u_1} (1 + |x|^2)] \\
= \left( \frac{\partial u_1}{\partial \phi} + \frac{2x_1}{1 + |x|^2} \frac{\partial x_1}{\partial \phi} + \frac{2x_2}{1 + |x|^2} \frac{\partial x_2}{\partial \phi} \right) \hat{e}_\phi \\
+ \frac{1}{\sin(\phi)} \left( \frac{\partial u_1}{\partial \theta} + \frac{2x_1}{1 + |x|^2} \frac{\partial x_1}{\partial \theta} + \frac{2x_2}{1 + |x|^2} \frac{\partial x_2}{\partial \theta} \right) \hat{e}_\theta \\
= \left( \frac{\partial u_1}{\partial \phi} + s_1 \frac{\partial x_1}{\partial \phi} + s_2 \frac{\partial x_2}{\partial \phi} \right) \hat{e}_\phi + \frac{1}{\sin(\phi)} \left( \frac{\partial u_1}{\partial \theta} + s_1 \frac{\partial x_1}{\partial \theta} + s_2 \frac{\partial x_2}{\partial \theta} \right) \hat{e}_\theta, \quad (A.1)
$$
eliminating the term \( u \) in the denominator, cf. (1b). We assume \( u_1 = u_1(x) \) and apply the chain rule to the partial derivatives of \( u_1 \), i.e.,

\[
\frac{\partial u_1}{\partial \phi} = \frac{\partial u_1}{\partial x_1} \frac{\partial x_1}{\partial \phi} + \frac{\partial u_1}{\partial x_2} \frac{\partial x_2}{\partial \phi}, \quad \frac{\partial u_1}{\partial \theta} = \frac{\partial u_1}{\partial x_1} \frac{\partial x_1}{\partial \theta} + \frac{\partial u_1}{\partial x_2} \frac{\partial x_2}{\partial \theta}.
\]  

(A.2)

Using the definition of the stereographic coordinates of the source in equation (3) we can rewrite the partial derivatives of \( x \) occurring in (A.1) and (A.2) in \( \hat{s} \)-coordinates to

\[
\frac{\partial x_1}{\partial \phi} = \frac{\cos(\theta)}{1 + \cos(\phi)} = \frac{s_1}{s_1^2 + s_2^2}, \quad \frac{\partial x_2}{\partial \phi} = \frac{\sin(\theta)}{1 + \cos(\phi)} = \frac{s_2}{s_1^2 + s_2^2},
\]

\[
\frac{\partial x_1}{\partial \theta} = \frac{-\sin(\phi) \sin(\theta)}{1 + \cos(\phi)} = -\frac{s_3}{1 + s_3}, \quad \frac{\partial x_2}{\partial \theta} = \frac{\cos(\phi) \sin(\theta)}{1 + \cos(\phi)} = \frac{s_1}{1 + s_3}.
\]  

(A.3a)

Second, we can express the basis vectors \( \hat{e}_\phi \) and \( \hat{e}_\theta \) in \( x \)-coordinates (\( \hat{e}_r = \hat{s} \), see (5)) as follows:

\[
\hat{e}_\phi = \begin{pmatrix} \cos(\phi) \cos(\theta) \\ \cos(\phi) \sin(\theta) \\ -\sin(\phi) \end{pmatrix} = \frac{1}{|x| (1 + |x|^2)} \begin{pmatrix} s_1 s_3 \\ s_2 s_3 \\ -s_1^2 - s_2^2 \end{pmatrix},
\]

\[
= \begin{pmatrix} -\sin(\theta) \\ \cos(\theta) \\ 0 \end{pmatrix} = \frac{1}{\sqrt{s_1^2 + s_2^2}} \begin{pmatrix} -s_2 \\ s_1 \\ 0 \end{pmatrix} = \begin{pmatrix} -s_2 \\ s_1 \\ 0 \end{pmatrix}.
\]  

(A.3c)

Third, substituting \( \sin(\phi) = \sqrt{s_1^2 + s_2^2} = 2|x|/(1 + |x|^2) \), (A.2) and (A.3) into (A.1) and using the inverse projection in (5), we get an expression for \( \nabla_r u \) in terms of \( x \) and the partial derivatives of \( u_1 \) with respect to \( x \), as

\[
\nabla_r u = \frac{1}{2} \begin{pmatrix} \frac{\partial u_1}{\partial x_1} (1 - x_1^2 + x_2^2) - 2x_1 - 2 \frac{\partial u_1}{\partial x_2} x_1 x_2 \\ \frac{\partial u_1}{\partial x_2} (1 + x_1^2 - x_2^2) - 2x_2 - 2 \frac{\partial u_1}{\partial x_1} x_1 x_2 \\ -4 - 2x \cdot \nabla u_1 \end{pmatrix} + \frac{2}{1 + |x|^2} \begin{pmatrix} x_1 \\ x_2 \\ 1 \end{pmatrix},
\]  

(A.4a)

where

\[
\nabla u_1 = \begin{pmatrix} \frac{\partial u_1}{\partial x_1} \\ \frac{\partial u_1}{\partial x_2} \end{pmatrix}.
\]  

(A.4b)

Fourth, substituting this expression into the reflected ray \( \hat{r} \) in (2) and applying the inverse stereographic projection in (5) to \( \hat{e}_r = \hat{s} \), we find the outgoing ray \( \hat{i}(x) \) expressed in \( x \)-coordinates as

\[
\hat{i}(x) = \frac{1}{D(x)} \begin{pmatrix} 4 \frac{\partial u_1}{\partial x_1} + 2 |\nabla u_1|^2 x_1 \\ 4 \frac{\partial u_1}{\partial x_2} + 2 |\nabla u_1|^2 x_2 \\ 2 |\nabla u_1|^2 - D(x) \end{pmatrix},
\]  

(A.5a)

where

\[
D(x) = 4 + 4x \cdot \nabla u_1 + |\nabla u_1|^2 (1 + |x|^2).
\]  

(A.5b)

Finally, transforming \( \hat{i}(x) \) to \( y \) using the definition of the stereographic coordinates of the target in (4), we arrive at \( y = m(x) \)

\[
y = \frac{2 \nabla u_1 + x |\nabla u_1|^2}{4 + 4x \cdot \nabla u_1 + (|x||\nabla u_1|)^2}.
\]  

(A.6)
Appendix B. The transport boundary condition and edge-ray principle

In this section, we show that the transport boundary condition in (25b) follows from the implicit boundary condition \( m(\mathcal{X}) = \mathcal{Y} \), stating that all the light from the source \( \mathcal{X} \) must be transferred to the target domain \( \mathcal{Y} \). The equivalence of the boundary conditions follows from the edge-ray principle [29] and convexity of the optical surface.

As in section 2.1, we define our source domain \( \mathcal{X} \) as the closed support of \( f(x) = f(\phi(x), \theta(x)) \), and our target domain \( \mathcal{Y} \) as the image under the mapping \( m \), i.e., \( \mathcal{Y} = m(\mathcal{X}) \). We refer to \( m : \mathcal{X} \to \mathcal{Y} \) as the optical map \( y = m(x) \) from the source set of stereographic coordinates \( \mathcal{X} \) to the target set of stereographic coordinates \( \mathcal{Y} \). We use the implicit boundary condition \( m(\mathcal{X}) = \mathcal{Y} \).

The equivalence of the two boundary conditions \( m(\mathcal{X}) = \mathcal{Y} \) and \( m(\partial \mathcal{X}) = \partial \mathcal{Y} \) follows from a basic principle of topology, which is known as the edge-ray principle when applied to optics [29]. The closure of a set \( \mathcal{A} \) is denoted by a bar and defined as \( \bar{\mathcal{A}} = \text{int}(\mathcal{A}) \cup \partial \mathcal{A} \), where \( \text{int}(\mathcal{A}) \) denotes the union of all open subsets of \( \mathcal{A} \). Note that \( \mathcal{X} \) is also defined as the closure of the subset of all points where \( f(x) \) is nonzero, but we omit the bar notation.

**Theorem 1.** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be topological spaces. Let \( m : \mathcal{X} \to \mathcal{Y} \) be a homeomorphism, i.e., \( m \) is a bijection that is continuous and open, so \( m^{-1} \) is also continuous. Then, for any subset \( \mathcal{A} \subseteq \mathcal{X} \), we have \( m(\partial \mathcal{A}) = \partial m(\mathcal{A}) \). In particular, \( m(\partial \mathcal{X}) = \partial m(\mathcal{X}) = \partial \mathcal{Y} \).

**Proof.** Let \( \mathcal{A} \subseteq \mathcal{X} \) and let \( y = m(\partial \mathcal{A}) \). Then \( x = m^{-1}(y) \in \partial \mathcal{A} \). Hence, \( x \) is a boundary point of \( \mathcal{A} \) and so \( x \in \mathcal{A} \setminus \text{int}(\mathcal{A}) \). This implies that \( y \in m(\mathcal{A}) \setminus m(\text{int}(\mathcal{A})) \), because \( m \) is an injective mapping. Furthermore, we have that \( m \) is a homeomorphism, implying that \( m(\mathcal{A}) = \bar{m}(\mathcal{A}) \) and \( m(\text{int}(\mathcal{A})) = m(\text{int}(\mathcal{A})) \). Therefore, \( y \in \bar{m}(\mathcal{A}) \setminus m(\text{int}(\mathcal{A})) = \partial m(\mathcal{A}) \), and we have \( m(\partial \mathcal{A}) \subseteq \partial m(\mathcal{A}) \). Reversing our line of thought above we can also show \( \partial m(\mathcal{A}) \subseteq m(\partial \mathcal{A}) \). We conclude that \( m(\partial \mathcal{A}) = \partial m(\mathcal{A}) \).

For the equivalence of the two boundary conditions it is essential that the optical mapping \( m \) is a homeomorphism. In the remainder of this section, we write the mapping \( m \) as \( m = (\gamma_+ \circ \hat{f} \circ \gamma_-^{-1})(x) \), where we denote \( \gamma_{\pm} \) as the stereographic maps (- for south pole in equation (3), + for north pole in equation (4)) and \( \hat{f} \) the vectorial law of reflection in equation (2).

We prove that \( m \) is a homeomorphism by showing in Lemma 1 that \( \gamma_{\pm} \) is a bijection and in Lemma 2 that \( \hat{f} \) is a bijection. Subsequently, we can conclude that \( m = (\gamma_+ \circ \hat{f} \circ \gamma_-^{-1})(x) \) is a bijection using the fact that a composition of bijective functions is bijective.

The stereographic projections in (3) and (4) can be rewritten as

\[
\gamma_{\pm}(w) = \frac{1}{1 - w \cdot \hat{p}_{\pm}} w^*,
\]

where the vector \( \hat{p}_{\pm} = (0, 0, \pm 1)^T \) denotes the pole, and we consider \( w \in S^2 \setminus \hat{p}_{\pm} = \{(w_1, w_2, w_3)^T \in \mathbb{R}^3 \mid |w|^2 = 1\} \setminus \hat{p}_{\pm} \) and \( w^* \in \mathbb{R}^2 = \{(w_1, w_2, 0)^T \in \mathbb{R}^3 \mid (w_1, w_2)^T \in \mathbb{R}^2\} \).

**Lemma 1.** \( \gamma_{\pm} \) is a bijection from the unit sphere \( S^2 \setminus \hat{p}_{\pm} \) to \( \mathbb{R}^2 \), i.e., from \( S^2 \) without the north/south pole to \( \mathbb{R}^2 \).

**Proof.** A function is bijective if and only if it has an inverse. It is sufficient to show that \( \gamma_{\pm}(w) \) has an inverse. The inverse is given in equation (5) and can be written as

\[
\gamma_{\pm}^{-1}(v) = \hat{p}_{\pm} + \frac{2 (v - \hat{p}_{\pm})}{|v - \hat{p}_{\pm}|^2}.
\]

where \( v \in \mathbb{R}^2 = \{(v_1, v_2, 0)^T \in \mathbb{R}^3 \mid (v_1, v_2)^T \in \mathbb{R}^2\} \) and the vector \( \hat{p}_{\pm} = (0, 0, \pm 1)^T \) is a unit vector perpendicular to the plane of \( v \). Note that \( |v - \hat{p}_{\pm}|^2 \) is nowhere 0 in \( \mathbb{R}^3 \) since the third component of \( v \cdot \mathbb{R}^3 \) is never 0, and that we retrieve a vector \( w \neq \hat{p}_{\pm} \) for \( v \) finite. In fact, \( \lim_{|v| \to \infty} \gamma_{\pm}^{-1}(v) = \hat{p}_{\pm} \). The length of \( w \) indeed becomes

\[
|\gamma_{\pm}^{-1}(v)| = \sqrt{\left(\frac{2 v_1^2}{1 + v_1^2 + v_2^2}\right)^2 + \left(\frac{2 v_2}{1 + v_1^2 + v_2^2}\right)^2 + \left(\frac{\pm(1 + v_1^2 + v_2^2)}{1 + v_1^2 + v_2^2}\right)^2} = \sqrt{\frac{1 + 2 v_1^4 + v_4^2 + 2 v_1^2 v_4^2 + v_2^4 + v_2^2}{(1 + v_1^2 + v_2^2)^2}} = \sqrt{\frac{(1 + v_1^2 + v_2^2)^2}{(1 + v_1^2 + v_2^2)^2}} = 1. \quad \Box
\]

**Lemma 2.** The vectorial law of reflection \( \hat{f} = \hat{s} - 2 (\hat{s} \cdot \hat{n}) \hat{n} \) with \( \hat{s} = \hat{e}_r \) is a bijection for strictly convex optical surfaces. In our case, if the reflector surface \( z(x, y) = \sqrt{u(\phi, \theta)^2 - (x^2 + y^2)} \) is convex with \( (x, y, z)^T \) denoting the Cartesian coordinate vector, then the vectorial law of reflection is a bijection.
Proof. The law of reflection is surjective by definition since we require \( \mathcal{Y} \) to be the image of \( \mathcal{X} \) under the mapping \( m \). Using bijectivity of the stereographic projections and \( \mathcal{Y} = m(\mathcal{X}) = (\gamma_+ \circ \tilde{t} \circ \gamma^{-1}) (\mathcal{X}) \), we require the inverse stereographic projection of \( \mathcal{Y} \), written as \( \gamma^{-1}_-(\mathcal{Y}) \), to be the image of the inverse stereographic projection of \( \mathcal{X} \), written as \( \gamma^{-1}_-(\mathcal{X}) \), under the law of reflection \( \tilde{t} \).

To show injectivity, we assume \( \hat{s}_1 \neq \hat{s}_2 \) and aim to prove \( \tilde{t} (\hat{s}_1) \neq \tilde{t} (\hat{s}_2) \). We write

\[
\begin{align*}
\tilde{t}_1 &= \hat{s}_1 - 2 (\hat{s}_1 \cdot \hat{n}_1) \hat{n}_1, \\
\tilde{t}_2 &= \hat{s}_2 - 2 (\hat{s}_2 \cdot \hat{n}_2) \hat{n}_2,
\end{align*}
\]

(B.4a)

(B.4b)

with \( \tilde{t}_1 = \tilde{t} (\hat{s}_1) \), \( \tilde{t}_2 = \tilde{t} (\hat{s}_2) \), \( \hat{n}_1 = \hat{n} (\hat{s}_1) \) and \( \hat{n}_2 = \hat{n} (\hat{s}_2) \).

The vectorial law of reflection states that the incident ray \( \hat{s} \), the reflected ray \( \tilde{t} \) and the normal \( \hat{n} \) to the surface all lie in the same plane. Hence, if \( \text{span}(\hat{s}_1, \hat{n}_1) \neq \text{span}(\hat{s}_2, \hat{n}_2) \) then it immediately follows that \( \tilde{t}_1 \neq \tilde{t}_2 \). Therefore, it remains to show that if \( \text{span}(\hat{s}_1, \hat{n}_1) = \text{span}(\hat{s}_2, \hat{n}_2) \), i.e., \( \hat{s}_1 \) and \( \hat{s}_2 \) lie in the same plane, it follows that \( \tilde{t}_1 \neq \tilde{t}_2 \). In the remainder of this proof, we will give a geometric argument to show that this holds for a convex optical surface.

Fig. B.13 shows the plane spanned by \( \hat{s}_1 \) and \( \hat{s}_2 \). We draw the vectors \( \hat{s}_1 \) and \( \hat{s}_2 \) as vectors on the unit sphere. The vectorial law of reflection states that the vector \( \tilde{t} - \hat{s} = -2 (\hat{s} \cdot \hat{n}) \hat{n} \) is a multiple of the unit normal vector \( \hat{n} \). If we assume that \( \tilde{t}_1 = \tilde{t}_2 \) we see that as \( \hat{s} \) moves counterclockwise from \( \hat{s}_1 \) to \( \hat{s}_2 \), the normal \( \hat{n} \) to the surface must also move counterclockwise from \( \hat{n}_1 \) to \( \hat{n}_2 \). Here \( \hat{n}_1 \) and \( \hat{n}_2 \) are taken to be directed towards the point source \( O \).

In Fig. 14b we see a parabolic reflector with focal point at \( O \) and, hence, multiple parallel outgoing rays with \( \tilde{t}_1 = \tilde{t}_2 \) while \( \hat{s}_1 \neq \hat{s}_2 \). The optical surface is strictly concave and we can verify that as \( \hat{s} \) moves counterclockwise from \( \hat{s}_1 \) to \( \hat{s}_2 \), the unit normal \( \hat{n} \) moves in the same direction.

If the optical surface is convex, as for instance shown in Fig. 14a, this situation can not occur. As \( \hat{s} \) moves counterclockwise from \( \hat{s}_1 \) to \( \hat{s}_2 \), the downward unit normal \( \hat{n} \) moves in the opposite direction (or keeps pointing in the same direction in case of a flat surface). This contradicts with the assumption that \( \tilde{t}_1 = \tilde{t}_2 \) and hence, \( \tilde{t}_1 \neq \tilde{t}_2 \). \(\Box\)

In summary, we have shown that the stereographic projections \( \gamma_{\pm} \) are bijective functions in Lemma 1. The law of reflection is bijective for convex optical surfaces as proven in Lemma 2. Combining Lemma 1 and 2, \( m = (\gamma_+ \circ \tilde{t} \circ \gamma^{-1}) (\mathcal{X}) \) is a homeomorphism under the assumption of a convex optical surface by the composition of bijective functions. Subsequently, the equivalence of the boundary conditions \( m (\mathcal{X}) = \mathcal{Y} \) and \( m (\partial \mathcal{X}) = \partial \mathcal{Y} \) follows from Theorem 1.

The equivalence proof presented in this section holds for a convex optical surface. During the iterative procedure of the numerical algorithm we require that the matrix \( Dm \) is nonsingular, and we have \( \forall x \in \mathcal{X} \)

\[
\det(Dm(x)) = \frac{f(x)(1 + |m(x)|^2)^2}{g(m(x))(1 + x^2)^2} > 0,
\]

(B.5)

cf. equation (23), since we take \( \mathcal{X} \) as the closed support of \( f(x) \) and \( \mathcal{Y} = m(\mathcal{X}) \), i.e., we require that all energy from an arbitrary subset of the source domain is mapped to a subset of the target domain and never collapses to a single point. It is also continuous since we take \( f : S^2 \rightarrow [0, \infty) \) and \( g : S^2 \rightarrow [0, \infty) \) to be continuous intensity functions and \( m \in C^2 (\mathcal{X}) \).

Starting from an injective initial mapping in equation (31) or (32) we locally enforce a one-to-one correspondence by requiring \( \det(Dm) > 0 \) with \( F(x, m(x)) > 0 \) in equation (25a). In the numerical examples we have considered so far, this local enforcement leads to a globally injective \( m \). Moreover, the implicit function theorem requires that \( \det(\nabla y \nabla x c(x, y)) \neq 0 \) for the mapping \( y \) defined as \( m(x) = (\nabla x c(x, \cdot))^{-1} \circ (\nabla y u_1) (x) \) to exist locally, cf. equation (12) in the article, where \( (\nabla x c)^{-1} \) is the local inverse of \( x \mapsto \nabla x c(x, \cdot) \). In other words, for every point \( y \) there exists a small neighbourhood for which \( \nabla y \nabla x c \) is invertible and \( x \mapsto \nabla x c(x, y) \) has a local inverse \( y = (\nabla x c(x, \cdot))^{-1} \circ (\nabla y u_1) (x) \). We know that

\[
\det(\nabla y \nabla x c(x, y)) = \det(C) = \frac{4}{N (x, y)^2} \neq 0,
\]

(B.6)
with $N(x, y)$ from (9b). This inequality holds everywhere since we can write $N(x, y)$ as

$$N(x(s), y(t)) = \frac{1}{2} (1 + |x(s)|^2) (1 + |y(t)|^2) (1 - s \cdot t),$$

(B.7)

cf. (7), (8) and (9), and we assume that $s \cdot t \neq 1$, which means that the reflector changes the direction of the light rays.

Upon convergence of the numerical procedure in section 3.4, we do not enforce convexity/concavity of the resulting optical surface. The cost function in equation (7) and (9) is convex and we can prove that taking a c-convex (maximum) pair results in a convex $u_i$ [28, p.61]. This gives a convex $u(x) = e^{u(x)(1 + |x|^2)}$, but we cannot conclude a priori that $z$ in equation (49) is convex. Therefore, we cannot conclude a priori that the optimal mapping $m$ for a particular source domain $\mathcal{X}$ and target domain $\mathcal{Y}$ should be a homeomorphism. However, in order to locally enforce energy conservation and ensure the regularity of $m$, we assume that the optical mapping $m$ is globally injective and always use the transport boundary condition $m(\partial \mathcal{X}) = \partial \mathcal{Y}$.
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