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Abstract

We present an MPEG decoder with reduced system costs by employing embedded compression of the reference frames which are used for motion-compensated (MC) decoding. The embedded compression scheme used is based on either block-predictive coding or DCT transform coding, depending on the required memory compression. The compression features simple recovery of (MC) block data, while preventing visible artifacts. The compression was optimized for low costs, enabling real application in a commercial MPEG IC. It was found that the same techniques can be applied in the encoder as well.

1. Introduction

The MPEG video compression standard [1] is being applied in numerous applications, such as video communication in the multimedia PC, Digital Video Broadcasting (DVB) and more recently, storage of video sequences on the Digital Versatile Disk (DVD). The evolution of the aforementioned applications is clearly towards large-scale usage in the consumer electronics market, where low system costs are of utmost importance and a continuous price erosion occurs. In this paper, a new technical solution is proposed to realize lower system costs for an MPEG decoder, without any significant loss in the resulting picture quality after decoding, by compressing the reference video frames that are kept in memory during the decoding process.

The paper is divided as follows. Section 2 addresses the most relevant constraints for embedding a compression system in the motion-compensation stage of the MPEG decoder. Section 3 is devoted to the compression systems being used. Section 4 presents simulation results of an experiment where a system was built into a state-of-the-art MPEG-2 decoder. Finally, conclusions are discussed in Section 5.

2. System requirements

System costs in the MPEG decoder are dominated by the bi-directional motion compensation unit, which employs two frame memories to store the previous and next reference frames (I and P pictures). The memory cost of two 4:2:0 sampled images as used in MPEG main level is 10 Mbits. The required bandwidth to offer two full-colour reference frames simultaneously is 50-60 MB/s, while the required decoding speed for real-time operation is 16-18 MHz. For reduced system costs, the reference frames are typically stored in a Synchronous DRAM (SDRAM) of e.g. 16 Mbits capacity (see Fig. 1(a)). This memory serves also as a background memory for a CPU which controls the MPEG decoder and generates additional On-Screen-Display menus for user control (indicated by the hatched area in Fig. 1(a)). The costs of the memory usage for motion compensation is reduced by recompressing the reference frames prior to memory storage, in order to save memory capacity for other purposes (e.g. CPU data, graphics).

Several important system constraints for the
**embedded compression** of reference frames in MPEG have to be satisfied and are listed below. The last two are rather special and typical for this type of application.

- **High picture quality.** The quality of the embedded compression should be well above the MPEG decoder to avoid coding noise interference.

- **Low complexity.** The complexity should be a fraction of the saved memory costs of the MPEG decoder.

- **Accessibility.** The motion compensation using a motion vector for each macroblock (MB), requires that MB-data should be retrieved from the background memory on "arbitrary" positions, which mostly do not coincide with the static block grid (see Fig. 1(b)). The embedded compression should allow easy extraction of the reference data.

- **Stable quantization after multiple encodings.** The recursivity in MPEG, where P-pictures form the input for the subsequent P-picture reconstruction, requires that accurate quantization is performed when embedded compression is inserted. Otherwise, the decoder would drift away from the local reconstruction loop as applied in the encoder, leading to e.g. colour distortion.

3. Embedded compression system

Firstly, a framework is presented for two classes of systems, using segmented coding. Secondly, two systems are briefly discussed: block predictive coding and DCT transform coding.

### 3.1 Fixed-length segment coding

To satisfy the accessibility constraint, we use a compression system which generates fixed-length data packets for a group of MPEG macroblocks, called a segment (see Fig. 2). Each group is compressed independently and has a size of 9 MBs. This so-called *feedforward coding* technique was adopted from digital video recording [2]. The video data is first analysed with a set of various quantization strategies, otherwise fixed-length compression is not guaranteed. The advantage of feedforward coding is that a fixed mapping of the image in the memory is achieved, improving the data accessibility to individual segments without overhead.

It should be noticed that the system in Fig. 2 is very flexible, allowing different implementations and optimizations with respect to a number of system constraints. These constraints are e.g. the desired embedded compression factor, resulting image quality and allowed complexity of the embedded coder. Both sample and frequency-domain coding systems can be employed and can be optimized specifically depending on the chosen architecture. For this reason, we have experimented with a very simple predictive coding scheme and a more expensive transform coding system.

### 3.2 Block predictive coding

A high picture quality and low complexity can be obtained with Block Predictive Coding (BPC) on
a local basis, by using small blocks of $4 \times 4$ pixels. Subsequently, the maximum (MAX) and minimum (MIN) pixel values of each block are determined. The difference between the MAX and MIN value in a block is called Dynamic Range (DR). For low cost, the MIN sample value is transmitted as a global prediction for all other samples inside the block [3] (the decorrelation in Fig. 2). After subtracting this minimum value of the actual sample value $s(i,j)$, all difference values $d(i,j)$ of a block are quantized adaptively, according to the actual block DR, resulting in quantized differences $dq(i,j)$. A block scheme showing the basic steps is portrayed by Fig. 3. For simplicity, quantization based on powers of 2 was implemented. The strategy chosen after segment analysis is the finest quantization that yields the desired number of bits reserved for a group of 9 MBs.

3.3 Transform coding

A transform coding scheme employing DCT and variable-length coding has also been used for experiments. The DCT transform can be optimized for low-cost hardware [4], and it is inserted in Fig. 2 as the decorrelation step. Furthermore, simple block-based adaptive quantization can be applied. For variable-length coding, joint run-length-amplitude coding, similar to the one used in MPEG [1], has been employed. In this case, accessibility of the data becomes more difficult, since the length of the variable-length codes (VLC) is not known in advance, in contrast with the BPC system (see the next section). This system enables a somewhat larger compression factor (at the expense of increased hardware costs).

3.4 Accessibility

In MPEG-2, the motion vector of each macroblock is used to perform the motion compensation. Since this vector may vary from MB to MB, individual macroblocks from the compressed frames have to be recovered.

With the feedforward segment coding (see Section 3.1), resulting in a fixed compression factor, the start position of each segment has a fixed known location in the memory. In this way, fast access to each group of macroblocks is possible. To limit the overhead in memory access to a minimum, all macroblocks should be individually accessible.

In the case of embedded compression using variable-length codes (VLC), each macroblock has a variable bit cost, so that the position of the blocks cannot be easily determined. When using a fixed compression factor per segment (see Section 3.1), only the position of the first macroblock within the segment is known. In the worst case, to access a set of pixels within a segment, the decompression of the complete segment may be required.

However, the attractiveness of the BPC system is

---

**Figure 2:** Block diagram of system encoder using feedforward fixed-length compression of segments.

**Figure 3:** Block diagram of basic BPC system encoder.
that the coding step is integrated into the adaptive quantization stage: the number of bits spent per block are uniquely defined by the combination of the quantizer strategy and the DR parameter of the block. Therefore, the strategy number and the set of DR parameters suffices to compute the starting position of every block in the compressed segment. For this reason, each compressed segment contains a header consisting of the strategy number and DR parameters (see Fig. 4). This header also contains an offset pointer to the start address where of the compressed luminance (Y) blocks are located. In this way, the access to the Y block is independent of the chrominance (C) blocks. In the segment, the C blocks are located before the luminance blocks (C needs less bits), leading to a smaller block pointer for the Y blocks.

Summarizing, the usage of the described fixed-length segment coding and the efficient header construction lead to attractive properties. Firstly, the memory access map gives marginal overhead (some extra DR parameter reads), while it provides block accessibility. Secondly, a fast access to the different pixels within the image is obtained, without major processing steps in between.

4. Coding experiments and simulations

The embedded compression system of the previous section has been integrated in the MPEG
A codec designed by the MPEG Software Simulation Group. In order to quantify the loss in image quality from embedded compression, a set of experiments has been conducted. First, the original video image has been compared with the reconstructed MPEG image with and without embedded compression. A set of (embedded) compression factors ranging between 2-2.5 has been used. The influence of the following parameters has been investigated: quantization strategies, number of blocks within a segment and the chosen compression factors. For the experiments, two sequences were used: a detailed sequence MOBI (coded at 9 Mbit/s) and a typical video sequence RENATA (coded at 4 Mbit/s).

4.1 Segment size and picture quality

In feedforward coding, groups of \( N \) blocks are compressed together. It is easily understood that an improved picture quality is obtained for a larger segment size [2], because it leaves more flexibility in bit assignment with respect to detailed and non-detailed areas. However, another trade-off should be made between image quality and segment memory costs, as this memory is located inside the compression system (see Fig. 2).

The Signal-to-Noise Ratios (SNR), defined as \( 10 \log_{10}(255)^2/\sigma^2 \) for different segment sizes are depicted in Figure 5. The segment size includes the corresponding colour blocks as well. From Figure 5, it can be noticed that the SNR increases with the segment size. The increase becomes more smooth at a few hundred data blocks. If a trade-off between segment memory size and image quality should be made, then \( N = 216 \), corresponding with 9 MPEG-2 macroblocks, is a suitable alternative (frame-based processing). A larger number of blocks results in an unnecessary increase of the memory size without significant improvement in SNR. It is emphasized that these results are valid only for a compression factor around 2.

4.2 Compression factor and picture quality

To determine the range of compression factors which can be achieved, employing the described BPC codec, the SNR has been evaluated for different compression factors ranging between 2-2.5 (see Table 1). In the odd rows of the table, the expression "Orig-MPEG" stands for a comparison between the original images and the overall MPEG-decoded quality, including the embedded compression. The even rows of the table refer to a comparison between MPEG decoding and MPEG decoding with embedded compression. The experiments have been performed for a segment size of \( N = 216 \). A comparison between the MPEG-2 coder with and without embedded compression, expressed in SNR, is also presented. From Table 1 it becomes clear that, because the SNR obtained with the embedded coder is much higher than that of the MPEG-2 coder, the embedded coder does not interfere with the MPEG-2 decoder. This was also verified with numerous visual experiments. For a higher compression factor, the transform coder can be inserted.

<table>
<thead>
<tr>
<th>Image</th>
<th>CF = 1</th>
<th>CF = 2</th>
<th>CF = 2.3</th>
<th>CF = 2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOBI Orig. - MPEG</td>
<td>26.9</td>
<td>26.7</td>
<td>26.7</td>
<td>26.5</td>
</tr>
<tr>
<td>MOBI MPEG - MPEG Emb.</td>
<td>30.8</td>
<td>32.7</td>
<td>30.6</td>
<td>32.5</td>
</tr>
<tr>
<td>RENATA Orig. - MPEG</td>
<td>45.0</td>
<td>41.4</td>
<td>38.7</td>
<td></td>
</tr>
<tr>
<td>RENATA MPEG - MPEG Emb.</td>
<td>30.9</td>
<td>30.8</td>
<td>30.6</td>
<td>30.5</td>
</tr>
<tr>
<td></td>
<td>38.2</td>
<td>37.3</td>
<td>37.9</td>
<td>37.0</td>
</tr>
<tr>
<td></td>
<td>45.2</td>
<td>45.0</td>
<td>44.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>53.0</td>
<td>53.2</td>
<td>52.5</td>
<td>51.3</td>
</tr>
</tbody>
</table>

Table 1: SNR for Y (up) U, V (down) obtained for different compression factors (CF) and segment size \( N=216 \). In this table, the column with CF=1 means "no embedded compression".

The Signal-to-Noise Ratios (SNR), defined as \( 10 \log_{10}(255)^2/\sigma^2 \) for different segment sizes are depicted in Figure 5. The segment size includes the corresponding colour blocks as well. From Figure 5, it can be noticed that the SNR increases with the segment size. The increase becomes more smooth at a few hundred data blocks. If a trade-off between segment memory size and image quality should be made, then \( N = 216 \), corresponding with 9 MPEG-2 macroblocks, is a suitable alternative (frame-based processing). A larger number of blocks results in an unnecessary increase of the memory size without significant improvement in SNR. It is emphasized that these results are valid only for a compression factor around 2.

4.2 Compression factor and picture quality

To determine the range of compression factors which can be achieved, employing the described BPC codec, the SNR has been evaluated for different compression factors ranging between 2-2.5 (see Table 1). In the odd rows of the table, the expression "Orig-MPEG" stands for a comparison between the original images and the overall MPEG-decoded quality, including the embedded compression. The even rows of the table refer to a comparison between MPEG decoding and MPEG decoding with embedded compression. The experiments have been performed for a segment size of \( N = 216 \). A comparison between the MPEG-2 coder with and without embedded compression, expressed in SNR, is also presented. From Table 1 it becomes clear that, because the SNR obtained with the embedded coder is much higher than that of the MPEG-2 coder, the embedded coder does not interfere with the MPEG-2 decoder. This was also verified with numerous visual experiments. For a higher compression factor, the transform coder can be inserted.
4.3 Performance comparison BPC-DCT

To determine the performance of the DCT-based embedded codec, the SNR has been computed for different compression factors, ranging between 2 and 7. The SNR achieved by the BPC has been already presented in Table 1 for a fixed compression factor of 2-2.5. From the Figure 8, it can be seen that the SNR for an MPEG-2 reconstructed image is much lower than the image quality obtained by both embedded codecs. This large difference in image quality between MPEG-2 and the embedded compression ensures that no visible artifacts occur due to the coding of the reference frames. Figure 8 also shows that the SNR of the block-predictive codec is somewhat lower than the SNR obtained with the DCT-based codec. This quality difference, valid for a compression factor around 2, is caused by the more advanced processing in the DCT compression scheme. However, also the hardware requirements are higher for the DCT-based scheme. Therefore, if only a limited compression of the memories is required, employing the block-predictive scheme forms a much better alternative. The relative larger hardware costs required for the DCT-based embedded codec make only compression factors of 3.5 and higher result in an efficient trade-off between the hardware demands for embedded compression and the memory saved.

4.4 Robustness test: repetitive quantization

In Section 2 it was mentioned that if a long series of consecutive P-pictures is coded without any I-frame in between, a cumulation of errors can occur if the quantization is not dimensioned properly. In our case, we started with using division factors of $2^n$, shown in Table 2. Initially, the quantization matrix from Table 2 was employed, combined with the level-assignment technique 1 from Fig. 7 (left). It can be noticed that the quantization errors are not symmetric about zero, leading to a cumulation of errors for repetitive encoding-decoding loops.

The cumulations of errors can lead to rather annoying artifacts like colour drift. This is shown in Figure 9(left), which portrays the 61th frame of a GOP, containing one I-picture followed by 60 P-pictures in which embedded compression has been employed. In order to create robustness for repetitive coding, other quantization techniques should be adopted.

Quantization schemes exist where the number of positive and negative error offsets are equal, thereby avoiding the creation of a DC-offset. An example of a quantizer level assignment without DC-errors (quantization technique 2), is depicted in Figure 7 (right). This technique represents a dead-zone quantizer, in which the number of values that introduce a negative error offset equals the number of values with a positive error offset. Clearly, such a level assignment is robust for multiple encoding-decoding loops. The 61th frame of the same GOP of 61 pictures with embedded compression using the second quantization technique is portrayed in Figure 9 (right). As we can see, the cumulation of errors does no longer occur. In Figure 6, the SNR for the two quantization techniques after the 1st and 61st P-frames are depicted.

4.5 Enhanced compression by VLC

To enhance the compression factor of the BPC system, additional variable-length coding (VLC) of the quantized difference samples has been in-
investigated. Firstly, the statistics of the video data after BPC were analyzed [7], leading to the following conclusions.

- The distribution of video data after decorrelation and quantization is almost stationary and decays exponentially with the amplitude of the quantized video signal (adding VLC would be beneficial);

- The measure of activity within the block (dynamic range) inside a small block of video data is a key parameter for the variable length code generation.

- The quantization strategy (i.e. 'coarseness') selected does not influence the statistics of the YUV-component signal.

Based on these observations, experiments were performed with Huffman and arithmetic coding, both for adaptive and non-adaptive coding. For non-adaptive coding, both Huffman and arithmetic coding achieve an improvement of the compression performance with almost 10%. If the algorithms employ fixed VLC tables which are adaptive to the dynamic range, the efficiency improvement is roughly doubled to approximatively 20%. An extra improvement of 5% is obtained with an arithmetic coder that is adaptive to the occurrence of symbols within a specific DR class. If a trade-off between the complexity and the performances of the different entropy coders need to be made, then the Huffman code adaptive to the Dynamic Range forms the best proposal.

4.6 Accessibility of BPC with VLC

If the compression system is extended with VLC, the starting positions of the $4 \times 4$ sample blocks can no longer be determined easily, because a unique relation between the (Dynamic Range, Strategy) and the bit-cost per sample ceases to exist. If entropy coding is used, the length of the coded pixels are represented by a variable number of bits. In order to provide individual access to each block, so-called entry points, representing the start address of the $4 \times 4$ sample blocks, have to be stored in a header. The position of each block is coded as an offset to the start address of the previous block. If the maximum number of bits required for the coded representation of a signal sample (i.e. largest Huffman code) equals 16 bits, then the maximum total number of bits required for the coded representation of a block is less than 256. This implies that 8 bits are sufficient to represent the offset to the start position of the next block.

The potential gain of an additional 20% (about 12 bits per block, compr. factor 2) resulting from adaptive Huffman coding, is not realized, since block access (8 bits) reduces the gain to 6%. This can be improved by relaxing the desire to access each individual block, such that access to every two blocks is possible (range max. 512 bits = 9-bit offset address). In the latter case, the compression improvement from adaptive Huffman coding is about 13%. Clearly, the trade-off to be made is between improved compression, costs of adding VLC and fast accessibility of individual pixels.

5. Conclusions

A simple low-cost compression system has been added to the motion-compensation loop of the MPEG-2 decoder, to reduce its memory cost. It
Table 2: Quantization step size as function of the strategy and the dynamic range.

<table>
<thead>
<tr>
<th>Dynamic Range</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1 .. 0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>-2 .. 1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>-4 .. 3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>-8 .. 7</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>-16 .. 15</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>-32 .. 31</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>-64 .. 63</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>-128 .. 127</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
</tr>
</tbody>
</table>

Figure 7: Quantization technique 1 (left), not robust, and 2 (right) which is robust for repetitive coding.

was shown that the picture quality of the reconstructed MPEG image sequence (MOBI, SNR 26–30 dB) is hardly influenced by the embedded compression which operates at a much higher quality (SNR 39–45 dB). The negligible loss of embedded compression is substantiated by simulation measurements (Table 1) and is confirmed in other publications [5][6]. For lower bit rates, (e.g. 4 Mbit/s), the SNR between the original and the reconstructed MPEG-2 image decreases, such that the losses introduced by embedded compression are even vanishing, permitting the embedded codecs to achieve either higher compression factors or reduced system costs.

It was shown that careful quantizer design is required, to maintain a stable SNR after multiple encodings occurring in large GOP sizes in MPEG. Quantizers should have no DC offset in order to keep the SNR loss within 1 dB.

In an earlier paper [7], improved compression results have been presented by adding variable-length coding (arithmetic coding) to the BPC system. However, due to the unknown variable number of bits per quantized data block, the accessibility scheme becomes more difficult and expensive in overhead. As a consequence, the number of bits gained, are partially lost for creating sufficient accessibility of individual data blocks.

Since the proposed technique considers the reference pictures in the memory as normal images, it may be equally applied in both MPEG-2 encoders and in MPEG-2 decoders. This transparency is not so obvious in alternative proposals for embedded compression in MPEG. The simplicity of the proposed feedback BPC system, together with the promising simulation results, have resulted in the decision to include the system into a commercial IC design for further testing and evaluation.
Figure 9: Illustration of the color-drift due to the cumulation of errors. Reconstructed images with quantization technique 1 (left) and 2 (right).
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